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Thermonuclear X-ray bursts	

•  Occur in neutron stars accreting from low-
mass binary companions; ~100 bursters known, 
~104 bursts observed since early 1970s	

•  Understood since the `80s as resulting from 
unstable ignition of accreted H/He on the NS 
surface (e.g. Fujimoto et al. 1981, ApJ 247, 267)	
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Observational milestones	
•  Photospheric radius-expansion bursts reach 
the (local) Eddington limit; utility as 
standard candle Basinska et al. 1984; Kuulkers et al. 2003	

•  Burst oscillations measure the neutron star 
spin; exhibit 1–2 Hz drifts Strohmayer et al. 1996; 
Chakrabarty et al. 2003; Watts 2012	

•  “Superbursts” with durations of hours likely 
arising from carbon burning Cornelisse et al. 2000	

•  “Intermediate duration” bursts arising in 
low-accretion rate systems, burning of large 
pure-He fuel reservoirs Falanga et al. 2009	

•  Burst spectra exploited to measure neutron 
star M, R Özel et al. 2006, 2009, 2012 etc; Steiner et al. 2010	

… see also in ‘t Zand, arXiv:1102.3345, Strohmayer & Bildsten 2003	
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Outstanding questions	

•  What causes burst oscillations?	
•  What causes the decrease in burst rate, 
observed for most sources at accretion rates 
above ~5% Eddington?	

•  Can we use bursts to unambiguously measure 
neutron star mass and radius?	

•  What ignites in superbursts?	
•  Why do all types of bursts – short, 
intermediate-duration, and super – seem to 
ignite at columns well below theoretical 
predictions?	

•  Can we use bursts to constrain (or measure) 
nuclear reactions?	
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1. Burst oscillations	
•  Detected in 17 
sources, including 5 
millisecond pulsars 
and 2 intermittent 
pulsars Watts 2012	

•  Not present in every 
burst (why?)	

•  Oscillations in the 
rise expected from a 
spreading hot spot	
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Fig. 2.— Fractional rms amplitude evolution (red and black points with error bars) of burst rise oscillations, and burst rise light curve
(histogram) for the RXTE PCA burst 16 from 4U 1636–536 (Table 1). For the red points, the oscillation frequencies are estimated using our
method (§ 2.2), while for the black points, the oscillation frequencies are estimated using the phase-timing analysis technique (Muno et al.
2000). This figure shows that fractional rms amplitude versus time curves from the two techniques are consistent with each other (§ 2.2).

Fig. 3.— Count rate parameter [= (NT −NPer)/Nerr] of thermonuclear bursts versus time bin (each of 0.25 s) index during burst rise (see
§ 2.2). Here NT is the total count rate, NPer is the average background count rate and Nerris the 1σ error. A total number of 161 bursts
from 4U 1636–536 observed with RXTE PCA are used in this plot (see § 2). A grey cross corresponds to a time bin of a burst. The small
red squares correspond to the cases where burst oscillation is detected. The distribution of red squares on the grey crosses clearly shows that
the non-detections of burst oscillations are not solely due to low observed count rates (see § 3.1).

Chakraborty et al. 2014, arXiv:1407.0845	

•  Oscillations in the tail (present in the 
majority of bursts with oscillations) harder 
to understand	

•  Attempts to explain via r-modes etc…	
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A bleak future	
•  RXTE end-of-mission 
(Jan 2012) crippled 
high-time resolution 
X-ray capability	

•  Archival searches?	
•  XMM-Newton can play 
a role, with 570 Hz 
timing limit & lower 
sensitivity (e.g. 
IGR J18245-2452)	

•  Future missions 
include ASTROSAT and 
LOFT (ESA M3 M4 
candidate, >2020)	

Galloway, Observations of X-ray Bursters	 Galloway et al. 2010, ApJL 711, 148	

This oscillation 
was seen in only 
2 of 157 bursts! 	
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2. Superbursts	

•  Very long burst-like 
profiles with 
timescales of hours, 
24 events observed 
from 15 sources Oct ’13	

•  Energetics implies 
ignition at a column 
where no H/He could 
survive – fuel is C 
instead?	

•  Serious issues 
producing and 
retaining enough 
fuel e.g. Cumming et al. 2006	

& Bildsten 2000; Strohmayer & Brown 2002; Kuulkers
2001). Of the six superburst sources, so far, only 4U
1636!53 has produced more than one event. Strohmayer
(see Strohmayer & Brown 2002) and Wijnands (2001) inde-
pendently identified the superburst from 4U 1636!53 that
occurred on 2001 February 22, the former in pointed RXTE
observations, the latter in theRXTE all-sky monitor (ASM)
data. Using the ASM data, Wijnands (2001) also identified
a similar event from 4U 1636!53 that occurred 4.7 yr ear-
lier, thus providing the first constraint on the recurrence
time for superbursts. Only two superbursts have been
observed in detail with large-area, high-throughput instru-
mentation: a superburst from 4U 1820!30 (Strohmayer &
Brown 2002) and the 2001 February 22 event from 4U
1636!53. Both were observed with the Proportional Coun-
ter Array (PCA) on boardRXTE.

Here we report the discovery of coherent pulsations at
582 Hz during the 2001 February 22 superburst from 4U
1636!53. The plan of this paper is as follows. In x 1 we
briefly describe the general properties of the superburst and
the data available for high time resolution studies. We then
discuss our discovery of the 582 Hz pulsations and describe
in detail the time evolution of the pulsation frequency and
the expected behavior given the known binary orbital
ephemeris for 4U 1636!53. In x 3 we describe our phase-
coherent timing study and show that orbital modulation of
the frequency fits the data extremely well and that the pulsa-
tion is coherent. We close in x 4 with a summary and discus-
sion of the implications of our findings. A detailed study of
the spectral evolution and energetics of this superburst will
be presented in a future publication.

2. THE 2001 FEBRUARY 22 SUPERBURST

As part of an approved observing program for 4U
1636!53, RXTE observations were being conducted on

2001 February 22 when a several hour long superburst was
observed. During these observations, data were sampled in
two high time resolution modes, both with a time resolu-
tion of 1/8192 s. The first was an event mode
(E_125us_64M_0_1s) with 64 energy channels and the sec-
ond a ‘‘ burst catcher ’’ mode (CB_125us_1M_0_249_H)
designed to capture high time resolution light curves of
bursts across the entire PCA bandpass. Because of the dura-
tion and intensity of the superburst, the telemetry rate was
very high, and portions of RXTE’s on-board data recorder,
which operates as a circular buffer, were filled before they
could be downloaded. Unfortunately, this resulted in the
loss of some high time resolution data during the super-
burst. A similar circumstance ocurred when RXTE
observed a superburst from 4U 1820!30 (see Strohmayer &
Brown 2002). In spite of these difficulties, two intervals of
high time resolution data were obtained, the first beginning
just before the peak of the superburst and the second in the
decaying tail. Data covering the entire burst were obtained
in the PCA Standard modes. Standard1 mode data provides
1
8 s resolution light curves across the entire PCA bandpass,
while Standard2 mode provides 129 channel spectra every
16 s. These modes use much less telemetry capacity than the
high time resolution modes and are written to a different vir-
tual channel in the data recorder that was not overwritten.

The 2–60 keV light curve of the superburst from Stan-
dard1 data is shown in Figure 1a with 1 s time resolution.
The rise in count rate beginning near 5500 s in the figure rep-
resents the source coming out of Earth occultation. For sev-
eral minutes after this the intensity level was about 4800
counts s!1, significantly higher than the persistent source
rate in the previous orbit. This difference is much too high
to be accounted for by variations in the PCA background
rate and suggests that the burst may have already begun
within the Earth occultation gap. The sharp increase in
count rate that follows is real and can be seen with 1

8 s resolu-

Fig. 1a Fig. 1b

Fig. 1.—(a) Light curve of the superburst from 4U 1636!53 observed on 2001 February 22. The data are the 2–60 keV PCA count rates from the Standard1
data mode. The time resolution is 1 s. The dashed vertical lines denote the intervals with high time resolution event mode data. The "800 s interval in which
pulsations are detected is shown by the vertical dotted lines. (b) An exploded view of the sharp rise near the start of the burst is also shown. Here the time reso-
lution is 1

8 s. Note the double-peaked profile that shows timescales typically seen in normal type I X-ray bursts ("10 s). Time is measured from 15:19:00 UTC
on 2001 February 22.
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burst oscillations (Strohmayer &Markwardt 1999; Muno et
al. 2000). Themagnitude of this drift is similar to what could
be produced solely by the Doppler motion of the neutron
star in its binary orbit. A simple estimate, just using the
observed magnitude of the frequency drift, would require
vns sin i=c ¼ D!=! ¼ 6:9" 10#5, which is equivalent to a
projected velocity of 21 km s#1. This number underesti-
mates the velocity, since we have ignored the rate at which
the frequency changes. Nevertheless, it suggests that we
may be seeing a coherent pulsation modulated by orbital
motion of the neutron star.

2.3. Expected Frequency Evolution Based on Binary
Orbital Ephemeris

The 3.8 hr orbital period of V801 Arae, the optical com-
panion to the neutron star in 4U 1636#53, is well known
from optical observations. Recently, Giles et al. (2002) have
used new optical observations to test and slightly modify
the ephemeris determined from all historical optical obser-
vations by Augusteijn et al. (1998). Their resulting ephem-
eris, HJD ¼ 2; 446; 667:3179ð33Þ & N " 0:15804693ð16Þ½ (,
predicts the epoch of maximum optical brightness in units
of heliocentric Julian day. Although the formal statistical
error in projecting this ephemeris forward to the time of the
superburst is on the order of 4" 10#4, there is an)0.05 sys-
tematic fractional phase uncertainty that results from the
fact that the optical light curve does not have any sharp
fiducial features and also has often shown night to night var-
iations (see Giles et al. 2002 for a discussion).

We used this ephemeris to predict the orbital phase of the
800 s interval during the superburst that shows pulsations.
Hereafter, all phases will be given as fractional phases (i.e.,
ranging from 0 to 1). The interval begins at MJD

51962.710160410, which corresponds to a fractional phase
of 0.352 relative to optical maximum (phase zero is optical
maximum). One additional piece of information is required
to predict the corresponding frequency evolution, the rela-
tionship between the optical and dynamical ephemerides.
For systems like 4U 1636#53, which show sinusoidal opti-
cal modulations and which have inclinations d60*, the
standard interpretation has been that optical maximum cor-
responds to superior conjunction of the optical secondary,
that is, when the secondary is furthest from the observer.
Figure 4 shows the predicted frequency behavior versus
orbital phase of a coherent pulsation associated with the
neutron star (as, for example, its spin frequency) given this
relationship between the optical and dynamical phases. The
predicted phase range of the superburst pulsation interval is
denoted with vertical solid lines. The predicted frequency
evolution is strikingly similar to that observed; moreover,
even an uncertainty in the phase of )0.1 would not change
the qualitative conclusion that the frequency should be
increasing because of the orbital motion. The original
Augusteijn (1998) ephemeris predicts an orbital phase of
0.26 for the start of the oscillation interval. This is still in the
range of orbital phases that would predict an increasing pul-
sation frequency. These considerations strongly suggest that
the observed frequency variations are consistent with the
orbital motion of the neutron star.

Since frequency drift is a common feature of normal burst
oscillations, it is a fair question to ask whether the frequency

Fig. 3.—Dynamic Z2
1 power spectrum of the 800 s interval containing

significant pulsations. TheZ2
1 data were computed using 64 s data intervals,

and a new interval was started every 16 s. Contours at 16, 18, 20, 22, 25, 30,
35, 40, 45, 50, 60, 70, 80, and 90 are shown. Two pulse trains are clearly evi-
dent, separated by a gap of +200 s. The PCA count rate (four detectors) is
also shown (see right axes). Time is measured from 17:02:25 UTC on 2001
February 22.

Fig. 4.—Predicted orbital frequency evolution of a coherent pulsation
centered on the neutron star in 4U 1636#53 and the orbital phase range of
the 800 s pulsation interval during the superburst. We used the optical
ephemeris from Giles et al. (2002) along with the single assumption that
optical maximum corresponds to superior conjunction of the optical secon-
dary. The vertical lines denote the phase range of the 800 s pulsation inter-
val. The curve shows the frequency modulation that would be produced
with v sin i ¼ 62 km s#1 for the neutron star. This is not intended to repre-
sent a fit to the observed frequency evolution but rather to simply show the
qualitative nature of the predicted frequency evolution. Even with an offset
of the phase relationship between optical maximum and superior conjunc-
tion of +0.1, the ephemeris predicts that a pulsation frequency associated
with the neutron star should be increasing.
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4U 1636-536 
Strohmayer & 
Marwkardt 
(2002), ApJ 577, 
337	
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Zooming in on precursors	

•  RXTE data been analysed 
in more sophisticated 
ways to reveal 
photospheric radius-
expansion in a 
superburst precursor 	

   Keek et al. 2012, ApJ 756, 130	

•  Calibrated propane layer 
data to circumvent loss 
of high-time resolution 
spectral data	

•  PRE phase unusually 
energetic -> detonation 
& shock heating?	

The Astrophysical Journal, 756:130 (8pp), 2012 September 10 Keek

Figure 5. Similar to Figure 1 for the start of the 4U 1820–30 superburst,
including the precursor. We omit the data points where the xenon rate drops
below 0.
(A color version of this figure is available in the online journal.)

flux (see Galloway et al. 2008). We find an exponential decay
timescale τ = 10 ± 3 s. Using this timescale to extrapolate
beyond 13.5 s, we estimate an additional contribution to the
precursor fluence of (1.5 ± 1.0) × 10−7 erg cm−2, giving a total
of (8 ± 2) × 10−7 erg cm−2.

3.1.3. Analysis of the Second PRE Phase

The superburst was only spectrally analyzed from 100 s after
the (precursor) onset by Strohmayer & Brown (2002). in ’t Zand
& Weinberg (2010) study the first 100 s at a time resolution
of 16 s. We use our technique to analyze this time interval at
higher time resolution (Figure 5). Variability is present in Fbol,
most notably around t # 47 s, which exhibits an anticorrelation
between kT and Kbb. The variability is present in the signal
from all active PCUs.

The superburst shows very strong radius expansion: an order
of magnitude larger than the radius expansion during the
precursor. Assuming a distance of 7.6 ± 0.4 kpc (Kuulkers
et al. 2003), we estimate the velocity of the photosphere
during expansion by dividing the change in radius between
consecutive data points by the change in time, and find as
largest values (2.0 ± 0.7) × 102 km s−1 during the precursor
(at t = 0.3 s in Figure 4) and (1.6 ± 0.6) × 104 km s−1 during
the superexpansion phase (at t = 14 s in Figure 5). Note that
both velocities are each only found from the difference between

two data points. Velocity measurements directly preceding are
substantially lower, indicating strong acceleration. Potentially
the velocity of the photosphere increased further during the
superexpansion, when the signal was lost.

3.1.4. Comparison of Fluence of the Precursor and Short Bursts

Strohmayer & Brown (2002) performed a time-resolved
spectral analysis of the superburst from 4U 1820–30 using
Standard2 data at 16 s resolution. They started at 100 s because
at earlier times the spectral changes are not well resolved by
16 s time bins. At t = 100 s they reported kT # 2.6 keV
and Kbb # 115. We find at that time kT = 3.2 ± 0.5 keV
and Kbb = (7 ± 4) × 101, which differ by 1.1σ and 1.2σ ,
respectively, from the measurement by Strohmayer & Brown
2002 (see also in ’t Zand & Weinberg 2010). The hardness ratio
is H = 7.88 ± 0.14, which is at the upper end of the interval
for which the linear correlation between kT and H describes the
data well, whereas at higher values of H the derived kT values
lie somewhat below that line (Figure 2).

If we take this as a sign that our derived kT values are
too large by a factor 3.2/2.6, we can scale Equation (1) by
the inverse of this factor. Redoing the analysis with reduced
temperatures yields a fluence of (5.7 ± 0.8) × 10−7 erg cm−2,
and (7.8 ± 1.5) × 10−7 erg cm−2 including an extrapolated tail.
The effect on Kbb can be estimated from Equation (2) to be
approximately a factor two, implying the radius is larger by a
factor 1.4.

The maximum burst fluence we measure is (4.1 ± 0.2) ×
10−7 erg cm−2 (Table 1). This is 2.5σ away from our orig-
inal fluence measurement and 2.0σ from the one with the
scaled kT ; here we did not include the estimate of the extrap-
olated tail fluence, as this increases the uncertainty. Whereas
the inherent uncertainty in the method we employ does not
allow for a strongly significant difference in the precursor flu-
ence and the maximum burst fluence, a direct comparison of
the integrated burst counts clearly shows the precursor to be
more energetic (Figures 1 and 4). The normal bursts have at
most (3.37 ± 0.07) × 104 counts cm−2 (Table 1), whereas
the precursor (without extrapolated tail) has (4.59 ± 0.06) ×
104 counts cm−2, which is a 17σ difference. The precursor has
at least 1.36 ± 0.03 times more counts, and between 1.4 ± 0.2
(scaled, no tail) and 2.0 ± 0.5 (original, with tail) more fluence.
From the difference in count rates, we conclude that the pre-
cursor is significantly and substantially more energetic than the
normal bursts.

3.2. 4U 1636–536

On 2001 February 22 the PCA observed a superburst from
4U 1636–53. The light curve exhibits a double peak at the onset
(Figure 6). The number of active PCUs with a propane layer
was the same as during the superburst from 4U 1820–30 (3),
but the observed propane count rate was less than half. The
uncertainty in the hardness ratio, H, is large in the first few
seconds. Coincident with the dip in the rate, a hint of a dip in
H may be present around 1 s after the onset, indicating a dip
in the blackbody temperature, which would be consistent with
PRE. The uncertainties, however, are far too large to draw any
conclusions. We applied the same analysis as for 4U 1820–30,
using three PRE bursts detected in the preceding month with
the PCA (Table 2). We find relations analogous to Equations (1)
and (2):

kT = (0.307 ± 0.012)H keV, (4)

5
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Figure 3. Blackbody temperature kT vs. the ratio of the blackbody normal-
ization Kbb and the total count rate I for 13 PRE bursts. See Figure 2 for an
explanation of the symbols. The solid line is the best-fit broken power law to
the data with kT > 1.0 keV.
(A color version of this figure is available in the online journal.)

exceeds 10%. The best-fit line is

kT = (0.40 ± 0.06)H keV. (1)

To obtain χ2
ν = 1, a systematic error of 16% needs to be added

in quadrature to the uncertainty of the data points. This describes
the spread in the distribution of both individual bursts and all
bursts combined. Some individual bursts have a smaller spread
(Figure 2), but the spread between such bursts is substantial, so
this does not aid us in improving the fit. Furthermore, the fitted
line is defined to go through zero. The hardness of a blackbody
spectrum is in principle undefined for kT = 0, but this value lies
outside of the fitted range (kT > 1.0 keV). Including an offset,
the best fit conforms better to the points with kT < 1.0 keV,
but the fit statistics are not improved; the best-fit value is within
1σ consistent with 0.0. Furthermore, competition between the
fit parameters leads to large uncertainties in the parameters. In
Section 4.1, we discuss what would be required for a more
physically motivated choice.

Given kT , which sets the spectral shape, Kbb is linearly
proportional to I. We determine the ratio Kbb/I , and we find
that as a function of kT it follows a relation that is close to a
power law (Figure 3).

We fit a broken power law with the break at 2 keV, which is
approximately the center of the region over which we fit, and we
define the power-law normalization at the location of the break.
The best fit is

Kbb

I
= (5.0 ± 0.4) × 10−2

(
kT

2 keV

)−Γ
, (2)

with Γ = 3.8 ± 0.2 for kT < 2 keV and Γ = 3.10 ± 0.07
for kT ! 2 keV. The power-law index is 1.4σ from 3.0 for
kT > 2 keV (where the peak of the blackbody counts spectrum
is within the xenon detector bandpass), which is the expected
value for a Planck counts spectrum. Performing a fit of a single
power law with the index fixed to this value leads, however, to
a larger error in the prefactor.

For all bursts we determine the total number of xenon counts
per PCU and the unabsorbed bolometric fluence (Table 1).

3.1.2. Analysis of the Superburst Precursor

We divide the first 13.5 s of the superburst into time intervals,
using 0.125 s bins at the start to resolve the rise and dip in

Figure 4. Similar to Figure 1 for the precursor of the 4U 1820–30 superburst.
(A color version of this figure is available in the online journal.)

the count rate at the highest available resolution. We double
the duration of the time intervals several times to get similar
uncertainties in the data points of the entire precursor. The
tail is resolved at 1 s resolution. We extract H and I, and use
Equations (1) and (2) to derive the blackbody parameters
(Figure 4). At the start of the precursor we can clearly see Kbb
increasing, accompanied by the dip in kT . This is indicative of
PRE.

The unabsorbed bolometric blackbody flux Fbol =
R2/d2σT 4 can be expressed in terms of I and kT using
Equations (1) and (2):

Fbol = I

(
kT

2 keV

)Γ
(8.6 ± 0.7) × 10−12 erg s−1 cm−2, (3)

with Γ = 0.2 ± 0.2 for kT < 2 keV and Γ = 0.90 ± 0.07
for kT ! 2 keV. There is a brief dip in Fbol at the moment
of maximum radius expansion (Figure 4). This is most likely
caused by the peak of the Planck spectrum being outside the
observable band when the temperature drops to ∼1 keV, and
not due to a genuine drop in the bolometric flux.

The light curve as shown in Figure 4, i.e., the first 13.5 s
of the precursor, has an unabsorbed bolometric fluence of
(6.8 ± 1.1) × 10−7 erg cm−2. After 13.5 s, the light curve rises
to the superburst peak. If we were to consider the precursor as
an isolated burst, without the interruption by the superburst, the
flux would continue to decay. We fit Fbol with an exponential,
starting at t = 5.5 s, when the flux drops below 90% of the peak

4
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New superbursts challenge theory	

•  Superbursts from 
transients should 
not occur, as there 
is insufficient time 
to build up enough 
carbon fuel	

•  First of these from 
4U 1608-52 	

   Keek et al. (2008) A&A 479, 177	

•  More recently a 
superburst from EXO 
1745-248 	

   Altamirano &c (2012) MNRAS 426, 927	

182 L. Keek et al.: First superburst from a classical low-mass X-ray binary transient
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Fig. 4. Superburst light curves where each data point represents a 90 s
dwell with its 1σ uncertainty. a) 1.5–12 keV ASM count rate at a
0.5 day time resolution. Shown is the outburst in which the superburst
takes place. b) Zoomed-in part of a. Indicated are intervals I and II of
the persistent flux prior to the burst. c) hardness ratio for each dwell,
defined as the ratio of the counts in the 5–12 keV and the 1.5–3 keV
energy bands. One data point with an error in excess of 4 is excluded
from the plot. d) Zoomed-in part of top figure on the superburst. Burst
intervals 1–4 are indicated as well as the exponential decay fitted to the
first 5 h of the burst with an e-folding decay time of 4.8 h (see Table 3).

4. Superburst analysis

4.1. Light curve

In Fig. 4 we show the ASM light curve of 4U 1608-522 for the
outburst in which the superburst takes place. The onset of the
superburst is not observed by the ASM, as it falls in a 1.5 h data
gap. Thirty-three minutes before the start of the superburst obser-
vation by the ASM, the light curves of the WXM and FREGATE
onboard HETE-2 exhibit a fast rise of 3.6 s followed by a slow
decay (Fig. 5). Since the event took place at the end of the ob-
servation, only one minute of the flare is recorded before the
instruments are switched off. Nevertheless, the light curve sug-
gests that the decay is much longer than for a normal type-I
burst. The WXM detector image of the flare is consistent with
the position of 4U 1608-522 if the spacecraft’s attitude changed
by 0.6◦ since the middle of the orbit. A variation of the atti-
tude of this size is not uncommon at the end of an orbit. The
FREGATE has no positional information, but 4U 1608-522 was
in the field of view at that time. From both instruments spec-
tral information is available in four energy bands. Due to the
low number of observed photons per energy band, this informa-
tion is of limited use for the WXM. For the FREGATE, the flare
is observed in the 6 to 40 keV and 6 to 80 keV bands and not
in higher energy bands, which is consistent with a type-I X-ray
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Fig. 5. HETE-2 light curve of likely onset superburst. Top: WXM. The
data points show the count rate with 1σ uncertainty observed by de-
tector XB, while the dotted line indicates the count rate observed by
detector XA. We employ data from the full 2–25 keV band pass at a
6.6 s time resolution. The data is from the end of an observation, when
the count rate decreases as the Earth covers an increasing part of the
field of view. The flare is only visible in the XB light curve. From its
position on the sky, 4U 1608-522 was in the field of view of XB and not
of XA. Bottom: FREGATE light curve from the 6–40 keV band pass at
1.2 s time resolution.

burst (such as a superburst). Comparing this flare to a type-I
X-ray burst from 4U 1608-522 which was previously observed
with the WXM, the flare’s peak height is approximately 80%
of that of the burst. Therefore, the peak flux of the flare is at
most 80% of the Eddington limit. As the time of occurrence, the
source position and the peak flux are consistent with the super-
burst from 4U 1608-522, we regard this as a likely observation
of the start of this superburst.

No precursor burst can be discerned. However, the presence
of such a burst cannot be ruled out. If a potentially present pre-
cursor is similar to the type-I bursts observed during outbursts,
it would have a short e-folding decay time of a few seconds and
a peak flux of around 60% of the Eddington limit. Before the
superburst onset the statistical quality of the FREGATE data is
such that we can exclude at a 3σ confidence level a precursor
burst with a decay time of several seconds and a net peak flux of
∼10% of the Eddington limit or higher. However, the precursors
observed from other hydrogen-accreting superbursters all took
place at the superburst onset (Kuulkers et al. 2002b; Strohmayer
& Markwardt 2002; in’t Zand et al. 2003). If the precursor and
superburst light curves are superimposed, the presence of a pre-
cursor cannot be excluded from the data. Also, during the pre-
cursor burst the peak temperature might be lower than for the
superburst, which would result in a lower observed flux in the
FREGATE band. The WXM is sensitive down to lower ener-
gies, but the relative uncertainty in each data point is larger due
to a smaller effective area, which may prevent us from detecting
a precursor.

After the superburst took place, the first normal type-I X-ray
burst was observed with IBIS/ISGRI after 99.8 days. Since there
are frequent data gaps, whose durations are long with respect to
the duration of an X-ray burst, 99.8 days is an upper limit to the
burst quenching time.

In the 4.6 h preceding the superburst (interval II, see Fig. 4b)
the persistent flux is at a level of 25.3 c s−1, while in the 7 days
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Figure 2. X-ray light curves of EXO 1745−248 in Terzan 5 as sampled with MAXI (upper panels), Swift/BAT (middle panels) and RXTE pointed observations
(lower panels). For MAXI we subtracted an average background of 0.05 count s−1 before converting to Crab. MAXI and Swift/BAT data points are either a
3σ detection or a 3σ upper limit (see Section 3.2 for more details). The dashed line in the upper-left panel marks the time of the Chandra observation (MJD
55868). The arrows in the lower panels mark the time of the INTEGRAL 2–10 keV 6-mCrab upper limits (with IBIS/ISGRI upper limit higher than JEM-X),
while the circles mark the average per observation RXTE 2–16 keV intensity. The horizontal dashed line in the lower panels marks the average background
emission as estimated from 10 months of RXTE non-detections before the 2011 outburst in Terzan 5. These values can be taken as upper limits to the intensity.
Vertical lines mark the approximate region between the onset and end time of the superburst. Right-hand panels show zoom-ins to this region.

the contribution from the accretion disc to be negligible, it is not
possible to get tight constraints on the characteristics of the flare.
Since the first MAXI data point sampling the flare is at ∼6 × 1037

(D/5.5 kpc)2 erg s−1, the flare peak was probably brighter. The flare
duration is about a day; an exponential fit to the bolometric luminos-
ity light curve gives e-folding times between 6 and 11 h depending
on the assumed onset time. Exponential fits to the raw 2–20 keV
MAXI data give consistent results. Integrating this exponential curve
during a 1-d period gives a radiated energy in the 2–9 × 1042 erg
range. More than 85 per cent of the contribution comes from the
first 5 h. All of these values are within the ranges expected for super-
bursts, although this one appears to be one of the longest such bursts
(see e.g. Keek & in’t Zand 2008). Our results, together with the fact
that the MAXI spectra of the flare are consistent with blackbody
spectra at ∼2–3 keV that cool as the intensity decreases (Mihara
et al. 2011; Serino et al. 2012), strongly suggest that the observed
X-ray flare is most probably a superburst.

We note that recently Serino et al. (2012) reported on the spectral
modelling of the same MAXI data used in this work. Their spec-
tral results are binned into five intervals (A–E) of different time
lengths to improve the signal-to-noise ratio (S/N) of their energy
spectra. The method used in this paper to estimate the blackbody
temperature and flux is more rudimentary, but has the advantage of
giving more points for fitting the thermal evolution of a superburst
(see Section 3.4). Given that the values of bolometric luminosity
and radiated energy Serino et al. (2012) obtain are consistent with
ours within errors (after correcting for the fact that they estimated

the fluence in the 2–20 keV range and used 8.7 kpc as the distance
to Terzan 5), in the following sections we use the values for the
bolometric luminosity as we calculated above.

3.4 Ignition depth and energy release

Cumming & Macbeth (2004) modelled the thermal evolution of the
surface layers as they cool after a superburst onset, assuming that
the fuel is burned locally and instantly. These authors showed that
simultaneous modelling of superburst light curves and quenching
times could be used to constrain both the thickness of the fuel
layer and the energy deposited in the NS envelope. Cumming et al.
(2006) applied the Cumming & Macbeth (2004) models to the
observations of several superbursts and found that their fits implied
ignition column depths in the range (0.5–3) × 1012 g cm−2, energy
releases of the order of ≈2 × 1017 erg g−1 and total radiated energies
of the order of 1042 erg, very similar to the observed superburst
characteristics.

The model has four free parameters to vary: energy release E18 ×
1018 erg g−1, ignition column depth yign (in units of g cm−2), burst
start time and the power-law slope of the initial temperature profile
T ∝ yα

ign. The model assumes a 1.4 M& and a 10-km-radius NS.
Cumming et al. (2006) assumed that the fuel burned instantaneously
‘in place’, giving an initial temperature profile with α ∼1/8. Instant
burning implies that the rise of the burst is instantaneous. Here
we also explore α = 0.225, which is required to fit the rise of the

C© 2012 The Authors, MNRAS 426, 927–934
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Crust and core	

burst 2 from Figure 7 of in ’t Zand et al. (2004). This is one of the
best candidates for a superburst, and has the most complete light
curve.

We have extended the CM04 models to a large grid in E17 and
y12 for comparison to the observations. For a given source distance,
we calculate the flux at the surface of the starF?, which corresponds
to the observed peak flux fpeak, i.e., 4!R

2F? ¼ 4!d 2fpeak.Wewill
refer toF? in units of 1024 ergs cm

"2 s"1 asF24. This quantity sets
the normalization scale for comparison with the theoretical mod-
els, and is given by

F24 ¼ 9:5
fpeak

10"8 ergs cm"2 s"1

! "
d=R

10 kpc=10 km

! "2

: ð1Þ

We then search for the minimum value of "2 over the grid
of theoretical models, with E17 ranging from 0.5 to 3 in steps of
0.125, and y12 ranging from 1011 to 3 ; 1013 g cm"2 in steps of
1/16 in log10 y (i.e., factors of 15% between successive y values).
For each model, we vary the start time of the superburst between
the limits allowed by the observations to find the best fit. Before
comparing the model to the data, we redshift the time and flux
assuming a gravitational redshift factor of 1þ z ¼ 1:31, appro-
priate for a 10 km, 1.4 M& neutron star. Our results are not very
sensitive to variations in the redshift factor within the expected
range (roughly 1.2–1.5).

Figure 4 shows the best-fittingE17, y, and the reduced"
2 of the

fit for each source, as a function of both F24 and the distance to
radius ratio d/R. A larger flux normalization for the observed
light curve results in larger values of E17 and y12, which increase
in such a way as to maintain the overall shape of the cooling
curve. The scalings are straightforward to understand from the
analytic expressions for the flux given by CM04 (see eq. [4] of
that paper). At early times, the flux is F / t"0:2E7/4

17 (independent
of column depth). In Appendix Awe discuss the physics under-
lying these scalings. Comparing with the fitted values to set the
constant, we findE17 ' 0:8F4/7

24 , which is in good agreement with
the observed relation between the fitted E17 value and F24. There
is a similar scaling for the best-fit column depth, which can also

be understood from the analytic fit, but now at late times, where
F / yE1/2

17 , giving y / F5/7. For a given fit, the fractional uncer-
tainties in E17 and y can therefore be estimated as '(4/7)(#F/F)
and (5/7)(#F/F ) assuming that the distance uncertainty dominates.

For specific choices of distance to each source, we show the
best-fitting models in Figures 5–10 and list the parameters in
Table 1. The fitted values can be rescaled to a different distance
using the analytic scalings, or by referring to Figure 4. We adopt
distance estimates from the literature for 4U 1254"690 (in ’t
Zand et al. 2003) and 4U 1636"54 (Augusteijn et al. 1998). For
GX 17+2 and 4U 1735"444 we adopt a fiducial value of 8 kpc.
For Ser X-1 andKS 1731"260, we take a lower distance then the
upper limits or estimates in the literature, because this signifi-
cantly improves the fit of our models. For example, Muno et al.
(2000) place a distance limit of d < 7 kpc for KS 1731"260
using radius expansion X-ray bursts, assuming that the peak

Fig. 5.—Fitted light curve for KS 1731"260, assuming the distance given in
Table 1. Solid data points are included in the fit, open data points (with fluxes less
than 0.1 of the peak flux) are not included.

Fig. 6.—Fitted light curve for 4U 1636"54.

Fig. 7.—Fitted light curve for 4U 1254"690.

X-RAY BURSTS AND NEUTRON STAR INTERIOR PHYSICS 433No. 1, 2006

•  Long bursts (both 
intermediate 
duration and “super” 
bursts) are 
sensitive to thermal 
conditions in the 
crust	

•  These rare (~80 
known since ~1970s) 
events are 
priorities for 
observations	

•  Also He-rich bursts 
Misanovic et al. 2010, ApJ 718, 947	
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3. NS parameters from burst spectra	
•  Use 3 measurables to 
solve for the mass 
and radius, under a 
number of assumptions 
Özel 2006, Nature, 441, 1115	

•  Presented results so 
far on EXO 0748-676 
and 5 additional 
sources: 4U 1608-52, EXO 
1745-248, 3A 1820-30, KS 1731-26 and 
GRS 1748.9-2021	

•  Criticism has been 
raised regarding the 
assumptions and the 
statistical treatment 
Steiner et al. 2010, ApJ 722, 33	
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No. 2, 2009 THE NEUTRON STAR IN EXO 1745−248 1779

Figure 5. Plot of 1σ and 2σ contours for the mass and radius of the neutron
star in EXO 1745−248, for a hydrogen mass fraction of X = 0, based on
the spectroscopic data during thermonuclear bursts combined with a distance
measurement to the globular cluster. Neutron star radii larger than ∼ 13 km are
inconsistent with the data. The descriptions of the various equations of state and
the corresponding labels can be found in Lattimer & Prakash (2001).
(A color version of this figure is available in the online journal.)

The measurement of the mass and the radius of a neutron
star can significantly constrain the range of possibilities for
the equation of state of ultradense matter, as discussed above.
However, it cannot uniquely pinpoint to a single equation
of state because of both the measurement errors and the
uncertainties in the fundamental parameters that enter the
nuclear physics calculations, such as the symmetry energy
of nucleonic matter or the bag constant for strange stars.
Further, even tighter constraints on the equation of state can
be obtained by combining observations of neutron stars with
different masses that will distinguish between the slopes of the
predicted mass–radius relations, which are determined entirely
by the physics of the neutron star interior.

A number of other constraints on neutron star radii have been
obtained to date using various methods. Özel (2006) used spec-
troscopic measurements of the Eddington limit and apparent
surface area during thermonuclear bursts, in conjunction with
the detection of a redshifted atomic line from the source EXO
0748–676, to determine a mass of M ! 2.10 ± 0.28 M# and a
radius R ! 13.8±1.8km. This radius measurement is consistent
with the one presented in the current paper to within 2σ , and,
therefore, several nucleonic equations of state are consistent
with both measurements.

Radii have also been measured from globular cluster neutron
stars in binaries emitting thermally during quiescence, such as
X7 in 47 Tuc and others in ω Cen, M 13, and NGC 2808 (Heinke

et al. 2006; Webb & Barret 2007; note that we do not consider
here isolated neutron stars such as RX J1856–3754 because
of the unquantified systematic uncertainties arising from the
apparent temperature anisotropies on the neutron star surfaces
and their probable magnetic nature; see Walter & Lattimer
2002; Braje & Romani 2002; Tiengo & Mereghetti 2007). These
measurements have carved out large allowed bands in the mass–
radius plane, all of which are also consistent with equations of
state that predict neutron stars with radii R ∼ 11 km. Future
tight constraints on the masses and the radii of additional neutron
stars with these and other methods (see e.g., Lattimer & Prakash
2007) will resolve this long-standing question of high-energy
astrophysics.

We thank Rodger Thompson for his help with understand-
ing the NICMOS calibrations, Duncan Galloway for his help
with burst analyses, Adrienne Juett for bringing the source to
our attention, and Martin Elvis for useful conversations on con-
straining the neutron star equation of state. We also thank an
anonymous referee for useful suggestions. F.Ö. acknowledges
support from NSF grant AST 07-08640. D.P. is supported by
the NSF CAREER award NSF 0746549.
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Özel, F. 2006, Nature, 441, 1115
Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998, ApJ, 500, 525
Tiengo, A., & Mereghetti, S. 2007, ApJ, 657, L101
van Paradijs, J. 1978, Nature, 274, 650
van Paradijs, J. 1979, ApJ, 234, 609
Walter, F. M., & Lattimer, J. M. 2002, ApJ, 576, L145
Webb, N. A., & Barret, D. 2007, ApJ, 671, 727
Wijnands, R., Heinke, C. O., Pooley, D., Edmonds, P. D., Lewin, W. H. G.,

Grindlay, J. E., Jonker, P. G., & Miller, J. M. 2005, ApJ, 618, 883

Özel &c 2009, ApJ 693, 1775	
11	





•  The spectrum is thought to be distorted 
slightly; a correction factor fc is generally 
applied (e.g. Madej et al. 2004, ApJ 602, 904)	

•  Net burst spectrum 
(subtracting the 
pre-burst, 
persistent emission 
as background) is 
usually fitted with 
a blackbody	

•  Such spectra are 
characterised by the 
temperature and the 
apparent radius of 
the emitting object	

Standard spectral analysis	
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Issues for inferring R	
•  Apparent radius (blackbody normalisation) 
depends on the distance, redshift (M & R), 
spectral correction factor fc:	

	where d is the distance, and ξ parametrises 
the anisotropy of the burst emission	

•  Distance must be determined independently 
(i.e. not from PRE bursts, since the peak 
PRE burst flux is one of the other required 
measurables)	

•  Anisotropy always appears in combination 
with distance; analytic estimates only, 
based on inclination (usually unknown)	

	Galloway, Observations of X-ray Bursters	

R = Rbbdf2
c �1/2(1 + z)�1
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How does fc vary – if at all?	
•  Constant Rbb in some 
bursts suggest 
constant fc with flux, 
counter to models	

•  Characteristic 
variation of Rbb also 
depends on persistent 
spectral state Poutanen et 
al. 2014, arXiv:1405.2663; Kajava et 
al. 2014, arXiv:1406.0322 	

•  Observational 
evidence for a 
different type of fc 
variation Galloway & Lampe 
2012, ApJ 747, #75; see also Zamfir 
&c 2012, ApJ 749, #69	

6 Valery Suleimanov et al.

of fc shown in Fig. 6 on the other hand are produced using the pro-
cedure similar to that applied to the data, i.e. by fitting the model
spectra in the 3–20 keV range. As was shown by Suleimanov et al.
(2011) the colour-correction has a flat part at l ∼ 0.2–0.5 for most
of the chemical compositions, but the actual value of fc depends on
the hydrogen fraction, and, for example, for X = 1 it is closer to
1.5 than to 1.4 (see Fig. 6). At lower luminosities fc can first drop
because of iron edges and then increase to rather high values. Thus,
there is no unique value for fc in the cooling tail. The expected sig-
nificant variations of fc with flux also imply that constancy of the
apparent blackbody area in the cooling tail contradicts the burst at-
mosphere models and therefore the bursts showing such behaviour
obviously demonstrate influence of some physics not included in
these simplest models of NS atmospheres, and thus cannot be used
for determination of NS masses and radii with the help of the afore-
mentioned models.

Third, different PRE bursts from the same source show differ-
ent cooling tracks, for example, the long burst and the short bursts
of 4U 1724–307 (see Fig. 4) have normalizations different by a fac-
tor of two. This makes the determination of the apparent area from
a single burst not unique.

And finally, the most serious problem with this approach is
that out of the whole amount of information on the cooling tail of
the burst, one uses only two numbers and it is not checked whether
these quantities are actually consistent with each other. For exam-
ple, the theory also predicts that the colour correction fc changes
from ≈1.7 to ≈1.4 when the luminosity drops from the values close
to Eddington to 1/3 of the peak values. This also implies that the
blackbody normalization between the touchdown point and the de-
cay phase must increase at least by a factor of two. It is really true
for the long burst from 4U 1724–307, while the short bursts have
nearly constant K, which is two times smaller than that in the long
burst, implying probably a partial eclipse of the NS by the opti-
cally thick accretion disc and/or the influence of the boundary layer
on the structure of the NS atmosphere as discussed in Section 2.1.
We also note here that all bursts analyzed by Özel et al. (2009) and
Güver et al. (2010a,b) are short, they do not show enough variations
of K in their cooling tracks, and therefore the results obtained from
these bursts are not reliable (see Sect. 5.2 for more details).

On the base of all these arguments we offer a new approach to
the NS mass and radius estimations using the information from the
whole cooling track.

3.4 DeterminingM and R using the cooling tail method

If the radiating surface area does not change during the burst de-
cay phase, the evolution of the normalization is fully determined
by colour correction variations (see equations (11) and (12)). We
thus suggest to fit the observed relation K−1/4–F at the cooling
phase of the burst by theoretical relations fc – L/LEdd (shown in
Fig. 6, see also Suleimanov et al. 2011) with free parameters being
A and the Eddington flux FEdd (see Fig. 8 for illustration). The be-
haviour of fc depends rather weakly on the NS gravity and chemi-
cal composition, which significantly reduces the model dependence
of the fitting procedure. Using the obtained best-fitting parameters,
we can then apply the method identical to that described in Section
3.3.

The main advantages of the proposed cooling tail method is
that there is no freedom in choosing fc in the cooling tail, the de-
termination of the Eddington flux becomes decoupled from the un-
certainties related to the touchdown flux as the whole cooling tail
is used, and finally, one can immediately check whether the burst

Figure 8. Illustration of the suggested new cooling tail method. The depen-
dence K−1/4–F as observed during the cooling track of the long burst
from 4U 1724–307 on November 8, 1996 (circles). The theoretical fc–
L/LEdd dependence is shown by the dashed curve (right and upper axes)
and the best-fitting relation (solid curve).
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Figure 9. Comparison of the X-ray burst data for 4U 1724–307 to the theo-
retical models of NS atmosphere. The crosses present the observed depen-
dence of K−1/4 vs. F for the long burst, while diamonds represent two
short bursts for the blackbody model with constant absorption NH = 1022

cm−2. The solid curves correspond to the three best-fitting theoretical mod-
els of various chemical compositions (see Fig. 6). The best-fitting parame-
ters FEdd and A, defined by equations (6) and (12), are given in Table 1.

spectral evolution is consistent with theoretical models and whether
the employed model includes the majority of the relevant physics
for the description of the considered phenomenon. This check can
help to choose for further analysis only those bursts that follow the
theory.

4 RESULTS

4.1 The long burst from 4U 1724–307

4.1.1 Determining NS parameters using the cooling tail method

Let us apply the method described in Section 3.4 for determin-
ing NS mass and radius from the data on the long burst from

c© 2011 RAS, MNRAS 000, 1–11
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Figure 4. Comparison of averaged blackbody normalization profiles for bursts
from GS 1826−24 measured in 1997–1998 (nos. 1–5 of G08) and 2000–2007
(nos. 9, 10, 11, 12, 13, 16, 17, 19, 20). The vertical dashed lines indicate the time
of maximum flux for each set of bursts. Note the agreement in the normalization
throughout the burst rise and maximum, and the increasing discrepancy from
10 s after the burst start. The inset shows the corresponding variation of the
averaged burst flux.
(A color version of this figure is available in the online journal.)

was also noted by Galloway et al. (2004), who reported instead
a correlation between the persistent flux and the blackbody nor-
malization for a subset of the bursts analyzed here.

The observed variation is unlikely to arise from any instru-
mental effect, as the PCA is precisely calibrated to maintain
stable flux measurements for calibration sources over the entire
mission lifetime. As we discuss below, the discrepancy is also
unlikely to result from variations in the neutral column density
nH as a function of epoch. Closer examination of the spectral
variation in the two groups of bursts provides a possible expla-
nation. In contrast to the example burst discussed in the previous
section, and other bursts observed in 2000–2007, the constant-fit
interval for the bursts observed in 1997–1998 began later than in
the 2000–2007 bursts: typically 10 s after the burst start for the
1997–1998 bursts, compared to 3 s after the burst start for the
other bursts. To put this another way, there was additional vari-
ation in the blackbody normalization during the burst rise for
the 1997–1998 bursts that prevented extension of the constant
interval to the same point as in the later bursts. This is illustrated
in Figure 4, which compares the blackbody normalization av-
eraged over the 1997–1998 bursts with that of the 2000–2007
bursts. Remarkably, however, the behavior of the normalization
in the two groups of bursts is virtually identical during the burst
rise; the discrepancy sets in from 10 s after the burst start, with
the normalization of the 1997–1998 bursts gradually increasing
over another ≈10 s to a higher level.

3.2. KS 1731−26

RXTE observations of KS 1731−26 in 2000 August–
September detected 14 bursts, 8 in August and 6 in
September (these are bursts 14–21 and 22–27 in G08, respec-
tively). Although the RXTE/PCA observations were interrupted

Figure 5. Example burst observed by RXTE from KS 1731−26 on 2000
September 29 14:08:35 UT (no. 24 in G08), illustrating the constancy of the
blackbody normalization over a significant extent of the burst rise and tail. Panel
descriptions are as for Figure 1. The reduced-χ2 = χ2

ν for the constant fit is
1.39, for ν = 79 degrees of freedom.

regularly due to the satellite orbit and other scheduled ob-
servations, the times of the detected bursts were consistent
with a regular recurrence time. The shortest burst separation
measured by RXTE during each month of data was ≈2.5 hr; the
longer separations were consistent with integer multiples of this
value, indicating regular bursts where intervening events were
missed within data gaps. We measured the average recurrence
times based on linear fits to the burst arrival times measured by
RXTE as 2.577 ± 0.011 hr and 2.636 ± 0.003 hr for August and
September, respectively. One further burst, observed on 1999
August 26 (no. 13 in G08), exhibited a light curve consistent
with the 14 observed in 2000, and we included it in this sample.

The regular bursts featured similar long (≈5 s) rises and de-
cays (≈60 s) as those typically observed from GS 1826−24
(Figure 5). The peak count rate was ≈2300 count s−1 PCU−1,
so that deadtime corrections are comparable to those of
GS 1826−24 (see Section 3). However, the recurrence time
for the bursts from KS 1731−26, at ≈2.6 hr, was signif-
icantly shorter than has been observed from GS 1826−24
in years of RXTE observations (e.g., Thompson et al. 2008).
Based on the assumed distances for the two sources (6 kpc for
GS 1826−24 and 7.2 kpc for KS 1731−26; see G08), the
bursts from KS 1731−26 reached significantly higher lumi-
nosities of (1.8–1.9)×1038 erg s−1, and the burst durations were
also significantly shorter (τ = 24 s compared with ≈40 s for
GS 1826−24). A shorter burst duration for KS 1731−26 sug-
gests a smaller fraction of hydrogen in the burst fuel, although
the shorter recurrence time also allows less hydrogen to be con-
sumed by steady burning prior to the burst.

As with GS 1826−24, we measured the best-fit normalization
〈Kbb〉 from the time-resolved blackbody spectral fits over
the longest possible time interval without exceeding the 3σ
confidence limit. With the shorter bursts from KS 1731−26, the
constant Kbb fits extended typically over the range 2–30 s after
the burst start. Over this time interval, the blackbody temperature

5

14	





in ’t Zand et al.: A bright thermonuclear X-ray burst observed with Chandra and RXTE
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Fig. 4. Deconvolved spectra for 2 to 5 s after burst onset. The top panel
shows the Chandra (black) and RXTE (red) spectrum. Data points are
indicated by crosses and the total model by the histogram. The upper
dashed curve represents the black body component and the lower two
curved lines comprise the model components for the pre-burst non-burst
radiation. The model is a bad fit (χ2ν = 3.505 for ν = 268), but can be
made consistent with the data by leaving free the normalization fa of
the non-burst model (χ2ν = 0.963 for ν = 267). In the bottom panel
the residual spectrum is plotted after subtraction of fitted black body
model (crosses). The model for the non-burst spectrum is plotted as a
histogram. For clarity Chandra data is plotted up to 3 keV and RXTE
data beyond 3 keV (only PCU2 to extend the energy range with 20 to
30 keV for visualization purposes).

of freedom. There is a strong excess at low photon energies, par-
ticularly in the Chandra data. In fact, the Chandra data alone
are best fitted with a power law instead of a Planck function, in
contrast to the RXTE data.

In order to find an explanation for the soft excess, we tested
four spectral models. We did this in two time intervals, because
the model needs to be applicable over all times. We chose time
intervals 2-5 and 12-16 s, since during these times the spectrum
does not vary much while the statistical quality is good. The first
two models take into account inelastic scattering of photons by
electrons in either the NS atmosphere or the accretion disk. The
former was first put forward by London et al. (1986), further
developed by Madej et al. (2004) and most recently calculated
by Suleimanov et al. (2011, 2012). Hot atmospheric electrons
harden the photons coming from below and increase the ob-
served temperature to a value that is one to two times larger than
the effective temperature. A soft excess remains (see Fig. 7 in
Suleimanov et al. 2011). The model’s free parameters are the lu-
minosity in terms of the Eddington value and the NS radius. The

fit of this model to the first data set (see Table 2) is insufficient,
but that may be expected because model does not formally apply
to radiation at the Eddington limit. The fit to the second data set,
at sub Edddington flux levels, is not acceptable either. The data
have a broader spectrum than the model.

Scattering by the accretion disk is calculated through the
reflection model by Ballantyne (2004). In this model, black
body radiation is assumed to hit the accretion disk and instantly
photo-ionize it. The disk is modeled as a constant-density 1-
dimensional slab. The radiation then is reprocessed by the disk
and re-emitted into the line of sight. Above a few keV the re-
flected spectrum is very similar to the black body spectrum.
Below a few keV it shows a soft excess whose detail depends
on the level of ionization. The magnitude of the soft excess
is a strong function of the density of the disk (see Fig. 4 in
Ballantyne 2004). The total amount of reflection depends on the
observer’s viewing angle of the accretion disk. The model’s free
parameters are the black body temperature kT , the ionization pa-
rameter logξ (ξ in units of erg cm s−1) and the reflection fraction
R. We first tested the disk model with density nH = 1015 H-atoms
cm−3 on the 2-5 s data, but this turns out to be unacceptable.
A model with nH = 1020 H-atoms cm−3 performs better and is
able to fit the soft excess reasonably. The results are provided in
Table 2. The reflection fraction turns out to be very large (10) for
the 2-5 s data. It cannot be forced to smaller values by leaving
free other parameters such as NH. That may suggest that nH is
even higher, although 1023 cm−3 is close to the maximum value
in standard accretion disk theory (Shakura & Sunyaev 1973).
The strong coupling between R and nH makes it difficult to ob-
tain a good constraint on both, though. Unfortunately, there is no
model yet available with higher nH values.

The third model involves the addition of a second black body
component with a different temperature. This is based on the
possibility that there is exists a boundary layer between the ac-
cretion disk and the neutron star where radiation is released due
to friction between both (Inogamov& Sunyaev 1999, 2010). Fits
with this model are fairly good, see Table 2. We checked whether
the small residual soft excess for the 2-5 s data is resolvable with
a smaller value for NH but it is not completely (χ2ν = 1.229 with
ν = 266 for NH = 0 cm−2).

The fourth model is a straightforward variation of the ini-
tial model, namely to leave free the normalization fa (with re-
spect to the pre-burst value) of the persistent emission compo-
nent listed in Table 1. This simple model was recently employed
by Worpel et al. (2012) to model successfully 332 PCA-detected
X-ray bursts with photospheric expansion in the 3-20 keV band.
This model performs at least as good in terms of χ2ν as the dou-
ble black body and reflection model, see Table 2, but on top of
that it shows the least amount of systematic trend in the resid-
uals for both spectra. Therefore, we chose to perform the full
time-resolved spectral analysis with this model and note that the
results for the primary black body component are similar as in
the double black body model. Henceforth, we will call this the
’ fa’ model.

The ’ fa’ model is illustrated in the bottom panel of Fig. 4
where the 2-5 s spectrum is shown after the fitted black body
model is subtracted. The model of the pre-burst spectrum is also
shown. Over the 0.5-30 keV range shown, the shape is the same
to a fairly accurate degree. To obtain a sense of how similar the
persistent spectrum during this interval is to that before the burst,
we left free in addition the power law and disk black body pa-
rameters. The best-fit power law index becomes 1.83± 0.05 and
the disk black body kTin = 1.23±0.64 (χ2ν = 0.701 for ν = 263).
Therefore, it is somewhat harder.

5

One of many systematic issues	
•  Burst spectra are 
generally not well fit 
by blackbodies alone	

•  Joint RXTE-Chandra 
observations of a 
bright burst from SAX 
J1808.4-3658 suggest 
that the accretion rate 
increases during the 
burst	

    In ‘t Zand et al. 2013, A&A 553, #A83	

•  Confirmed by 
comprehensive analysis 
of archival RXTE data 
Worpel et al. 2013, ApJ 772, 94	
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FIG. 7.— Distribution of reduced χ2 for the variable vs. constant fa spec-
tral fits, for both cooling tail and Eddington-limited spectra. Also plotted is
the theoretical distribution for 23 degrees of freedom, which is the mean for
the constant fa fits (blue line). Allowing the persistent emission to vary sig-
nificantly improves the fits, but there are still significant deviations from the
expected distribution for a perfect model.
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FIG. 8.— Maximum fa plotted against reduced radius (photospheric radius
divided by radius at touchdown) for each burst. The two maxima do not
necessarily occur at the same time. The dashed line shows the location of
an accretion disc boundary layer at R = 1.18R∗ (Popham & Sunyaev 2001).
The majority of photospheric expansion events exceed this radius. There is
no obvious relationship between maximum fa and maximum expansion, nor
is there a decrease in fa outside the accretion disc radius, suggesting that
obscuration of the disc by the expanding atmosphere does not significantly
affect the observed accretion emission.

source’s Eddington flux. W92’s Table 1 lists related quan-
tities. W92’s models begin with a non-rotating neutron star
with radius 9km, γ of roughly 0.3, and disc viscosity parame-
ter, β, of 10−4. They then allow the spin frequency, accretion
rate, β, and radius to vary in turn, while holding the other
quantities fixed at their original values.
The disc viscosity parameter β (Coroniti 1981) is simi-

lar to the Shakura-Sunyaev disc viscosity (Shakura & Sun-
yaev 1973) but relates the viscosity to the gas pressure rather
than the total pressure, which differs from discs which are
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FIG. 9.— Maximum fa against γ (the pre-burst accretion rate as a fraction
of ṀEdd) for all PRE bursts (black squares). Also plotted are the results of ten
computer simulations performed by W92 (see their Table 1). The real bursts
show generally lower fa, but the same slope, as W92’s nonrotating neutron
star model. If a moderate β and spin frequency of 300 to 600 Hz is assumed,
then our results appear to agree with W92. The shaded region indicates the
approximate area spanned by W92’s models.

radiation-pressure dominated. W92 gives accretion rates in
dimensionless units: ṁ = Ṁc2/LEdd, where Ṁ is the mass ac-
cretion rate and LEdd is the Eddington luminosity, whereas we
give accretion rates in terms of the energy release. Since the
massM∗ and radius R∗ of the neutron stars in W92 are speci-
fied, we have

γ = GM∗

c2R∗

ṁ. (3)

Our results in Figure 9 show a decrease in peak fa with
increasing γ, and the slope is consistent with the predictions
of W92’s three points representing a nonrotating star with in-
creasing accretion rate, while our peak fa values are signif-
icantly lower than those predicted for a nonrotating neutron
star. If we assume a moderate β and rotation frequency of
about 300 to 600 Hz (e.g., Muno et al. 2001; see also Ap-
pendix A), then not only the observed correlation of peak fa
with γ, but also the normalization, appear to be consistent
with W92’s predictions (see Figure 9). The models predict
that stellar rotation period and disc viscosity parameter β have
a large influence on peak fa but that neutron star radius appar-
ently has little influence.
In Figure 10 we show maximum fa against spin rate for all

neutron stars in our sample whose spin rate is known. These
are listed in Appendix A. W92’s models predict a gradual de-
crease of maximum fa with spin frequency. Our data shows
maximum fa values consistent in magnitude toW92’s models,
but it is difficult to discern any trend, due to the large scatter in
individual sources (due to the additional dependence on γ and
the disc viscosity) and the small range of known neutron star
spin frequencies (since these are all accreting neutron stars).
We would require PRE bursts from slowly rotating neutron
stars to better constrain this relationship.

6. DISCUSSION
We have performed an observational investigation into

whether or not the mass accretion rate onto the neutron
star varies during photospheric radius expansion bursts. We
allowed the pre-burst emission to vary by some multiple,
parametrized by a factor which we denote fa. We detected
a statistically significant increase in fa for nearly all the PRE
bursts in the catalog, suggesting an enhanced rather than sup-
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4. New sources	

•  Wide-field X-ray monitoring of the sky with 
Swift, MAXI (onboard ISS) and INTEGRAL	

•  Regularly discovering new transients; 
detection of bursts a key step to confirming 
nature of compact object (NS or BH)	

Galloway, Observations of X-ray Bursters	 16	





Terzan 5 X2	X-ray bursts from IGR J17480–2446 5

Fig. 1.— Light curves of 1 s resolution of portions of six RXTE PCU-2 continuous data sets from IGR J17480–2446. The date of observation
of each data set is mentioned. This figure shows that during the rise of the 2010 outburst, as the non-burst flux increases, the burst peak flux
and the burst interval gradually decrease. The initial burst properties return as the source intensity decays (§ 3).

•  A new transient outburst of 
a previously unknown 
globular cluster LMXB Atel #2919	

•  11 Hz pulsations (<< typical 
freq); 21-hr orbit Atel #2919	

•  Bursts occurred more 
frequently as the luminosity 
approached Eddington -> 
quasi-stable burning	

•  First time this transition 
has been observed, although 
details differ from models	

e.g. Chakraborty et al. 2012, MNRAS 422, 2351; 
Motta et al., 2011, MNRAS 414, 1508; Linares et 
al., 2012, ApJ 748, 82L; Cavecchi et al., 2011, ApJ 
740, 8; etc. etc.	

Galloway, Observations of X-ray Bursters	

The other source that 
shows bursts becoming 
more frequent up to 
high accretion rates 
is MXB 1730-335 – 
perhaps also a slow 
rotoator? Bagnoli et al.  
(2013) MNRAS 431, 1947	
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Fig. 5. Histogram of power-law decay index of fits to to bolometric flux
history of all 37 bursts. The gray areas indicate the canonical values for
a pure ideal ion gas (1.25−1.33; see text) and a pure degenerate electron
gas (1.67−2.00). When the photons contribute significantly to the heat
capacity, α can become higher.

than about 106 g cm−2T 3/2
8 (Ye/0.5)−1, where Ye is the electron

number fraction and T8 = T/108 K. Ignition depths for X-ray
bursts are typically a factor of 102 deeper in column depth (e.g.,
Cumming & Bildsten 2000). The heat capacity of degenerate
electrons is

CP,e =
π2

2
Ye

k2
BT

mpEF
∝ T. (8)

For densities greater than ρ ≈ 107 g cm−3 (column
depths !1010 g cm−2), the electrons are relativistically degen-
erate, in which case the prefactor in the heat capacity is π2 rather
than π2/2, but the scaling is still CP,e ∝ T .

The total heat capacity is the sum of the contributions from
ions, electrons, and radiation. At low temperature, the ions dom-
inate the heat capacity giving CP approximately constant. At
higher temperatures, the electron heat capacity increases and
eventually dominates, so that the total heat capacity becomes
proportional to temperature. A specific heat capacity that is pro-
portional to T changes Eq. (3) to T ∝ t−1/2 and Eq. (4) to L ∝ t−2.
In general, if CP ∝ T β, α = 4

3−β . Thus, for a mixture of ideal and
degenerate gas α is expected to range between 4/3 and 2. If the
temperature is relatively low, it will remain near 4/3, but if it is
high the heat capacity of the electrons increases while that of
the ionic gas remains constant and α will grow. At higher tem-
peratures still, radiation pressure becomes non-negligible with
respect to the gas pressure, and α will increase even further
because the heat capacity of a pure photon gas is ∝T 3 at con-
stant volume (and formally divergent at constant pressure) and α
grows to infinity (e.g., Cumming & Bildsten 2000).

The dependence of the cooling luminosity on the layer tem-
perature depends on the details of the temperature profile in the
layer, connecting the temperature near the base of the layer to the
temperature at the photosphere. For a constant flux, this relation
is determined by integrating the radiative diffusion equation

F = −4acT 3

3κρ
dT
dr

(9)

Fig. 6. The light curve slope as a function of flux as calculated in mul-
tizone models of a cooling layer (solid curves) with column depths
y = 108, 109, and 1010 g cm−2. For comparison we show the one-zone
model result for y = 108 g cm−2 as the dashed curve. The gray areas
show the expected range of values of α when ions dominate the heat ca-
pacity or when electrons dominate the heat capacity, taking the cooling
to lie between L ∝ T 4 and L ∝ T 5.

where κ is the opacity. For constant opacity, the integration gives
F ∝ T 4, but the scaling with temperature can be different when
the opacity is temperature and depth dependent. For example, the
relation between surface temperature Teff and the temperature
deep in the crust at densities of ρ ! 1010 g cm−3 is Teff ∝ T 2.2

(Gudmundsson et al. 1982). We calculated a series of constant
flux temperature profiles in the neutron star envelope to deter-
mine the scaling of luminosity with temperature at the base of
the layer, L ∝ T γ. We find that for column depths typical of
X-ray burst ignition, 108−109 g cm−2, γ ≈ 4–5.

Following through the argument leading to Eq. (4) for L ∝
T γ gives α = γ/(γ − 1 − β). Therefore for the range γ = 4−5,
we expect α = 1.25−1.33 when ions dominate the heat capacity
(β = 0), α = 1.67−2.0 when electrons dominate the heat capac-
ity, and higher values of α when radiation makes a significant
contribution. These values are shown as gray regions in the his-
togram of α in Fig. 5. We see that there is a good match to the
observed values of α when degenerate electrons or radiation is
taken into account.

To further investigate the agreement between the predicted
and observed values of α, we calculated the expected values of
α as a function of the flux from the star. We did this in two
ways. The first is a one-zone model based on the argument lead-
ing to Eq. (4). For a given flux F and layer column depth y,
we first use our constant flux envelope models to find the tem-
perature at the base of the layer. We calculate the heat capacity
temperature scaling β using the base temperature and base pres-
sure P = gy, where g is the gravitational acceleration (where we
use the fact that the layer is in hydrostatic balance). To validate
the one-zone approach, we also calculated a series of multizone
cooling models following Cumming & Macbeth (2004) but ex-
tended to shallower layers. In these models, we heated a layer
of a given depth by depositing the amount of energy expected
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•  Detection of high-energy deficit following 
bursts; e.g. Ji et al. 2014 ApJ 782, 40	

•  Analysis of cooling rates following bursts, 
providing clues to the specific heat 
capacity of the ignited layer in ‘t Zand et al. 2014, 
A&A 562, A16	

•  Short, super-Eddington precursors indicating 
mildly relativistic outflows in ‘t Zand et al. 2014, 
arXiv:1407.0300	

	

Other notable results	
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The Astrophysical Journal, 782:40 (6pp), 2014 February 10 Ji et al.

Figure 2. Combined lightcurves of all the 43 bursts at energies of 2–10 keV and
30–50 keV.
(A color version of this figure is available in the online journal.)

Figure 3. Flux–flux diagram corresponding to the energies of 2–10 keV and
30–50 keV. The green horizontal line represents the initial hard X-ray intensity
of 1.69 counts s−1. The blue point line, the red solid line, and the red dash
line show the linear fitting, piecewise fitting, and inverse proportion fitting,
respectively.
(A color version of this figure is available in the online journal.)

a mixture of increasing normalization and decreasing tempera-
ture. However, limited by the quality of the spectrum, we were
unable to estimate both of the variations of the normalization
and temperature. Hence, we assumed that the normalization is
unchanged while bursting and estimated an upper limit to the
corona temperature. In practice, based on the fitting results in
Table 3 by Thompson et al. (2005), we estimated the variation
of the corona temperature by setting free Te (the temperature
of the hot electrons in the corona) in compTT or Ecut in cut-
offpl for which Ecut ∼ 2 Te. Figure 4 shows the 8 s bin inferred
corona temperature as a function of time around the bursts. The
different lines in that figure represent the different models used
(the one is phabs*(bbody+cutoffpl+gauss), and the other one
is phabs*(compTT+compTT+gauss)), the red horizontal line

Figure 4. Inferred 8 s bin corona temperature vs. time around the burst
as obtained using different models. The horizontal line represents the initial
temperature of 20.79 keV.
(A color version of this figure is available in the online journal.)

stands for the initial temperature of 20.79+0.72
−1.08 (Thompson et al.

2005). From Figure 4 we can see that at the peak of the clock
bursts the corona may have a temperature ∼10 keV.

To estimate the possible time lag between hard and soft
X-rays, we carried out a cross correlation analysis between the
lightcurves in two energy bands with 4 s bin size. In practice,
to match the peaks more exactly, the data within 20 s around
bursts (–20 s, 20 s) are used. The error of the time lag was derived
using Monte Carlo via sampling of the lightcurves in these two
energy bands; for details see Ji et al. (2013). We obtain a time
delay of ∼3.6 ± 1.2 s with the cross correlation coefficient
−0.74 ± 0.03. The value of the time delay is consistent in case
different bin-size lightcurves are used as well.

4. DISCUSSION AND SUMMARY

We find a hard X-ray shortage in the 30–50 keV band
prompted by the shower of soft X-ray photons coming from
the type-I bursts in GS 1826–238. This shortage happens with
a time delay of 3.6 ± 1.2 s after the peak of the soft flux. The
latter is somewhat larger and more significant than the shortages
found in other sources, for example, IGR J17473–2721, 4U
1636–536, and Aql X-1, where the observed time delays are
0.7 ± 0.5, 2.4 ± 1.5, and 1.8 ± 1.5, respectively.

4.1. The Feedback of Type-I Bursts to the Accretion Process

The cooling and reheating of the corona require an en-
ergy budget. We estimate this required energy in terms of
inverse Compton scatter: Ec = Eburst

(
eY − 1

)
, where Eburst

refers to the nuclear energy released in a type-I burst, which
is ∼5.3 × 1039 erg (Galloway al. 2004). The dimension-
less Y parameter (Rybicki & Lightman 1979) is given by
∼(4kTe/mec

2)Max(τ, τ 2), where Te and τ are the characteristic
temperature and optical depth, respectively. By taking (3/2)kTe

and τ as 10 keV and 1, the resulting Ec is ∼3 × 1038 erg, i.e.,
the energy of a mass of 1018 g accreting onto the neutron star,
assuming characteristic values of 1.4 solar mass and a neutron

4

in ’t Zand, Keek & Cavecchi: Relativistic outflow from two thermonuclear shell flashes on neutron stars

Fig. 2.X-ray light curves of the precursor to the burst from 4U 0614+09 at 122 µs time resolution (left panels) and the burst from 2S
0918-549 at 0.25 ms resolution (right panels). The top graphs refers to photons at all photon energies, the middle ones to photons of
energies below 6 keV, and the bottom ones to those above 6 keV. The X-axis refers to time since burst onset in sec. The horizontal
dashed lines indicate the level of the flux at which the Eddington limit is reached in the main burst.

upward and downward modulations occur, which are explained
by the effects of an accretion disk which was dynamically dis-
turbed by the burst outflow and radiation (in ’t Zand et al. 2011).
Another similar examplewas reported by Degenaar et al. (2013).

The two bursts are quite similar. They are of intermediate
duration, show precursors of similar short duration (32-41 ms),
have similar superexpansion durations (1.15-1.25 s), have sim-
ilar Eddington-limited durations (75 s), and arrive from H-poor
UCXBs with low accretion rates onto presumably cool NSs.

3. The two precursors
3.1. Light curves

Figure 2 provides the full details of both precursor light curves.
The data have been collected from four PCUs for 4U 0614+09
and two PCUs for 2S 0918-549. Combined with the larger dis-
tance for 2S 0918-549, this implies worse statistics for this
source.

The following observations can be made from the light
curves:
1. the precursors last 43 ms (4U 0614+09) and 32 ms (2S 0918-
549);

2. both burst rises are just resolved and reach the Eddington
limit, as determined from the maximum in the main burst
phase, very quickly - within about 0.5 ms;

3. the intensities of the bursts surpass the Eddington limit as
measured in the main burst (see also Fig. 3) by factors of 2.6
and 3.1, respectively (after correction for dead times in the
PCA; see Appendix B);

4. the spectrum softens immediately once the Eddington limit
is first reached, within 0.5 ms from burst onset (as is most
easily observed by the increasing< 6 keV intensity and more
or less constant > 6 keV intensity);

5. there is considerable variability on submillisecond timescale.
For 4U 0614+09, there is still information contained at the
maximum time resolution of 122 µs. It shows a spike 4 ms
into the burst which lasts 2 ms. Later, after 12 ms, it ex-
hibits an unresolved spike which lasts less than 122 µs. The
Poisson probability for the flux to rise so high above the lo-
cal average in a single trial is only 6.6 × 10−6. Coincidental
or not, there appear to be three additional spikes at smaller
significance: one before and two after the major spike. The
most significant one has a chance probability for such a high
flux or higher of 2.7 × 10−3. The three wait times are ex-
actly 5.0 ms. The spikes arrive from higher energy photons
(> 6 keV). The data on 2S 0918-549 are of less statistical
quality, but they also show ms variability. There is a marked
spike immediately at the start of the burst, lasting 1 ms, after
which the flux drops by about 75%.

4

0.03 s	
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5. Burst observations vs. models	

Galloway, Observations of X-ray Bursters	

bolometric 
correction	

1+z	

Preliminary MINBAR data (v0.6)	
+KEPLER models 	
    [Lampe et al. 2014, in prep]	

Burst behaviour 
varies from source 
to source…	
… and broadly does 
not match models	

KEPLER 
models	
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The future	
•  Burst oscillations	

–  Further theoretical work on spreading, 
detectability of oscillations, correlation with 
source spectral state	

•  Mass/radius measurements	
–  Substantial shortfall in our understanding of 
spectral formation during bursts, which needs to be 
addressed	

–  Influence of accretion disk; spectral state etc.	
•  Thermonuclear burning	

–  Detailed observation/model comparisons can provide 
constraints on fuel composition, individual 
reaction rates, NS properties(?)	

Galloway, Observations of X-ray Bursters	
! 
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