
NEUTRON STARS
1. Equation of State and Structure

PAWEL/ HAENSEL
Nicolaus Copernicus Astronomical Center
00-716, Warsaw
Poland

ALEXANDER Y. POTEKHIN
Department of Theoretical Astrophysics
Ioffe Physico-Technical Institute
194021, Saint-Petersburg
Russia

DMITRY G. YAKOVLEV
Department of Theoretical Astrophysics
Ioffe Physico-Technical Institute
194021, Saint-Petersburg
Russia

Corrected by A. Y. Potekhin
(the last correction in May 2019)

Springer
New York, 2007



TABLE OF CONTENTS

LIST OF FIGURES xiii
LIST OF TABLES xx
INTRODUCTION xxi

1. OVERVIEW 1
1.1 Neutron stars 1
1.2 History: from prediction to discovery 2
1.3 Internal structure and processes – Theoretical outlook 11

1.3.1 Structure 11
1.3.2 The main mystery: The equation of state in neutron star

cores 14
1.3.3 Neutron star models 16
1.3.4 Superfluidity 17
1.3.5 Neutrino processes 19
1.3.6 Thermodynamics and kinetics 21
1.3.7 Cooling of neutron stars 25
1.3.8 Magnetic fields 26
1.3.9 Seismology 28

1.4 Observations versus theory 28
1.4.1 Telescopes 28
1.4.2 Birth in supernova explosions. Supernova connection 31
1.4.3 Evolutionary scenarios: Three driving forces 34
1.4.4 Pulsars 34
1.4.5 Isolated neutron stars 41
1.4.6 Neutron stars in binary systems – X-ray binaries 44
1.4.7 Neutron stars in the Galaxy 49

1.5 Neutron stars as “superstars” in physics and astrophysics 50
1.6 About the rest of this book 51



vi NEUTRON STARS

2. EQUILIBRIUM PLASMA PROPERTIES. OUTER ENVELOPES 53
2.1 Plasma parameters 55

2.1.1 Overall parameters 55
2.1.2 Electrons 56
2.1.3 Ions 60

2.2 Free energy and thermodynamic quantities 63
2.2.1 Fully ionized dense plasma. The basic decomposition 65

2.3 Fully ionized plasma without electron correlations 66
2.3.1 Ideal electron gas. Fermi-Dirac integrals 67
2.3.2 Coulomb liquid of ions 72
2.3.3 Coulomb crystal 77
2.3.4 Melting 88
2.3.5 The pressure of degenerate electrons with electrostatic

corrections 90
2.4 Intermediate-density regime. Electron response 91

2.4.1 Interpolation 91
2.4.2 Thomas-Fermi-like theories 92
2.4.3 Electron exchange and correlation effects 93
2.4.4 Electron polarization in ion liquid 96
2.4.5 Electron polarization in ion solid 99
2.4.6 The heat capacity 103
2.4.7 Multi-ionic mixtures 106

2.5 Low densities. Partial ionization 107
2.5.1 Ionization equilibria in the “chemical picture” 107
2.5.2 An example: Partially ionized hydrogen plasma 111

3. STRUCTURE AND EOS OF NEUTRON STAR CRUSTS 115
3.1 The formation of the crust in a newly born neutron star 116
3.2 Ground state of the outer crust 118
3.3 Ground state of the inner crust atρ . 1014 g cm−3 125

3.3.1 Hartree-Fock calculations 126
3.3.2 Extended Thomas-Fermi (ETF) calculations 130
3.3.3 Compressible liquid drop model (CLDM) 133

3.4 Ground state of the bottom layers of the crust 140
3.4.1 The bulk approximation 140
3.4.2 Unusual nuclear shapes 142
3.4.3 Quantum corrections to the CLDM energy 147

3.5 Reaching the crust-core interface from the core side 148
3.6 The equation of state of the neutron star crust 150
3.7 Elastic properties of neutron star crust 153

3.7.1 From bcc lattice to isotropic solid 156



TABLE OF CONTENTS vii

3.7.2 Exotic nuclei 159
3.8 Deviations from an idealized ground state model 161

3.8.1 Crust formation in a newly-born neutron star 162
3.8.2 Accreted crust 164

4. ENVELOPES WITH STRONG MAGNETIC FIELDS 167
4.1 Fully ionized plasmas 168

4.1.1 Free electron in a magnetic field 168
4.1.2 Thermodynamic functions of the ideal electron gas 170
4.1.3 Magnetic oscillations 175
4.1.4 The effects of the magnetic field on plasma ions 176
4.1.5 Weakly non-ideal Coulomb plasma 178
4.1.6 Strongly coupled Coulomb plasma 180

4.2 Bound species in strong magnetic fields 184
4.2.1 Atoms 184
4.2.2 Molecules and chains 188
4.2.3 Effects of motion 190
4.2.4 Magnetic condensation 192

4.3 Models of strongly magnetized outer envelopes of neutron stars 193
4.3.1 Strongly magnetized iron envelopes 194
4.3.2 Strongly magnetized hydrogen atmosphere 196

5. NEUTRON STAR CORES: NUCLEONS AND HYPERONS 207
5.1 Introduction 207
5.2 Before the discovery of pulsars: 1932–1967 208
5.3 After the discovery of pulsars: 1968–2005 213

5.3.1 Nucleons 213
5.3.2 Nucleons and hyperons 215

5.4 The properties of nuclear matter 217
5.5 The Hamiltonian 221

5.5.1 Phenomenological nucleon-nucleon interaction 221
5.5.2 Three-body interaction 223
5.5.3 Relativistic corrections and three-body interaction 225

5.6 Meson-exchange nucleon-nucleon interaction 226
5.6.1 Three- and more-nucleon interactions 230

5.7 The hyperon interactions 231
5.8 Solving the many-body problem – an overview 233
5.9 Energy of nucleon matter 235

5.9.1 Brueckner-Bethe-Goldstone (BBG) theory 235
5.9.2 Green’s Function Theory 240
5.9.3 Variational method 243



viii NEUTRON STARS

5.9.4 Relativistic mean-field model 246
5.9.5 Effective energy density functionals 253

5.10 Energy of hyperon-nucleon matter 254
5.10.1Brueckner-Bethe-Goldstone theory 254
5.10.2Relativistic mean-field model 256

5.11The equation of state of the outer core 257
5.11.1Calculating the equation of state 257
5.11.2The nuclear symmetry energy and the proton fraction 259

5.12 Equation of state and composition 260
5.13 Inner core: minimal model – nucleons and leptons 263

5.13.1Equation of state of thenpeµ matter 263
5.13.2Proton fraction and direct Urca threshold 265
5.13.3Adiabatic index 266

5.14Hyperons in the inner core 267
5.14.1Hyperonic composition 268
5.14.2Hyperon softening of equation of state 273

5.15Superluminal and ultrabaric equations of state 275

5.16Effect of baryon superfluidity on equation of state 279
5.17Effect of strong magnetic field on equation of state 279

6. NEUTRON STAR STRUCTURE 281
6.1 Equations of hydrostatic equilibrium 281

6.2 Baryon number, mass and chemical potential. Binding energy of
neutron stars 284

6.3 Proper mass and gravitational energy 287
6.4 Constructing neutron star models 287

6.4.1 Introductory remarks 287
6.4.2 Equation of state 289

6.5 Masses and stability of neutron stars 290
6.5.1 Stellar oscillations and stability 290
6.5.2 Stability criteria based on the mass-radius diagram 293
6.5.3 Neutron stars and white dwarfs 294
6.5.4 A variety of neutron star models 296
6.5.5 Maximum masses of neutron stars 297
6.5.6 The nature of the maximum mass of neutron stars 298
6.5.7 The upper bound on the maximum mass 301
6.5.8 Low-mass neutron stars and the minimum mass 302

6.6 Radii and surface redshifts 303
6.6.1 Circumferential radii 304
6.6.2 Radii of low-mass neutron stars 306



TABLE OF CONTENTS ix

6.6.3 Gravitational redshifts 308
6.6.4 The upper bound on gravitational redshift and the lower

bound on neutron star radius 308
6.6.5 The upper bound on surface gravity 309
6.6.6 Apparent radii 311

6.7 Binding energy 313
6.7.1 Approximate formulae 315
6.7.2 Neutron star models withM ≈Mmin 317

6.8 Basic internal structure of neutron stars 318
6.9 Universal structure of the outer envelope 319

6.9.1 The structure of magnetic envelopes 322
6.10Moment of inertia for slow rigid rotation 323

6.10.1Dragging of local inertial reference frames and moment
of inertia 323

6.10.2Moment of inertia versusM 324
6.10.3Crustal moment of inertia 326
6.10.4Moment of inertia versusM andR 326
6.10.5Approximate formula forImax 328

6.11Elastic shear strain, non-axial deformations, and gravitational
radiation 328
6.11.1Elastic strain and neutron stars withM ≈Mmin 330
6.11.2Non-axial deformation of solitary pulsars and gravitational

waves 330
6.12Rotating neutron stars 333

6.12.1Space-time metric and the equations of stationary motion 334
6.12.2Stationary configurations of rotating neutron stars 335
6.12.3Spinning low-mass neutron stars 341
6.12.4Maximum mass and minimum rotation period 343
6.12.5Rapid differential rotation and maximum mass 343
6.12.6Approximate formulae forPmin 345
6.12.7The causal upper bound on the mass of spinning neutron

stars 345
6.12.8The lower bound on rotation period 346
6.12.9From the upper bound onzsurf to the lower bound on the

rigid-rotation period 346
6.12.10Rapid rotation and gravitational-radiation instabilities 347

7. NEUTRON STARS WITH EXOTIC CORES 351
7.1 Introduction 351
7.2 Exotic phases – an overview 351

7.2.1 Meson condensates 352
7.2.2 Deconfinement of quarks 352



x NEUTRON STARS

7.2.3 Mixed-phase state 353
7.2.4 Crystallization 353
7.2.5 Exotic self-bound states of superdense matter 354

7.3 Pion condensation 354

7.4 Kaon condensation 361

7.5 Quark matter 364

7.6 Mixed-phase state 373

7.7 Solid cores of neutron stars 378
7.7.1 Physical origins and models 378
7.7.2 Elastic shear moduli 381

7.8 Nucleation of exotic high-density phase 381
7.8.1 Pion condensation 385
7.8.2 Kaon condensation 386
7.8.3 Quark deconfinement 388
7.8.4 The nucleation of a mixed normal-exotic phase 390

7.9 Phase transitions and neutron star structure 391
7.9.1 Linear response to a phase transition in the neutron star

center 391
7.9.2 Moderate softening without any density jump 393
7.9.3 Strong softening without any density jump: The third

family of compact stars 394
7.9.4 Moderate softening with density jump 395
7.9.5 Strong softening with density jump: The third family of

compact stars 396
7.9.6 The proof of the inequalityM∗(A) < M(A) 397
7.9.7 Nonequilibrium first-orderphase transition and its consequences

398
7.9.8 Large-amplitude corequake and collapse 399

7.10Changes in stellar parameters due to a corequake 401
7.10.1Estimates of∆R, ∆I, and∆E in corequakes 402

7.11Mixed-phase core and neutron star corequakes 403

8. STRANGE MATTER AND STRANGE STARS 407

8.1 Introduction 407

8.2 Units 407

8.3 The strange matter hypothesis 408

8.4 Strange matter – history 409

8.5 The simplest “toy” MIT Bag Model 411

8.6 The Bag Model with massive strange quarks and QCD interactions413

8.7 Other models of strange quark matter 415



TABLE OF CONTENTS xi

8.8 The equation of state of strange matter 416
8.8.1 The linear approximation of the EOS 416
8.8.2 The adiabatic index of strange matter 417
8.8.3 The effect of quark superconductivity on the EOS 417

8.9 Even stranger matter 419
8.10Strange stars – history 421
8.11Bare strange stars 423
8.12The nonexistence of quark stars with heavy quarks 426
8.13Scaling properties 428
8.14The surface of a bare strange star with electrons 430
8.15The surface of a bare strange star without electrons 432
8.16Strange stars with the crust 433

8.16.1The minimum radius of strange stars with the crust 434
8.17Apparent radii of strange stars 435
8.18The surface gravity of strange stars 437
8.19The conversion of neutron stars into strange stars 438
8.20Even stranger stars of abnormal matter and Q-stars 439
8.21Rotating strange quark stars 440

8.21.1Uniformly rotating strange stars 441
8.21.2The crust of rotating strange stars 446
8.21.3Maximum mass and maximum spin frequency of strange

stars 450
8.21.4Instabilities in rotating strange stars 451

9. THEORY VERSUS OBSERVATIONS 455
9.1 Masses of neutron stars in binary systems 456

9.1.1 X-ray binaries 456
9.1.2 Double neutron star binaries 467
9.1.3 Pulsar – white dwarf binaries 481
9.1.4 Pulsars in binaries with non-degenerate stars 487
9.1.5 Summary of neutron star mass measurements 488
9.1.6 From November 2005 to August 2006 and beyond 489

9.2 Gravitational surface redshift 490
9.3 Neutron star radii 491

9.3.1 Thermal emission of isolated neutron stars 492
9.3.2 X-ray emission from accreting neutron stars in binaries 496
9.3.3 Final remarks on radius measurements 498

9.4 Millisecond and submillisecond pulsars 499
9.5 The Crab Nebula and the moment of inertia of the Crab pulsar 501

9.5.1 The energy balance of the Crab pulsar and its nebula 502



xii NEUTRON STARS

9.5.2 Observational evaluations of the Crab Nebula parameters 503
9.5.3 Bound on the moment of inertia 504

9.6 Neutrinos from Supernova 1987A and binding energy of neutron
stars 506

9.7 Pulsar glitches and crustal moment of inertia 508
9.8 Pros and cons of the existence of strange stars 511

9.8.1 Con: Macroglitches of radio pulsars 511
9.8.2 Con: Strangelets in galaxies 513
9.8.3 Pro: Too small radii for some neutron stars 514
9.8.4 Pro: Submillisecond pulsars 515

Appendices 517
A TABLES OF EOSs IN NEUTRON STAR CRUST 517
B ANALYTICAL MODELS OF NUCLEAR DENSITY PROFILES 521

B.1 Steplike profile model 521
B.2 Smooth Composition Model 522

B.2.1 Spherical nuclei in the inner crust 523
B.2.2 Spherical nuclei in the outer crust 524
B.2.3 Exotic nuclei 524

C ANALYTICAL REPRESENTATIONS OF UNIFIED EOSs 527
C.1 Representation convenient for non-rotating stars 528
C.2 Representation convenient for rotating stars 530
C.3 Adiabatic index 532

D SEMI-ANALYTICAL EOSs IN NEUTRON STAR CORES 533
E SCALING OF STELLAR MODELS FOR LINEAR EOSs 537

E.1 The causal limit EOS witha = 1 537
E.2 The case ofa < 1 541

Bibliography 543

List of symbols 597

List of abbreviations 605

Subject index 607



LIST OF FIGURES

1.1 Neutron-star prediction cartoon 3

1.2 Schematic structure of a neutron star 12

1.3 EOS of neutron star matter 15

1.4 Superfluid transition temperatures and neutrino emissivities 17

1.5 Thermal conductivity and bulk viscosity 23

1.6 Cooling curves 26

1.7 Areciboradio telescope 30

1.8 ChandraX-ray satellite 31

1.9 X-ray image of the Crab Nebula 40

1.10 Multiwavelength spectrum of the Vela pulsar 42

2.1 Structure of an envelope of a neutron star 54

2.2 Density-temperature diagram for outer envelope 57

2.3 Pressure versus density for an ideal degenerate electron gas 71

2.4 One-component plasma internal energy 76

2.5 Electron-ion plasma screening energy 98

2.6 Difference betweenpolarization corrections for Coulomb liq-
uid and solid 101

2.7 Heat capacity of outer crust 103

2.8 Pressure isotherms of partially ionized hydrogen 113

2.9 Adiabatic gradient isotherms for hydrogen 114

3.1 Fractions of constituents of the outer envelope of a newly
born neutron star 117

3.2 Density profiles of neutron and protons 128

3.3 Numbers of protons per nucleus in the ground state of the
inner crust 129

3.4 Neutron and proton density profiles 132

3.5 Local proton and neutron number densities within a spherical
unit cell in the inner crust 134

3.6 Parameters of the unit cell versus density 138

3.7 Mass and proton numbers of spherical nuclei versus density 138

3.8 Ground state of the inner crust 141



xiv NEUTRON STARS

3.9 Unit cells for a set of nuclear shapes (spheres, rods, plates) 142

3.10 Energy densities for different nuclear phases for the FPS and
SkM interactions 145

3.11 Energy densities for nuclear phases for the SLy interaction 146

3.12 Energy per neutron versus neutron number density for pure
neutron matter 152

3.13 Comparison of the SLy and FPS EOSs. 153

3.14 Comparison of the SLy and FPS EOSs near the crust-core
transition 154

3.15 SLy EOS 155

3.16 Adiabatic index for the ground state of the neutron starmatter 156

3.17 Melting temperature and electron and ion plasma tempera-
tures of the ground-state matter in the crust 157

3.18 Effective shear modulus versus density for bcc lattice 158

3.19 Shear and bend coefficients of the columnar phase 160

4.1 Characteristic parameter domains in theρ–T plane for iron
in a strong magnetic field 174

4.2 Vibration spectrum of a bcc crystal in a magnetic field 182

4.3 Harmonic lattice heat capacity in magnetic fields 183

4.4 The effects of a strong magnetic field on the atoms 184

4.5 Energy spectrum of the hydrogen atom moving across a
strong magnetic field 192

4.6 Equation of state for iron in strong magnetic fields 196

4.7 Population of hydrogen energy levels in a strong magnetic field 200

4.8 Ionization isotherms for hydrogen in a strong magnetic field 200

4.9 Ionization state of the hydrogen plasma as a function of mag-
netic field strength 202

4.10 Equation of state for hydrogen: the effects of a strong mag-
netic field and Coulomb interactions 203

4.11 Density exponents of hydrogen in magnetic fields 204

5.1 Energy per nucleon versus baryon number density 219

5.2 Some processes contributing to three- and four-nucleonin-
teractions 224

5.3 The most important meson-exchange processes which con-
tribute to the NN interaction 228

5.4 Strong-interaction one-meson-exchange processes accompa-
nied byΛ–Σ conversion 232



LIST OF FIGURES xv

5.5 Second-order three-body correlations involving two-body in-
teractions in dense matter 233

5.6 Pressure versus baryon number density for several EOSs of
thenpeµ matter in beta equilibrium 261

5.7 Pressure versus mass density of thenpeµ matter 262

5.8 Proton fraction innpeµmatter at beta equilibrium for differ-
ent EOSs 264

5.9 Adiabatic index of thenpeµ matter in an inner neutron-star core267

5.10 Threshold chemical potentials 268

5.11 Fractions of particles versus baryon number density for two
relativistic models of baryonic interactions 269

5.12 Fractions of particles versus baryon number density inthe
BHF approximation 270

5.13 Effect of the three-body forces on particle fractions 271

5.14 Softening of EOSs by the presence of hyperons 274

5.15 The adiabatic index versusnb in a neutron-star core 275

5.16 Selected model EOSs of neutron-star cores 276

6.1 M(R) curves for stellar models with different EOSs 294

6.2 Dependence of masses of equilibrium stellar models 295

6.3 Gravitational mass versus central density for several EOSs 296

6.4 Gravitational mass versus central density near the minimum
mass for the FPS and SLy EOSs 303

6.5 Neutron star radius versus gravitational mass 304

6.6 Gravitational mass versus radius at the minimum mass for
neutron stars with the SLy EOS 306

6.7 Surface gravitational redshift versus gravitational mass 307

6.8 Gravitational acceleration versus compactness parameter 311

6.9 Apparent radius of neutron stars versus gravitational mass 312

6.10 Baryon mass and gravitational mass versus central density
for the BBB2 models 314

6.11 Binding energy versus gravitational mass for several EOSs 315

6.12 Binding energy (relative56Fe and hydrogen) versus gravita-
tional mass atM ≈Mmin for the FPS and SLy EOSs 316

6.13 Density versus radial coordinate for BBB2 models 317

6.14 Density versus radial coordinate for neutron star models with
M = 1.4M⊙ 318

6.15 Density and surface mass in a neutron star crust versus depth 320



xvi NEUTRON STARS

6.16 Moment of inertia of a slowly and rigidly spinning neutron
star versus stellar mass for several EOSs of dense matter 325

6.17 I/MR2 versusrg/R 327

6.18 Families of stable stationary rotating neutron star configura-
tions in theM −Req plane (for the SLy EOS) 336

6.19 Effect of rotation on the neutron star shape 339

6.20 Cross section in the plane passing through the rotational axis
of a neutron star 340

6.21 Fractional decrease of the central density by rotation; ratio
of rotational to gravitational energy 341

6.22 Gravitational massM versus equatorial radius for low-mass
non-rotating and rotating neutron stars 342

7.1 Spectrum of lowest energy charged-pion excitations in the
npeµ matter 355

7.2 Spectrum of lowest energy charged-pion excitations in the
npeµ matter 357

7.3 Three EOSs of pion-condensed matter 359

7.4 µb versusP in the presence of an equilibrium first-order
phase transition 376

7.5 P versusnb in the presence of an equilibrium first-order
phase transition 377

7.6 First- and second-order phase transitions 383

7.7 Time for the formation of a droplet of the quark matter versus
the central pressure 389

7.8 Metastable one-phase stellar configuration 392

7.9 Stellar mass versus central density for EOSs with a phase
transition without a density jump 393

7.10 Mass versus central pressure for EOSs containing phasetran-
sition with a density jump 396

7.11 Vicinity of the “reference configuration” in theM −R plane
for phase transitions withλ < λcrit andλ > λcrit 397

8.1 Baryonchemical potential versus pressure in weak-interaction
equilibrium 409

8.2 Lines of constant energy per unit baryon number for strange
quark matter at zero pressure 415

8.3 Adiabatic index versus density for the SQM0 EOS 418

8.4 The increase of the stability region of strange quark matter
due to CFL pairing 420



LIST OF FIGURES xvii

8.5 Mass-radius relation for bare strange stars and for strange
stars with the normal crust 423

8.6 Mass density versus radial coordinate for three bare strange
stars of different masses 424

8.7 Surface redshift for bare strange stars and for neutron stars
versus stellar mass 425

8.8 I/MR2 versusM/R for several EOSs of SQM 426
8.9 Number densities ofu, d, s quarks and electrons versus radial

coordinate for a model of a bare strange star 427
8.10 Gravitational mass versus central density and radius for stars

built of SQM; 428
8.11 Apparent stellar radius versus gravitational mass 436
8.12 Surface gravity versus strange star mass and compactness 437
8.13 Cross section in the meridional planexz of a rapidly rotating

strange star 442
8.14 Families (in theM − Req plane) of spinning bare strange

stars (SQM1 EOS) stable with respect to axially symmetric
perturbations 443

8.15 Families of rotating strange stars (the SQM1 EOS) with the
crust in theM −Req plane 444

8.16 The effect of rotation on the shape of a strange star withthe crust445
8.17 Fractional decrease of the central density produced byrota-

tion; The ratio of the kinetic energy to the modulus of the
gravitational energy 446

8.18 Baryon mass of the crust as a function of spin frequency 447
8.19 Gravitational mass versus circumferential equatorial radius 447
8.20 The cross section of the crust for a strange quark star (SQM1

EOS of the quark core) with the spin frequency close to the
Keplerian frequency 448

8.21 Logarithm of density versus the radial coordinate along the
polar and equatorial directions for a rotating strange star 448

8.22 Critical value ofEkin/|Egrav| for the triaxial instability ver-
sus the compactness parameter 452

8.23 Critical frequency for the secular triaxial instability versus
gravitational mass 453

9.1 Neutron star masses inferred from observations 457
9.2 Keplerian orbit of the primary component of a binary 459
9.3 Some measurements of the Vela X-1 mass 462
9.4 Orbit evolution of the Hulse-Taylor pulsar 470



xviii NEUTRON STARS

9.5 Mass measurements of the Hulse-Taylor pulsar and its companion475
9.6 Orbital period, major semi-axis, and gravitational luminosity

of the Hulse-Taylor pulsar last ten years of its life before the
final merging stage 478

9.7 The gravitational surface redshift versus stellar masscom-
pared with observations 492

9.8 EOS constraints from observation of rapidly rotating pulsars 500
9.9 Expansion of the Crab Nebula 503
9.10 Binding energy with respect to the presupernova core versus

neutron star mass 506
9.11 Time evolution of the cumulated angular momentum trans-

ferred during glitches to the strongly coupled crust-core com-
ponent of the Vela pulsar 510

C.1 Comparison of the data and fits for the SLy and FPS EOSs529
C.2 Adiabatic index for the SLy EOS 531

E.1 M̃(P̃c) curves 538

E.2 M̃(R̃) curves 538

E.3 zsurf(M̃ ) curves 539
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INTRODUCTION

Neutron stars play a unique role in physics and astrophysics. On the one
hand, they contain matter under extreme physical conditions, and their theories
are based on risky and far extrapolations of what we considerreliable physical
theories of the structure of matter tested in laboratory. Onthe other hand, their
observations offer the unique opportunity to test these theories. Moreover, neu-
tron stars are importantdramatic personaeon the stage of modern astrophysics;
they participate in many astronomical phenomena.

Neutron stars contain the matter of density ranging from a few g cm−3 at their
surface, where the pressure is small, to more than1015 g cm−3 at the center,
where the pressure exceeds1036 dyn cm−2. To calculate neutron star structure,
one needs the dependence of the pressure on density, the so called equation of
state (EOS), in this huge density range, taking due account of temperature,
more than109 K in young neutron stars, and magnetic fields, sometimes above
1015 G.

The present book is mainly devoted to the theory of the EOS of neutron star
matter and its consequences for neutron star structure. As one moves from the
neutron star surface to the center, the methods to calculatethe EOS change.
Atomic structure and plasma theories are used for the surface stellar layers.
Deeper layers of the neutron star crust require nuclear theory combined with
plasma physics, both in very exotic density-temperature regimes. Finally, the
neutron star core necessitates many-body theory of dense strongly interacting
systems, together with the physics of strong interactions of elementary particles.

Several not too old books treating the topic of the EOS of neutron stars are
available in the literature. Many aspects of the EOS problemare considered
by Shapiro & Teukolsky (1983) in the monographBlack Holes, White Dwarfs,
and Neutron Stars. However, this excellent book reflects the state of the art by
the beginning of the 1980s. Some aspects of the EOS problem, stellar stability
and equilibrium are described inStellar Physicsby Bisnovatyi-Kogan (2001,
2002). Selected EOS models, based on the relativistic theories of hadronic mat-
ter, are discussed in detail by Glendenning (2000) in the monographCompact
Stars: Nuclear Physics, Particle Physics, and General Relativity and in the
book by Weber (1999),Pulsars as Astrophysical Laboratories for Nuclear and
Particle Physics. However, neither of these two monographs gives the detailed
description of the variety of possible EOSs in stellar coresand crusts.

The present monograph is complementary to those cited above. We de-
scribe all neutron star layers paying special attention to the theoretical basis of
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calculations, physical properties (especially the EOS) and observational mani-
festations. First we give an overview of neutron star theoryand observations.
Then we analyze current EOS models in the neutron star crustsand cores. We
show that when the density increases the models become more numerous and
different but less reliable. The most interesting density range is a few times
the standard nuclear density and higher, where the composition of the matter
becomes largely unknown. According to the different models, this dense matter
may contain nucleons, hyperons, pion or kaon condensates, deconfined quarks
or the mixture of these components. We analyze all these possibilities. Then
we study the variety of models of neutron stars composed of the matter with
the different EOSs. Finally, we compare theoretical neutron star models with
observations and formulate current constraints on the EOS which result from
this comparison.

By the time of this writing (2006) the EOS of the neutron star core remains not
strongly constrained and the problem is thus open. This state of the art makes
the problem especially exciting and intriguing. The progress in the neutron star
theory and observations is tremendous. Forthcoming observations of neutron
stars, combinedwithnew theoretical achievements, shouldbe crucial to strongly
constrain theoretical models and solve thus the main mystery of neutron star
physics — the composition and equation of state in neutron star cores. We
expect that the monograph will be a useful guide-book in achieving this goal.

This book benefited from our teaching experiences at the University of War-
saw and University of Toruń in Poland, at Université de Paris and Observatoire
de Paris in France (PH), and at the Saint-Petersburg State Polytechnical Uni-
versity in Russia (DGY, AYP), as well as at several international schools for
young astrophysicists and physicists.

In our presentation we tried to get to the forefront of theoretical calculations.
Nevertheless, we supplement the analysis of modern techniques and recent
results with the description of the historical developmentof the ideas. On
many occasions, re-establishing the true sequence of events turned out to be a
fascinating experience. We hope that that the reader will find these fragments
of the text interesting and entertaining.

We have made an effort to present the results of calculationsin the form of
formulae, which are easier to use than tables. Sometimes we give a critical
analysis of theories and our suggestions how to improve them. Both the degree
of criticism and the details of suggestions are of course subjective. The prophecy
is a dangerous activity, but we took risks.

We have tried tomake this bookcomplete, but of course our selectionof topics
reflects our limited research interests and competence. Thelist of references is
long and reflects the huge work done in the past. We apologize to those authors
whose work was not cited because of the natural limitation ofspace. The book
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was mainly completed in November 2005 and reflects the state of the neutron
star physics by that time. Some minor addenda were made in August 2006.

Many discoveries related to neutron stars, for instance, the discovery of the
first pulsar or the first binary pulsar, were serendipitous. However, Pasteur once
said that in research “Chance favors only the prepared mind”(in French: “La
chance ne sourit qu’aux esprits bien préparés,” Pasteur 1854). We hope that
this book will serve the cause of preparing the readers for future discoveries.
The book can be useful to those theoreticians and observers who are working
in the field of neutron stars and related fields of physics and astrophysics. We
expect that it can also be useful to students and to many scientists who are just
interested in the fascinating world of neutron stars.

We are grateful to our colleagues who, over the years of book writing, helped
us through their collaboration, discussions, and expertise: M.K. Abubekerov,
N.E. Alexandrovich, D.A. Baiko, D.P. Barsukov, M. Bejger, V.S. Beskin,
G.S. Bisnovatyi-Kogan, S. Bonazzola, A.M. Bykov, B. Carter, G. Chabrier,
N. Chamel, A.M. Cherepashchuk, A.I. Chugunov, H.E. DeWitt,M.E. Gusakov,
D. Gondek-Rosińska, E. Gourgoulhon, V.S. Imshennik, I.L.Iosilevskiy, J. Ka-
l/ użny, A.D. Kaminker, R.P. Kirshner, A.M. Krassilchtchikov,D. Lai, J.M. Lat-
timer, K.P. Levenfish, B. Paczyński, G.G. Pavlov, C.J. Pethick, Yu.A. Shibanov,
P.S. Shternin, R.A. Sunyaev, T. Takatsuka, R. Tamagaki, L. Titarchuk, A.I. Tsy-
gan, V.A. Urpin, D.A. Varshalovich, J. Ventura, J.L. Zdunik, J. Ziól/ kowski. Our
special thanks are to Olga Burstein, Mal/ gosia Haensel, and Marina Potekhina
for their careful attention, permanent support and encouragement.





Chapter 1

OVERVIEW

1.1. Neutron stars
Neutron starsare compact stars which contain matter of supranuclear density

in their interiors (presumably with a large fraction ofneutrons). They have
typical massesM ∼ 1.4M⊙ and radiiR ∼ 10 km. Thus, their masses are
close to the solar massM⊙ = 1.989 × 1033 g, but their radii are∼ 105 times
smaller than the solar radiusR⊙ = 6.96× 105 km. Accordingly, neutron stars
possess an enormous gravitational energyEgrav and surface gravityg,

Egrav ∼ GM2/R ∼ 5× 1053 erg ∼ 0.2Mc2,

g ∼ GM/R2 ∼ 2× 1014 cm s−2, (1.1)

whereG is the gravitational constant andc is the speed of light. Clearly, neutron
stars are very dense. Their mean mass density is

ρ̄ ≃ 3M/(4πR3) ≃ 7× 1014 g cm−3 ∼ (2− 3) ρ0, (1.2)

whereρ0 = 2.8 × 1014 g cm−3 is the so callednormal nuclear density, the
mass density of nucleon matter in heavy atomic nuclei. The central density of
neutron stars is even larger, reaching(10−20) ρ0. By all means, neutron stars
arethe most compact starsknown in the Universe.

This book consists of the overview (this Chapter) and main Chapters 2–9. In
the overview we outline the neutron star history (§1.2), the current theoretical
and observational status of the neutron star physics (§§1.3 and 1.4), the relation
of the neutron star physics to other branches of physics and astrophysics (§1.5),
and the contents of the main chapters (§1.6). We hope that the overview can
serve as an introduction to the neutron star physics and can be read indepen-
dently of the main chapters.
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1.2. History: from prediction to discovery
Landau – anticipation. One commonly relates neutron stars withneutrons,
their main ingredients. J. Chadwick announced his discovery of a neutron in a
paper published inNatureon February 27, 1932 (Chadwick 1932). But a year
before Lev Landau had written a paper devoted to dense stars.Landau was
23 at that time; he was a graduate student of the Leningrad Physico-Technical
Institute (now the Ioffe Physico-Technical Institute, St.-Petersburg). The paper
was completed in February 1931 in Zürich (as stated in the original publica-
tion, Landau 1932). The first part was really brilliant. Landau calculated the
maximum mass of white dwarfs, somewhat later than Chandrasekhar (1931)
and independently of him. The second part was more questionable. Landau
speculated on a possible existence of stars more compact than white dwarfs,
containing matter of nuclear density. At that time it was a problem to con-
struct atomic nuclei without neutrons, from protons and electrons, because the
Heisenberg principle forbids to localize the electrons within the nuclei. The
only solution which Landau could propose was to violate the quantum mechan-
ics. Thus, he suggested that “all stars heavier than 1.5M⊙ certainly possess
regions in which the laws of quantum mechanics (and therefore of quantum
statistics) are violated.” That questionable suggestion might have prevented
readers from reading the article to the end, whereas the lastpart of the paper
was very important because Landau made a conclusion that in such stars “the
density of matter becomes so great that atomic nuclei come inclose contact,
forming one gigantic nucleus.” The last quotation is a concise description of
dense matter in neutron star interiors superficially anticipated by Landau before
the discovery of the neutron.

From Zürich Landau went to Copenhagen, and stayed there from February
25 till March 19, 1931, before returning to Leningrad. It is highly probable that
he discussed his paper with Bohr and Rosenfeld during his stay. The paper was
submitted toPhysikalische Zeitschrift der Sowjetunionon January 7, 1932, and
published in the February issue of this journal (Landau 1932). The coincidence
of the publication date with the announcement of the neutrondiscovery seems
accidental but produced some contradictory comments (see,e.g., Rosenfeld
1974).

Baade and Zwicky – prediction. The actual theoretical prediction of neu-
tron stars was made by W. Baade (Mt. Wilson Observatory) and F. Zwicky
(Caltech) who analyzed observations of supernova explosions and proposed an
explanation of an enormous energy release in these explosions. Their results
were presented at the meeting of the American Physical Society at Stanford
(December 15–16, 1933) and published in the 15 January issueof thePhysical
Review(Baade & Zwicky, 1934a). They wrote, in particular: “With all reserve
we advance the view that supernovae represent the transitions from ordinary
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Figure 1.1. A brief summary of the neutron star prediction presented to non-expert readers in
the form of a cartoon in theLos Angeles Timeson January 19th, 1934 (reproduced by Kirshner
1977). The sentence in the left box: “Cosmic rays are caused by exploding stars which burn
with a fire equal to 100 million suns and then shrivel from 1/2 million mile diameters to little
spheres 14 miles thick, says Prof. Fritz Zwicky, Swiss Physicist.” Used with the permission of
The Associated Press Copyrightc©1934. All rights reserved.

stars toneutron stars, which in their final stages consist of extremely closely
packed neutrons.” It is impossible to formulate the idea more precisely (Fig.
1.1). In the next publication Baade & Zwicky (1934b) explainfurther that a
neutron star “. . . may possess a very small radius and an extremely high density.
As neutrons can be packed much more closely than ordinary nuclei and elec-
trons, the ‘gravitational packing’ energy in acold neutron star may become very
large, and, under certain circumstances, may far exceed theordinary nuclear
packing fractions.” This is again an exact statement. To avoid an illusion that
the authors understood the problem exactly in the same way aswe do it now,
we cite their next paper (Baade & Zwicky, 1934c), where they speculate on the
transition of an ordinary star into a neutron star: “If neutrons are produced on
the surface of an ordinary star they will “rain” down towardsthe center if we
assume that the light pressure on neutrons is practically zero.”
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Theoretical progress before the Second World War. We will be brief here;
more historical remarks can be found in the main part of the book (particularly,
in §5.1). The neutron star history is also described in a comprehensive review
by Baym (1982).

The most crucial ingredient of the neutron star theory is theequation of state
(EOS) of dense matter in neutron star interiors. The term “EOS” has different
meanings. It often means the dependence of the pressureP on mass density
ρ (or associated energy densityE = ρ c2) and on temperatureT of matter.
Because neutron stars are mainly composed of strongly degenerate fermions
(neutrons, protons, electrons, and others), the temperature dependence is mostly
negligible and the EOS can be calculated atT = 0. The dependenceP (ρ) is
needed to build neutron star models (§§1.3.3,6.4). Sometimes the term “EOS”
means not onlyP (ρ) but also the composition of the matter and an underlying
microphysical model.

When an ordinary star transforms to a neutron star, the stellar matter under-
goes strong compression accompanied by beta captures of atomic nuclei with
the creation of neutrons. The first attempt to construct the EOS of nuclear mat-
ter in equilibrium with respect to beta-capture and beta-decay processes was
most probably made by Sterne (1933). He considered the matter composed of
electrons, protons, several species of atomic nuclei, and neutrons, particularly
at T → 0. His analysis was naturally oversimplified, according to the today
level, but he predicted the neutronization of matter with increasingρ.

A splash of interest in neutron stars in 1937–1938 was causedby the problem
of stellar energy. The energy source was unknown then. Gamow(1937) and
Landau (1937) independently suggested that any (normal) star could contain a
neutron star in its core. This would have initiated a slow “accretion” of stellar
matter within the normal star onto its neutron star core, so that the stellar energy
could have been supplied by the gravitational energy release in the course of
that accretion. However, very soon Bethe & Critchfield (1938) showed that the
energy of normal stars is provided by thermonuclear reactions, and the idea was
almost forgotten.

Let us mention the paper by Zwicky (1938) who estimated the maximum
binding energy of a neutron star of massM (and obtained∼ 0.42Mc2). Thanks
to Zwicky, we understand that the term “neutron star mass” isambiguous. One
should distinguish between the so calledbaryon massMb (the sum of baryon
masses in a neutron star interior) andgravitational massM obtained fromMb

by subtracting the gravitational binding energy (§6.2). Zwicky (1938) also
noticed that on the surface of the star “. . . the accelerationof gravity [should be]
very high, and light coming from this surface should be subject to enormous
gravitational red shifts[of wavelengths].” He developed the idea of redshifts
in a subsequent lengthy paper (Zwicky, 1939).
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The next most important step was done by R.C. Tolman from Caltech and by
J.R. Oppenheimer & G.M. Volkoff from the University of California, Berkeley.
Their papers (Tolman, 1939; Oppenheimer & Volkoff, 1939) were received in
thePhysical Reviewthe same day, January 3, 1939, and appeared in the same
February 15 issue. Both papers contained the derivation of the equation of
hydrostatic equilibrium for a spherically symmetric star in the framework of
General Relativity. This isthe basic equation for building neutron star models.
It is called theTolman-Oppenheimer-Volkoff(or, “for short”, theOppenheimer-
Volkoff) equation (see§6.4 for more details). The gravitational neutron star
energy is a sizable fraction of its rest-mass energy,Mc2; neutron stars are so
compact that space-time is essentially curved around and within them, and the
effects of General Relativity are most important.

Tolman and Oppenheimer & Volkoff derived their equation independently
but they certainly communicated and discussed their results. Tolman (1939)
obtained eight exact solutions of the new equation. They do not correspond to
any realistic EOS of the neutron star matter, although they enable one (Oppen-
heimer & Volkoff, 1939) to understand the existence of a maximum mass of
neutron stars. Oppenheimer & Volkoff (1939) used their equation for solving
the most important problem. They numerically calculated neutron star models
for the simplest EOS of stellar matter composed of a noninteracting strongly
degenerate relativistic gas of neutrons. They showed thatstable static neutron
stars have the maximum (gravitational) mass, Mmax ≈ 0.71M⊙, which is of-
ten calledthe Oppenheimer-Volkoffmass limit. They worried that their mass
limit is lower than the Chandrasekhar mass limit of white dwarfs,1.44M⊙: this
would hamper the formation of neutron stars from ordinary stars. They under-
stood the simplicity of their model of noninteracting neutrons and discussed a
possible repulsive component of neutron-neutron interaction which may stiffen
the EOS and increase the maximum mass. However, after some discussion,
they pessimistically concluded: “It seems likely that our limit of ∼ 0.7M⊙ is
near the truth.” Fortunately, their conclusion has turned out to be wrong, al-
though their mass limit is extremely important. Combined with very accurately
measured masses(1.25–1.44)M⊙ of some neutron stars (§9.1) this limit gives
a direct astrophysical evidenceof strong repulsive interaction in dense matter
at supranuclear density.

It is worth mentioning that von Neumann and Chandrasekhar obtained the
same general relativistic equation of hydrostatic equilibrium several years ear-
lier, in 1934, to study highly collapsed stars, but their result was not published
(Baym, 1982). This was done at the Trinity College (Cambridge, England) after
Chandrasekhar had constructed models of white dwarfs.

Thus, before the Second World War some elementary EOSs of dense matter
were obtained, and the main equation of the neutron star structure was derived.
More realistic EOSs could not be proposed at that time, because the properties of
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strong interactions and nuclear matter were poorly known. The theoretical basis
was supplemented by the idea that neutron stars should be born in supernova
explosions, relating neutron stars to observational astronomy. With the outbreak
of the War, the interest to neutron stars naturally faded andwas renewed much
later.

Theoretical progress: After the Second World War to the discovery of
neutron stars. Until the beginning of the 1960s neutron stars had been treated
as the work of imagination of some (weird) theoreticians, and the theory had
been developing slowly. The situation started changing later, with the hope
to discover neutron stars in observations. Let us outline four main lines of
theoretical studies (additional explanations can be foundin §1.3).

(1) EOS of dense matter.The main field of neutron star theory prior to
the discovery was concerned with constructing model EOSs ofdense stellar
matter. The progress in this field is described in§5.1. Here we stress the
important contribution of Wheeler and his collaborators inthe 1950s (reviewed
by Harrisonet al.1958). They constructed a model of a neutron star crust and
calculated the EOS of neutron star cores composed of free neutrons, protons, and
electrons in beta equilibrium (§5.1). It was Cameron (1959) who emphasized
the utmost importance of nuclear forces for the neutron starstructure. He
showed that the inclusion of nuclear forces can considerably stiffen the EOS.
This can increase the maximum mass of neutron stars from the Oppenheimer-
Volkoff limit of ∼ 0.7M⊙ to about2M⊙, making the formation of neutron
stars in supernova explosions quite realistic. Zeldovich (1961) used a model of
baryon interaction through a massive vector field and constructed a very stiff
EOS with the sound speed lower than the speed of lightc, and tending toc in
the very high density limit.

Eventually, it was understood that neutron star cores may contain not only
neutrons, protons and electrons, but also other particles,such as muons, mesons,
and hyperons. First arguments in favor of hyperons were put forward by
Cameron (1959) and Salpeter (1960); some EOSs of hyperonic matter and
associated neutron star models were calculated by several authors, particularly,
by Ambartsumyan & Saakyan (1960) and Tsuruta & Cameron (1966b). Iva-
nenko & Kurdgelaidze (1965, 1969) considered hypotheticalquark cores of
neutron stars.

(2) Superfluidity of neutron star matter. Another important step was the the-
oretical prediction of superfluidity of neutron star interiors. This activity was
initiated by the theory of electron superconductivity in metals developed by
Bardeen, Cooper, & Schrieffer (1957) (BCS theory). The electron supercon-
ductivity is explained by Cooper pairing of electrons undera weak attraction
induced by the electron-phonon interaction. A superconducting state appears
with decreasing temperature as a result of a second-order phase transition;
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the typical critical temperatures areTc ∼ (1–10) K. Microscopically, the phe-
nomenon consists in the appearance of an energy gap∆ in the electron energy
spectrum near the Fermi level. One year after the publication of the BCS theory
Bohr et al. (1958) suggested that the phenomenon that had much in common
with superconductivity could appear in atomic nuclei. Cooper pairing of nu-
cleons could occur due to the attractive part of their interaction.

Migdal (1959) was one of the first who applied the BCS theory toatomic
nuclei. He remarked also that neutron superfluidity could occur in neutron star
interiors; he predicted the superfluid gap∆ ∼ 1MeV and the associated critical
temperatureTc ∼ 1010 K. Five years later Ginzburg & Kirzhnits (1964) in a
brief article estimated the gap produced by the singlet-state pairing of neutrons
at the densitiesρ = 1013–1015 g cm−3 and obtained∆ ∼ (5 − 20) MeV. A
very serious step was made by Wolf (1966). He showed that the singlet-state
neutron pairing operates at subnuclear densities in the inner neutron star crust,
but disappears in the core, since the singlet-state neutron-neutron interaction
becomes repulsive at supranuclear densities. The number density of protons
in the core is smaller than that of neutrons. Accordingly, the singlet-state
proton-proton interaction is mostly attractive there, andit can lead to proton
pairing. The possibility of neutron pairing in the core due to the attractive part of
the triplet-state neutron-neutron interaction was understood later (see§1.3.4).
The results obtained and well established before the discovery of pulsars were
reviewed by Ginzburg (1969). Further progress is outlined in §1.3.4.

It is thought that superfluidity is important for explainingpulsar glitches
(§1.4.4). It affects also the heat capacity and neutrino emission of neutron
stars (§1.3.5), and hence their thermal evolution (§1.3.7). The effect of neutron
superfluidity on the neutrino emission (in the modified Urca process) was first
studied by Wolf (1966).

(3) Neutrino emission from neutron stars. Another line of theoretical studies
was inspired by the expectations at the beginning of the 1960s to discover neu-
tron stars by detecting the thermal radiation from their surfaces (some attempts
are described below). Born hot in supernova explosions (§1.4.2), neutron stars
cool down by the thermal emission of photons from stellar surfaces and the
neutrino emission from stellar interiors. This makes the neutrino processes
vitally important. These processes are outlined in§1.3.5.

Some neutrino processes were proposed in the 1960s. Let us mention the
seminal paper by Chiu & Salpeter (1964) who suggested the modified Urca
process [explained in§1.3.5, Eq. (1.9)] and estimated its neutrino emissivity.
It is the leading neutrino process in the cores of not too massive neutron stars.
First detailed calculations of the neutrino emissivity were performed by sev-
eral authors, particularly by Bahcall & Wolf (1965a) (who also gave detailed
discussion of earlier work).
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Bahcall & Wolf (1965a) also studied a model of dense matter which contains
free pions. It was a progenitor of models of pion-condensed matter introduced
into the neutronstar physics in the beginning of the 1970s (§§1.3.2,7.3). Bahcall
& Wolf considered the neutrinoprocess which consists of tworeactions: neutron
beta decay followed by beta capture in the presence of pions.The neutrino
emissivity appeared to be much higher than in the modified Urca process, giving
the first example of the enhanced neutrino emission. Similarenhancement
in a more realistic model of pion-condensed matter was analyzed much later
by Maxwell et al. (1977). More references to earlier papers on the neutrino
emission from neutron stars can be found in Yakovlevet al. (2001).

(4) Neutron star thermal evolution. These studies were also motivated by the
attempts to discover neutron stars. The first estimates of the thermal emission
from cooling neutron stars were most probably done by Stabler (1960). Four
years later Chiu (1964) repeated the estimates and theoretically proved the pos-
sibility to discover neutron stars from their thermal emission. First, simplified
calculations of the neutron star cooling were done by Morton(1964), Chiu &
Salpeter (1964), and Bahcall & Wolf (1965a,b). The latter authors emphasized
the strong dependence of the cooling rate on neutrino emission processes and
pointed out that this dependence can be used to explore the EOS of dense matter
by comparing theoretical cooling models with observationsof thermal radia-
tion from neutron stars. The foundation of the strict cooling theory was made
by Tsuruta & Cameron (1966a). In particular, these authors formulated the
main elements of the cooling theory such as the neutrino and photon cooling
stages, the relation between the internal and surface temperatures. A more de-
tailed description of the history of neutron star cooling isgiven, for instance,
by Yakovlevet al. (1999). The current state of the art is mentioned in§1.3.7.

A search and the discovery. The first serious attempts to discover neutron
stars were made when the era of practical X-ray astronomybegan in the 1960s. It
was expected to detect the thermal radiation from surfaces of cooling (isolated)
neutron stars. A star with the surface temperature of∼ 106 K would mainly
emit soft X-rays which cannot be detected by ground-based facilities. In the
beginning of the 1960s the first X-ray detectors were launched on rockets and
balloons.

The first cosmic X-ray source of non-solar origin, Sco X-1 (inthe Scorpius
constellation), was discovered in rocket experiments by Giacconiet al.(1962).
Soon after the same group discovered several X-ray sources.1 The discovery
initiated a great interest in neutron stars but the first attempts failed to prove the
relation between neutron stars and newly discovered compact X-ray sources.
In particular, Bowyeret al. (1964) measured the size of the X-ray source in

1In 2002 R. Giacconi was awarded the Nobel Prize for outstanding contribution into the X-ray astronomy.
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the Crab Nebula from observations during a lunar occultation on July 7, 1964.
Their result,∼ 1013 km, indicated that the source was much larger than a neu-
tron star should be. Ironically, the Crab Nebula turned out to be an exception:
there was a neutron star there, the famous Crab pulsar, but it was hidden within
a compact plerion pulsar nebula. The Crab Nebula is actuallythe archetype of
a plerion – a supernova remnant with an active pulsar at its center, powering
the nebula expansion and radiation. Interestingly, just atthe same time Karda-
shev (1964) considered a collapse of a magnetized rotating star into a compact
object (collapsar) with the appearance of a surrounding envelope (nebula). He
emphasized that the collapsar can gain rapid rotation during its birth, and its
spin energy can be transferred to the surrounding nebula by the magnetic field.
He assumed that this mechanism can power the Crab Nebula.

Many scientists proposed different methods of discoveringneutron stars (as
described, e.g., by Zeldovich & Novikov 1971, Shapiro & Teukolsky 1983, and
Lyne & Graham-Smith 1998). For instance, Zeldovich & Guseynov (1966)
suggested to observe some selected binaries with optical primary components
and invisible secondary components, assuming that neutronstars represent the
invisible components. Pacini (1967), in a paper published in Nature, showed
that a rapidly rotating neutron star with a strong dipole magnetic field could
efficiently transform its rotational energy into electromagnetic radiation and,
subsequently, accelerate particles to high energies. He suggested that the rota-
tional energy loss rate is the same as produced by a magnetic dipole rotating in
vacuum (very close to the modern point of view, see§1.4.4). He, like Karda-
shev, anticipated that such a star could power a surroundingnebula, particularly,
the Crab Nebula.

It was important that Sandageet al. (1966) had identified Sco X-1, the first
detected and the brightest X-ray source, as an optical object of 13th mag-
nitude. Analyzing those observations, Shklovsky (1967) concluded that the
source “. . . corresponds to a neutron star in a state of accretion . . . ” and “. . . the
natural and very efficient supply of gas for such a accretion is a stream of gas,
which flows from a secondary component of a close binary system toward the
primary component which is a neutron star.” Now we know that Sco X-1 is,
indeed, an X-ray binary containing an accreting neutron star but at that time
the Shklovsky’s arguments were mostly ignored by the astrophysical commu-
nity. By 1968, about twenty compact X-ray sources had been observed but
their association with neutron stars seemed to be not convincing. It happened
so that neutron stars were discovered unexpectedly and by absolutely different
methods.

In 1965 Antony Hewish (Cavendish Laboratory, Cambridge, England)
started to construct a new radio telescope. Its wavelength was 3.7 m; it was an
array of 2048 dipole antennae that covered an area of about 18,000 square me-
ters. The telescope differed from the other ones by a good temporal resolution:
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it was designed to study scintillations of radio sources while their radiation
passes through inhomogeneities of solar wind in the interplanetary space (sim-
ilar twinklings of stars are seen by naked eye). The telescope was inexpensive,
about£10,000, because it was mainly built by volunteers. It was completed in
July 1967.

On August 6, 1967, Jocelyn Bell – a graduate student supervised by Hewish
since 1965 – discovered a weak variable radio source (Hewish, 1975). It was ob-
served at night time whereas scintillations of ordinary radio sources are stronger
at day time, when a telescope is directed closer to the Sun. Bythe end of Septem-
ber the source had been observed several times; it was suggested to be a flare
star. By November 28 the observations had indicated that thesource had emit-
ted strictly periodic pulses. The accurate measurement of the period started
on December 11. The period turned out to be wonderfully stable, 1.3373012
s. This produced a suspicion that the signals were of artificial origin, created,
for instance, by space satellites or even by an extraterrestrial civilization. The
signals were even called “LGM” (“little green men”), and it was decided to
postpone the publication of the discovery till the situation would clarify. It
took several weeks to understand that the rapidly pulsatingsource,the pulsar,
was well outside the solar system. Now it is called PSR B1919+21.2 Pilking-
ton, Scott, and Collins – the colleagues of Hewish and Bell – studied the drift
of the pulsar radio frequency during a pulse. By the beginning of February,
1968, three other pulsars had already been discovered (PSR B1133+16, PSR
B0834+06, and PSR B0950+08). It was suggested that the sources represented
either oscillating white dwarfs or neutron stars.

The discovery was announced in the 24 February 1968 issue ofNature
(Hewishet al., 1968) and produced a sensation. By the end of 1968, in ten
remaining months, over 100 pulsar articles had been published (Will, 1994).
The hypotheses on white dwarfs and oscillating neutron stars were ruled out.
In a strong competition, the idea of Gold (1968) won, thatpulsars are rotat-
ing magnetized neutron stars.3 The important piece of evidence was given by
the discovery of the Crab pulsar in 1968. Its pulsation (spin) period was mea-
sured in November 1968 (Comellaet al., 1969) and appeared to be very short,
P = 33 ms. White dwarfs could not sustain such a rapid rotation: they would
be destroyed by centrifugal forces.

2The right ascension of 19 hours 19 minutes by Greenwich time,with the 21◦ declination; ‘B’ means that
the pulsar position is given according to the B1950 coordinate system; ‘J’ instead of ‘B’ would mean the use
of the J2000 coordinate system.
3Submitting his paper, Gold was unaware of the earlier paper by Pacini (1967), where the pulsar model had
been suggested (see above). The collaboration between Goldand Pacini “. . . was, of course, soon established
. . . These two men should clearly share the credit for establishing the linkage between pulsars and neutron
stars” (Lyne & Graham-Smith, 1998).
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Thus, pulsars are spinning neutron stars with their magnetic moments in-
clined to spin axes. Their radio emission is generated outside a star, in the
magnetosphere(§1.4.4); it is beamed along the magnetic axis. The beamed
radiation rotates with the star, and a pulsar is detected if its beam crosses the
Earth. Hence, any pulsar operates like alighthouse, and we detect strictly reg-
ular sequences of radio pulses. The emitted electromagnetic radiation carries
away the rotational energy and momentum, and produces a slowregular spin-
down of the pulsar (an increase of the pulse period). The spindown effect is
really observed. It rules out the model of stellar oscillations (because oscillation
periods are expected to be stable) and confirms thus the pulsar model.

Curiously, in 1965 Hewish and his student Okoye discovered ascintillating
radio source in the Crab nebula (Hewish & Okoye, 1965). Its nature was not
clear and they suggested that it “might be the remains of the original star which
had exploded and which still showed activity in the form of flare-type radio
emission. . . This source later turned out to be none other than the famous Crab
pulsar” (Hewish, 1975). They looked into archives and discovered that the
source had been observed earlier, in April 1962.

In 1974 Hewish was awarded the Nobel Prize for the discovery of pulsars,
but “In some circles, controversy still lingers over the decision of the Swedish
Academy not to include Ms Bell in the award” (Will, 1994).

1.3. Internal structure and processes – Theoretical outlook
After the discovery of pulsars, observations and theory of neutron stars have

been developing at such a rapid pace that we are unable to review the wealth of
outstandingworks due to the natural limitationof space. Thus, we brieflyoutline
the basic contemporary (2006) theoretical ideas (§1.3), and their relations to
observations (§1.4).

1.3.1 Structure
According to current theories, a neutron star can be subdivided into the

atmosphereand four main internal regions: theouter crust, theinner crust, the
outer core, and theinner coreas shown in Fig. 1.2. These regions can further
be subdivided into subregions, discussed in the main chapters of this book (for
instance, see Fig. 2.1 in Chapter 2).

The atmosphere is a thin plasma layer, where the spectrum of thermal
electromagnetic neutron star radiation is formed. The spectrum, beaming and
polarization of emerging radiation can be determined theoretically by solving
the radiation transfer problem in atmospheric layers. Thisradiation contains
valuable information on the parameters of the surface layer(on the effective
surface temperature, surface gravity, chemical composition, strength and geom-
etry of the surface magnetic field) and on the masses and radiiof neutron stars.
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Figure 1.2. Schematic structure of a neutron star. Stellar parameters strongly depend on the
EOS in a neutron star core.

Some attempts to extract this information from observations are described in
Chapter 9. The atmosphere thickness varies from some ten centimeters in a
hot neutron star (with the effective surface temperatureTs ∼ 3 × 106 K) to a
few millimeters in a cold one (Ts ∼ 3× 105 K). Very cold or ultramagnetized
neutron stars may have a solid or liquid surface. Neutron star atmospheres have
been studied theoretically by many authors (see, e.g., Zavlin & Pavlov 2002 and
references therein). Current atmosphere models, especially for neutron stars
with surface temperaturesTs . 106 K and strong magnetic fieldsB & 1011 G,
are far from being complete. The most serious problems consist in calculating
the EOS, ionization equilibrium, and spectral opacity of the atmospheric plasma
(Chapters 2 and 4).

If the radiation flux is too strong, the radiative force exceeds the gravitational
one and makes the atmosphere unstable with respect to a plasma outflow. In
a hot nonmagnetized atmosphere, where the radiative force is produced by
Thomson scattering, this happens whenever the stellar luminosityL exceeds
theEddington limit

LEdd = 4πcGMmp/σT ≈ 1.3 × 1038 (M/M⊙) erg s−1, (1.3)

whereσT is the Thomson scattering cross section andmp the proton mass.
The outer crust (the outer envelope)extends from the atmosphere bottom

to the layer of the densityρ = ρND ≈ 4 × 1011 g cm−3. Its thickness is
some hundred meters (Chapter 6). Its matter consists of ionsZ and electrons
e (Chapters 2 and 3). A very thin surface layer (up to few metersin a hot star)
contains a non-degenerate electron gas. In deeper layers the electrons constitute
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a strongly degenerate, almost ideal gas, which becomes ultrarelativistic atρ≫
106 g cm−3. The pressure is mainly provided by electrons. Forρ & 104 g cm−3,
atoms are fully ionized by the electron pressure. In the outer atmosphere layers
the ions may constitute a Boltzmann gas, but in deeper layersthey form a
strongly coupled Coulomb system (liquid or solid). A largerfraction of the
envelope is usually solidified; hence, the envelope is oftencalledthe crust. The
electron Fermi energy grows with increasingρ. This induces beta captures in
atomic nuclei and enriches the nuclei with neutrons. At the base of the outer
crust the neutrons start to drip out from the nuclei producing a free neutron gas.

The inner crust (the inner envelope)may be about one kilometer thick. The
densityρ in the inner crust varies fromρND at the upper boundary to∼ 0.5ρ0
at the base. Here,ρ0 is the saturation nuclear matter density introduced in
§1.1. The matter of the inner crust consists of electrons, free neutronsn, and
neutron-rich atomic nuclei (Chapter 3). The fraction of free neutrons increases
with growing ρ. The neutronization atρ ≈ ρND greatly softens the EOS,
but at the crust bottom the repulsive short-range componentof the neutron-
neutron interaction comes into play and introduces a considerable stiffness. In
the bottom layers of the crust, in the density range from≈ 1

3ρ0 to ≈ 1
2ρ0,

the nuclei may become essentially nonspherical and form a “mantle”, but this
result is model dependent. The nuclei disappear at the crust-core interface.
Free neutrons in the inner crust and nucleons confined in the atomic nuclei can
be in superfluid state.

The outer coreoccupies the density range0.5ρ0 . ρ . 2ρ0 and is several
kilometers thick (Chapters 5 and 6). Its matter consists of neutrons with several
per cent admixture of protonsp, electrons, and possibly muonsµ (the so called
npeµ composition). The state of this matter is determined by the conditions of
electric neutrality and beta equilibrium, supplemented bya microscopic model
of many-bodynucleon interaction. The beta equilibrium implies the equilibrium
with respect to the beta (muon) decay of neutrons and inverseprocesses. All
npeµ-plasma components are strongly degenerate. The electronsand muons
form almost ideal Fermi gases. The neutrons and protons, which interact via
nuclear forces, constitute a strongly interacting Fermi liquid and can be in
superfluid state.

The inner core, whereρ & 2 ρ0, occupies the central regions of massive
neutron stars (and does not occur in low-mass stars whose outer core extends to
the very center). Its radius can reach several kilometers, and its central density
can be as high as(10−15)ρ0 (Chapter 6). Its composition and the EOS are
very model dependent (Chapter 5). Several hypotheses have been put forward,
predicting the appearance of new fermions and/or boson condensates. The main
four hypotheses are (Chapters 5 and 7):

(1) Hyperonizationof matter – the appearance of hyperons, first of allΣ−

andΛ hyperons.
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(2) Pion condensation– the appearance of a boson condensate of pion-like
excitations with a strong renormalization and mixing of nucleon states.

(3) Kaon condensation– the Bose-Einstein condensation of kaon-like exci-
tations which, like real kaons, possess strangeness.

(4) A phase transition to thequark mattercomposed of deconfined lightu
andd quarks and stranges quarks, and a small admixture of electrons, or even
no electrons at all.

Nucleon and nucleon/hyperon matter, called respectivelynuclear andhy-
pernuclearmatter, have been studied experimentally in ordinary nuclei and
hypernuclei. Pion and kaon condensations have not been discovered in labora-
tory so far. Some very tentative signatures of quark deconfinement have been
recently detected in the relativistic heavy-ion collisions. The models (2) – (4)
are often calledexoticmodels of dense matter. A new phase may appear via
a first-order or a second-order phase transition. Its appearance is accompanied
by the softening of the EOS. One cannot exclude the existenceof mixed phases
of dense matter.

Let us mention a special hypothetical class of compact stars, which are called
strange stars(Chapter 8). They could exist only if the absolute ground state of
hadronic matter is a self-bound quark matter. Strange starsentirely (or nearly
entirely) consist of strange quark matter. In some models, this matter extends
to the very surface; such stars are calledbare strange stars. In other models,
strange stars have a normal crust extending from the surfacenot deeper than to
the neutron-drip densityρND.

1.3.2 The main mystery: The equation of state in neutron
star cores

The pressure of the matter in neutron star interiors is mainly produced by
highly degenerate fermions and can be calculated assumingT = 0. It is the
bulk property of the matter, provided by entire Fermi seas of fermions. The
EOS in a neutron star crust has been calculated with an accuracy, sufficient to
construct neutron star models, although some theoretical problems are unsolved
(Chapters 2–4). The theory is based on reliable experimental data on atomic
nuclei, nucleon scattering, and on the well elaborated theory of strongly coupled
Coulomb systems.

By contrast, the EOS atρ & ρ0 cannot be reproduced in laboratory, and
it cannot be calculated exactly because of the lack of the precise relativistic
many-body theory of strongly interacting particles. Instead of the exact theory,
there are many theoretical models (Chapter 5). The reliability of these models
decreases with growingρ. Thus, by the time of this writing (2006) the EOS in
neutron star cores is largely unknown.The fundamental problem of the EOS of
superdense matter constitutes the main mystery of neutron stars.
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Figure 1.3. EOS of neutron star matter: BPS (triangles), Haensel & Pichon (1994) (HP94,
stars), SLy (dots), OPAL atT = 106, 107, and108 K (dashed lines), the fit (C.2) (the solid line)
and the fit modified at lowρ (the dotted line). From Haensel & Potekhin (2004).

The model EOSs can be subdivided into thesoft, moderateandstiff ones
with respect to thecompressibilityof the matter. Basing on different EOSs, one
obtains (Chapter 6) different stellar models, particularly, different maximum
masses, fromMmax ∼ 1.4M⊙ for the softest EOSs toMmax ∼ 2.5M⊙ for the
stiffest ones. The EOSs can also be subdivided with respect to thecomposition
of the matter (as already outlined in§1.3.1). Very stiff EOSs can possibly be
attributed only to nucleon matter.

Figure 1.3 gives an example of the EOS in a neutron star, from the core to the
surface. We show a moderately stiff EOS (SLy, dots,§§3.6 and 5.12) of dense
nucleon matter derived by Douchin & Haensel (2001) based on aSkyrme-type
energy density functional. It is equally valid in the neutron star core and the
crust, and is plotted forρ > 5× 1010 g cm−3. At lower densities in the crust,
108 g cm−3 . ρ < 5 × 1010 g cm−3, we plot the EOS of Haensel & Pichon
(1994) (HP94, stars,§3.2), based on experimental nuclear data. At still lowerρ
we replace it by the EOS of Baymet al. (1971b) (BPS, triangles,§3.2) for the
ground state of the matter at zero temperature. However, atρ . 105 g cm−3

the actual EOS becomes temperature dependent as shown by thedashed lines.
These lines present the EOS of iron matter forT = 106, 107 and108 K provided
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by the Opacity Library (OPAL; Rogerset al. 1996; see§2.4).4 The solid and
dotted lines in Fig. 1.3 are analytic interpolations explained in Appendix C.

1.3.3 Neutron star models
Once the EOS is given, one can compute stellar models (Chapter 6). This

should be done in the framework of General Relativity. For non-rotating stars,
the computation is performed by solving the Tolman-Oppenheimer-Volkoff
equation of hydrostatic equilibrium (§1.2). In this way one gets a family of
neutron star models parameterized by the central densityρc, so that the grav-
itational massM = M(ρc) and the circumferential radiusR = R(ρc) (with
2πR being a proper length of the neutron star equator;§6.1).

The modelsstablewith respect to small perturbations correspond to such a
part of theM(ρc) curve, whereM increases with growingρc. FromM(ρc)
andR(ρc) one gets amass-radius (M −R) relation, M =M(R) (§ 6.6). The
stability condition leads to the existence ofminimumandmaximummasses of
neutron stars,Mmin ∼ 0.1M⊙ andMmax ∼ (1.4 − 2.5)M⊙ (§ 6.5). Neutron
star models, theM−R relation, andMmax depend on the EOS of dense matter.
This opens an attractive possibility to study the EOS by comparing theory with
observations (Chapter 9). The models of strange stars (Chapter 8) strongly
differ from the models of neutron stars atM . M⊙. In contrast to neutron
stars, strange stars can have massesM ≪M⊙ and radiiR≪ 10 km.

For a given neutron star, the effects of General Relativity can be characterized
by thecompactness parameter

xGR = rg/R, rg = 2GM/c2 ≈ 2.95M/M⊙ km, (1.4)

whererg is the Schwarzschild radius. The surface gravityg and the gravitational
redshift zsurf (§ 6.6.3) for frequency of of photons emitted from the stellar
surface can be expressed as

g = GMR−2/
√

1− rg/R, ω∞ = ω0/(1+zsurf) = ω0

√
1− rg/R. (1.5)

Here,ω0 is the frequency of photons emitted from the stellar surface(in a local
reference frame), whileω∞ is the frequency of these photons as detected by a
distant observer.

Instead ofR one often introduces the apparent (radiation) radius whichthe
distant observer would measure if the telescope could resolve the star:R∞ =
R/
√

1− rg/R.
Let us mention the so calledcanonical neutron star modelused by many

authors. This artificial model does not imply any specific EOS, but just assumes

4The OPAL table for iron has been kindly provided by F. J. Rogers.
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Figure 1.4. Left:Superfluid transition temperatures versus density for protons (models 1p and
2p) and neutrons (models 2nt and 3nt for triplet-state pairing) in a neutron star core.Right:
Density profiles of the neutrino emissivityQ atT = 3× 108 K in nonsuperfluid matter (noSF)
and in the presence of superfluidity. Vertical dotted line shows the threshold for the direct Urca
process (see the text for details).

the typical values ofM andR:

M = 1.4M⊙, R = 10 km, R∞ = 13 km, g = 2.43×1014 cm s−2. (1.6)

The models of rotating neutron stars are more complicated (§6.12). The
theorypredicts that rotation noticeably affects the stellar structure at spinperiods
P . 3 ms. The fastest rotators may have spin periodsP ∼ 0.7 ms; their shape
may deviate from axial symmetry, allowing them to emit gravitational radiation.

1.3.4 Superfluidity
Various baryons in neutron star matter can be insuperfluidstate produced

by Cooper pairing of baryons due to an attractive component of baryon-baryon
interaction (as already mentioned in§1.2). Superfluidity of a particular baryon
species is switched on when the temperatureT falls below some critical tem-
peratureTc. Superfluidity is a Fermi-surface phenomenon; it has almostno
effect on the EOS, neutron stars masses and radii.

The theory predicts superfluidity of free neutrons and of nucleons in atomic
nuclei in the inner neutron star crust. Neutrons, protons and other baryons in
the stellar core can also be superfluid. Superfluidity of charged particles (for
instance, protons) means superconductivity.
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As outlined in§1.2, free neutrons in the stellar crust undergosinglet-state
(1S0) pairing which disappears in the core (Wolf 1966). However, neutronsin
the core can be superfluid due to a weakertriplet-state(3P2) pairing. The idea
of such pairing in neutron star cores, first estimates and simplified calculations
of the superfluid gap have been published by a number of authors (particularly,
by Ruderman 1967, Maekawa & Tamagaki 1968, Tamagaki 1969, Hoffberg et
al. 1970), mostly in conference proceedings. Usually these results are solely
attributed to the first journal publication (Hoffberget al., 1970). The foundation
of the strict relevant theory was laid by Tamagaki (1970). Proton superfluidity
in the core is thought to be mainly produced by singlet-stateproton pairing.
One has also invented superfluidity of hyperons (Balberg & Barnea, 1998) and
quarks (Bailin & Love, 1984). Pion and kaon condensates affect superfluidity
of nucleons (Takatsuka & Tamagaki, 1995, 1997a,b).

Critical temperaturesTc of various particle species have been calculated by
many authors as reviewed by Lombardo & Schulze (2001) (more references
can be found in Yakovlevet al. 1999). The results are extremely sensitive
to strong interaction models and many-body theories employed. In all the
cases mentioned above microscopic calculations give density-dependent crit-
ical temperaturesTc . 1010 K and lower. As a rule, superfluidities weaken
and disappear at essentially supranuclear densities, where the attractive part of
strong interaction becomes inefficient. For example, in theleft panel of Fig.
1.4 we presentTc(ρ) in a neutron star core composed ofnpe matter with a
moderately stiff EOS of Prakashet al. (1988) (after Yakovlevet al.2002). We
plot four purely phenomenological models: models 1p and 2p for single-state
proton pairing and models 2nt and 3nt for triplet-state neutron pairing. The
curves in the right panel are explained in§1.3.5.

In addition, Alfordet al. (1998) proposed a new type of quark superfluidity
associated withcolor superconductivity(§8.8.3). For a typical Fermi energy
of quarks∼ 500 MeV, one may expectTc ∼ 50 MeV ∼ 5× 1011 K.

Superfluidity affects the heat capacity and neutrino emission of neutron stars.
It induces also a number of macroscopic quantum phenomena. For instance,
consider the core of a rotating neutron star composed of neutrons, protons and
electrons. A rotation of neutron superfluid is realized in the form of quantized
(Feynman-Onsager) vortices parallel to the spin axis (Ginzburg & Kirzhnits
1964, Baymet al.1969). The total amount of vortices in the star is estimated
as∼ 2 × 1016/P , whereP is the stellar spin period in seconds. The vortex
motion of neutron superfluid, averaged over small macroscopic fluid elements,
reproduces a solid-body rotation. The vortices occur also in the inner crust,
where free neutrons are superfluid. A pulsar spindown induces the outward drift
of vortices and their disappearance at the boundary of the superfluid region.

Below the critical temperature, superconductivity of protons (and other
charged baryons) in the neutron-star core is described by the Ginzburg-Landau
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theory. The proton coherence length (2–6 fm) is typically much smaller than
the London screening length (100–300 fm) of electric currents in supercon-
ducting medium. This probably means type II superconductivity. If an initially
normal hot core contained a quasi-uniform magnetic fieldB, superconductiv-
ity splits the field into fluxoids (Abrikosov vortices), which are thin quantized
magnetic flux tubes parallel to the initial field. The total number of fluxoids is
∼ 1031 (B/1012 G).

Neutron vortices may pin to atomic nuclei or lattice defectsin the crust and to
fluxoids in the core. The pinning may be accompanied by vortexcreep. These
and related phenomena are invoked, for instance, to explainobservations of
pulsar glitches and to study the evolution of internal magnetic fields (§1.4.4).

1.3.5 Neutrino processes
Neutrinos are generated in numerous reactions in neutron star interiors as

reviewed, for instance, by Pethick (1992) and Yakovlevet al. (2001). Only
neutrinos emitted during supernova explosions can be detected by neutrino
observatories. In several minutes after the explosion the neutrino flux is already
too small to be detected. However, neutrinos carry away energy and provide
an efficient cooling of warm neutron stars, with an internal temperatureT &
107 K. The most powerful neutrino emission is produced in the stellar core.
Typical neutrino energies are& kBT , much higher than possible neutrino rest
energies. These neutrinos can be treated as massless particles. The emissivity
of a neutrino process in a nonsuperfluid core can be written as

Q(T, ρ) = Q0(ρ)T
k
9 erg cm−3 s−1, (1.7)

whereQ0(ρ) is a slowly varying function ofρ, k = 6 or 8 (see below), and
T9 = T/(109 K).

The most powerful neutrino emission is produced by thedirect Urca pro-
cesses. In the simplest model of thenpeµ dense matter, there are two such
processes. Each process is a sequence of neutron decay and inverse reaction
associated with either electron or muon (ℓ = e or µ):

n→ p+ ℓ+ ν̄ℓ, p+ ℓ→ n+ νℓ. (1.8)

These processes are forbidden in the outer cores of neutron stars due to insuffi-
ciently high number densities of protons and leptonsℓ (that violates momentum
conservation for reacting particles). However, the directUrca processes operate
in the inner cores of massive stars with those model EOSs which give rather large
amount of protons and leptons. This circumstance was noted by Boguta (1981)
but his paper has remained unnoticed. The nucleon direct Urca processes have
been taken into account only after the paper of Lattimeret al.(1991), who intro-
duced them into neutron star astrophysics and calculated the associated neutrino
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emissivity. If both, electron and muon, processes are allowed, they have the
same emissivity given by Eq. (1.7) withk = 6 andQ0 ∼ 1026 − 3× 1027. If
open, the process produces an extremely strong neutrino cooling. In hyperonic
matter, similar and also very intense processes with hyperons can be allowed
(Prakashet al., 1992).

For example, in the right panel of Fig. 1.4 we show the densitydependence
of the neutrino emissivity in a neutron star core (composed of npe matter) at
T = 3 × 108 K. The vertical dotted line indicates the direct Urca threshold
for the given EOS. The thick solid line marked ‘noSF’ refers to nonsuperfluid
matter. The huge emissivity after the threshold is determined by the direct Urca
process.

The neutrino emission from exotic phases of matter in the inner cores of
massive neutron stars can be produced by direct-Urca-like processes withk = 6
in Eq. (1.7) (see Pethick 1992 for details). Such processes are also efficient,
but somewhat weaker than the nucleon direct Urca processes.In a pion or kaon
condensed matter, the process is a sequence of two reactions: B̃1 → B̃2ℓν̄ℓ
and B̃2ℓ → B̃1νℓ, whereB̃1 and B̃2 stand for quasibaryons (baryon states
mixed by the condensate fields). The leading process in the quark matter is
d → ueν̄e followed by ue → dνe. The calculations using various models
give the emissivity (1.7) withQ0 ∼ 1023−26 for a pion-condensed matter, and
Q0 ∼ 1023−24 for a kaon-condensed or quark matter (in all casesk = 6).

In addition to these efficient neutrino processes, there areweaker ones. Their
advantage is that they operate everywhere in the stellar core, particularly in its
outer part. They are dominant neutrino processes in low-mass neutron stars,
where the inner core is absent. The most important processesof such a type in
thenpeµ matter are themodified Urca processes,

n+N → p+N + ℓ+ ν̄ℓ, p+N + ℓ→ n+N + νℓ (1.9)

(whereN stands for a nucleon, neutron or proton), and the nucleon-nucleon
bremsstrahlung processes

N +N → N +N + ν + ν̄. (1.10)

The latter processes produce all neutrino flavors. Modified Urca processes dif-
fer from their direct Urca progenitors by an additional nucleon-spectatorN
required for momentum conservation. There are three bremsstrahlung pro-
cesses (nn, np, and pp) in the npeµ matter. The emissivities of the pro-
cesses (1.9) and (1.10) can be written in the form (1.7) withk = 8. One
getsQ0 ∼ 1020 − 3× 1021 for modified Urca processes andQ0 ∼ 1019−20 for
bremsstrahlung processes. Similar processes involving various particles may
occur in hyperon or quark matter.
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The neutrino emissivity (thick solid line ‘noSF’) in Fig. 1.4 before the direct
Urca threshold is mainly produced by the modified Urca processes in thenpe
matter. It is more than 7 orders of magnitude weaker than after the threshold.

The neutrino reactions are drastically affected by baryon superfluidity in
neutron star interiors as reviewed by Yakovlevet al. (1999, 2001). Because
the baryons are strongly degenerate, they can actively participate in a reac-
tion only if their energies lie within the thermal widths of their Fermi levels.
When the temperatureT drops much below the critical temperatureTc of given
baryons, the energy gap in the baryon energy spectrum makes these baryons
inactive, greatly (as a rule, exponentially) suppressing all reactions involving
these baryons. For instance, a strong superfluidity of protons in thenpematter
switches off all Urca processes, but does not affect thenn bremsstrahlung. Both
model proton superfluidities in Fig. 1.4, 1p and 2p, are really strong before the
direct Urca threshold. If present, they lower the neutrino emission before the
threshold to the same solid line denoted by ‘1p’. They reducealso the direct
Urca process (after the threshold). Superfluidity 2p extends deeper behind the
threshold and reduces the direct Urca stronger (the short-dashed line).

Suppressing traditional processes, superfluidity initiates a new specific neu-
trino process associated withCooper pairing of baryons(Flowerset al., 1976).
In a quasiparticle language, it can be described as annihilation of quasibaryons
into a neutrino pair (all neutrino flavors), for instance,ñ+ ñ→ ν + ν̄, for su-
perfluidity of neutrons (wherẽn is a quasineutron). In a cooling star the process
switches on atT = Tc, produces the maximum emissivity atT ∼ 0.8Tc, and
becomes exponentially suppressed atT ≪ Tc. For realistic density profiles
Tc(ρ), the integral neutrino luminosity of the star due to this process can be one
to two orders of magnitude higher than the luminosity provided by the modified
Urca processes in a nonsuperfluid star. This Cooper pairing neutrino process
operates in neutron star cores and inner crusts.

For the conditions, presented in Fig. 1.4, both proton superfluidities are too
strong to produce a noticeable Cooper-pairing emission. If, in addition to strong
proton superfluidity (1p or 2p), we introduce weaker neutronsuperfluidity (2nt
or 3nt) we will raise the neutrino emissivity (to the long-dashed ‘p+2nt’ line
or the solid ‘p+3nt’ line) due to Cooper pairing of neutrons.Before the direct
Urca threshold this raise is the same for proton superfluids 1p and 2p.

1.3.6 Thermodynamics and kinetics
Thermodynamics and kinetics of neutron star matter are veryrich in physics

due to huge ranges of densities and temperatures available in neutron stars.
The most important thermodynamic property, the EOS, has already been

discussed in§1.3.2. One often needs additional thermodynamic quantities,
such as particle chemical potentials or heat capacity. The heat capacity is
reviewed, for instance, by Yakovlevet al.(1999, 2001). The main heat reservoir
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is provided by strongly degenerate fermions in the stellar core. The thermal
energy of a nonsuperfluid star with the internal temperatureT is estimated as
∼ 1048 T 2

9 erg.
The kinetic theory of neutron star crusts has been reviewed by Yakovlev &

Kaminker (1994) and Ventura & Potekhin (2001). The theory deals with trans-
port coefficients, such as the thermal and electrical conductivities (κ andσ) as
well as the shear and bulk viscosities (η andζ). In the crust, the conductivitiesκ
andσ and the viscosityη are mostly provided by electrons (although the thermal
conductivity of the outermost nondegenerate surface layers is predominantly
radiative). The major electron scattering mechanism is Coulomb scattering by
ions (or, equivalently, scattering by phonons, which quantify vibrations of ions
in solidified matter). At rather low temperatures (e.g.,T . 3×107 K in the inner
crust) the electron-ion scattering is strongly suppressed. In this case the elec-
tron scattering by charged impurities (by a small amount of ions whose charges
are different from charges of most abundant ions) and/or electron-electron scat-
tering can be more important, particularly due to efficient Landau damping of
transverse plasmons in the electron-electron interaction(Shternin & Yakovlev,
2006). For illustration, in the left panel of Fig. 1.5 we plotthe thermal conduc-
tivity throughout the neutron star crust and core atT = 107, 108, and109 K.
The conductivity in the crust is taken from Gnedinet al.(2001) (for the electron-
ion scattering) and from Shternin & Yakovlev (2006) (for theelectron-electron
scattering which becomes important forT = 107 K andρ & 1011 g cm−3).

The foundation of the kinetic theory of neutron star cores was laid by Baym
et al. (1969). An important contribution was made by Flowers & Itoh(1976,
1981). Some results have been briefly reviewed by Yakovlev (1991, 1993). In
a nonsuperfluidnpeµ matter (as well as in a hyperonic one),κ, σ, andη are
expected to be not too sensitive to the composition and EOS ofneutron star
cores. Their density dependence should not be too strong; the leading transport
carriers and their scattering mechanisms can be different.Very crude estimates
are

σ ∼ 3× 1029

T 2
8

s−1, κ ∼ 3× 1023

T8

erg

cm s K
, η ∼ 1019

T 2
8

g

cm s
, (1.11)

whereT8 is the temperature in units of108 K. The density dependence of the
thermal conductivity of neutrons in the stellar core composed of nonsuperfluid
npe matter is shown in the left panel of Fig. 1.5 (from Baikoet al.2001a; the
same version as the long-dashed curve in their Fig. 3).

Generally, neutron stars are excellent conductors with very high electron and
thermal conductivities. As a result, neutron star interiors are usually almost
isothermal. However,κ andσ become much lower in the very surface layer,
no more than 10 meters under the surface. This layer producesthe thermal
insulation of the stellar interior, making the interior warmer than the surface
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Figure 1.5. Left:Density dependence of the thermal conductivity in a neutronstar crust and a
nonsuperfluidnpe core atT = 107, 108, and109 K. Right: Partial bulk viscosities associated
with various reactions (indicated near the curves) and the total bulk viscosity (the thick solid line)
versus number densitynb at T = 109 K in a nonsuperfluidnpeµΛΣ− core which undergoes
subthermal pulsations with frequencyω = 104 s−1 (see the text for details).

(for the surface temperaturesTs & 103 K). The main temperature gradient is
located there. There is a strong (several orders of magnitude) jump ofκ, σ, and
η, while passing from the inner crust to the core (left panel ofFig. 1.5). The
jump is produced by the change of transport mechanism (from avery efficient
electron transport due to Coulomb scattering in the crust toa slower neutron
transport due to scattering between strongly degenerate nucleons in the core).
As a result, the thermal relaxation in the inner crust lasts longer than in the core.

The bulk viscosityζ is drastically different from other transport coefficients.
It is associated with particle transformations (“chemicalreactions”) under com-
pressions and rarefactions of the matter. The bulk viscosity of the core can vary
by many orders of magnitude, depending on the composition ofdense mat-
ter. The description of different regimes and bibliographycan be found, for
instance, in Haenselet al. (2002a,b). In an oscillating starζ depends on an
oscillation frequencyω and on oscillation amplitudesδµ of chemical potentials
of particles. Suprathermaloscillations withδµ & kBT dramatically enhance
the bulk viscosity in comparison to the case ofsubthermaloscillations with
δµ . kBT .

In the right panel of Fig. 1.5 we show the density dependence of ζ in the
stellar core atT = 109 K for subthermal pulsations withω = 104 s−1 (from
Haenselet al. 2002a). The densityρ is parameterized by the baryon number
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densitynb (ρ = ρ0 corresponds tonb ≈ 0.16 fm−3). The adopted EOS is
taken from Glendenning (1985); it assumes the presence of neutrons, protons,
and electrons in the outermost stellar core, and the appearance of muons,Σ−

andΛ hyperons at higher densities. Thin lines of various types show partial
bulk viscosities produced by different particle transformations. The thick solid
line is the totalζ.

In the outer stellar core composed ofnpeµ matter,ζ is determined by the
nonequilibrium modified Urca processes (1.9) involving electrons (nN ⇋
pNe, the lower dotted line) and muons (nN ⇋ pNµ, the lower short-dashed
line). In deeper layers, where the direct Urca processes (1.8) are open (n⇋ pe
andn⇋ pµ, the higher dotted and short-dashed lines), they become thedomi-
nant ones, enhancingζ by 5–7 orders of magnitude. In hyperon or quark matter
ζ can be determined by hyperon or quark reactions, which change strangeness
but do not involve leptons. In this caseζ is additionally enhanced by 3–5 orders
of magnitude. In Fig. 1.5 such an enhancement is produced by thenn⇋ pΣ−

process (the dot-dashed line).
The transport coefficients are affected by magnetic fields. Amagnetic field

makes transport properties anisotropic. For instance, theelectron electric or
thermal transport in a magnetized plasma is characterized by three transport
coefficients, which determine the conductivities along andacross the field, and
the Hall conductivity (see, e.g., Yakovlev & Kaminker 1994 and Ventura &
Potekhin 2001). The anisotropy is strong if the magnetization parameter is
large,ωcτ & 1, whereωc is the electron gyrofrequency andτ is the effective
electron relaxation time. For instance, the electron thermal conductivity of the
layer withρ . 106 g cm−3 is strongly affected by the fieldsB & 1010 G. These
fields greatly reduce the transverse conductivity (becauseelectrons rapidly ro-
tate about magnetic field lines). In higher fields, the effects associated with the
quantization of transverse electron motion (Landau levels) become important
(see Chapter 4 for details). They induce de Haas-van Alphen oscillations of
the transport coefficients (if electrons populate a few or many Landau levels)
or greatly modify these coefficients (if the ground Landau level is populated
alone). Strong magnetic fields can affect the transport properties of neutron star
cores (as reviewed, e.g., by Yakovlev 1991, 1993).

The kinetic properties are also affected by superfluidity ofdense matter,
especially in neutron star cores. We have already describedthe effects of super-
fluidity on neutrino emission (§1.3.5). Superfluidity reduces particle collision
rates and affects the transport directly, for instance, by modifying the diffu-
sive thermal conductivity and bulk viscosity (see, e.g., Baiko et al.2001a and
Haenselet al. 2002a). In addition, the transport can be affected by macro-
scopic superfluid quantum phenomena. For instance, a convective counterflow
of normal particles, induced by a flow of superfluid liquid in the presence of
a temperature gradient, carries the heat. This effect was mentioned, e.g., by
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Flowers & Itoh (1976), but has not been studied in the neutronstar physics. Su-
perfluidity affects momentum transfer (viscosity) and hydrodynamics of neu-
tron star interiors. Dynamics of mixtures of normal and superfluid liquids is
a complicated problem. In particular, it involves specific mutual friction and
entrainment forces. The evolution of perturbations in internal neutron star
layers can be strongly affected by nonequilibrium beta processes and related
phenomena (Reisenegger, 1995).

1.3.7 Cooling of neutron stars
Neutron stars are born hot in supernova explosions (§1.4.2). In about one

minute after the birth the star becomes transparent to neutrinos. Let us outline
the cooling of an isolated star during the subsequent neutrino-transparent stage.
The subject has been reviewed, for instance, by Yakovlev & Pethick (2004),
and Pageet al. (2004, 2005), who give the bibliography of earlier work. The
cooling is realized via twochannels – by neutrino emission from the entire stellar
body and by heat diffusion from the internal layers to the surface resulting in
the thermal emission of photons. The stellar interior staysnonisothermal for
the first 10–100 years. The neutrino emission dominates the thermal photon
emission for∼ 105 years, while the photon emission dominates later.

The cooling of middle-aged neutron stars (of aget ∼ 104 − 105 years)
is mainly regulated by neutrino emission, heat capacity, superfluidity of their
interiors, and by heat-insulating properties of the outermost layer (affected by
the surface magnetic fields and by the presence of light elements on the surface).
The cooling of older stars may also be regulated by some reheating mechanisms,
for instance, by Ohmic dissipation of internal magnetic fields.

For example, in Fig. 1.6 (from Yakovlevet al.2004) we present theoretical
cooling curves of neutron stars of several masses for three models of neutron
and proton superfluidity in the stellar core (composed of neutrons, protons and
electrons). Any cooling curve gives the effective surface temperatureT∞

s , as
detected by a distant observer, versus stellar aget. The superfluid models are
the same as those displayed in Fig. 1.4. The dotted regions are filled by cooling
curves of neutron stars of masses from∼ M⊙ to the maximum mass (1.977M⊙ ,
for the given model EOS in the stellar core). Theoretical curves are compared
with observations of nine isolated middle-aged neutron stars (see Yakovlevet
al. 2004 for details).

In the left and middle panels we adopt, respectively, models1p and 2p for
strong proton superfluidity in cooling stars. Low-mass stars cool very slowly via
neutrino bremsstrahlung in neutron-neutron collisions, whereas other neutrino
processes are suppressed by proton superfluidity (§1.3.5). High-mass stars
show fast cooling via the direct Urca process in their inner cores (nonsuppressed
by superfluidity, as shown in Fig. 1.4). Both superfluid models (1p or 2p) can
explain the observations.
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Figure 1.6. Theoretical cooling curves of neutron stars of several massesM (numbers near
curves) for three superfluid models in the stellar cores (left: 1p; middle: 2p; right: 1p+3nt).
Dot-and-dashed line: cooling of a nonsuperfluid1.35M⊙ star. Any point in a shaded region can
be explained by a cooling neutron star with a certain massM and given superfluid model. The
theory is compared with observations of 9 isolated neutron stars. From Yakovlevet al. (2004).

In the right panel we adopt model 1p for proton superfluidity and model 3nt
for mild neutron superfluidity in the stellar core. Strong neutrino emission due
to Cooper pairing of neutrons accelerates cooling of low-mass stars and hampers
the interpretation of neutron stars hottest for their age. This superfluidity model
(1p+3nt) is inconsistent with the observations.

1.3.8 Magnetic fields
Many neutron stars possess very strong surface magnetic fields. As we have

seen in§1.2, the very discovery of neutron stars was possible because neutron
stars operate as pulsars owing to their strong magnetic fields. Comparison of
observations with theoretical models of pulsar radiation shows that the surface
magnetic fields in the majority of pulsars isB ∼ 1011–1013 G (Manchester
et al., 2005), but may reach up toB . 1014 G in radio pulsars and up to
B . 1015 G in magnetars (see§1.4, particularly,§§1.4.4 and 1.4.5). Naturally,
their internal magnetic fields may be higher than the surfaceones. Magnetic
fields strongly affect observational manifestations of neutron stars.

Insome cases an indirect evidence of strongmagnetic fields,based on theoret-
ical models, is confirmed bydirect measurements, based on X-ray observations
of the electron cyclotron lines in neutron star spectra. Thefirst cyclotron line
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was discovered by Trümperet al. (1978) in the spectrum of the X-ray binary
Hercules X-1. For several neutron stars, two or three cyclotron harmonics have
been registered; Santangeloet al. (1999) observed even four harmonics from
the X-ray transient X0115+63, confirming the magnetic fieldB > 1012 G.

Most complicated problems of the origin and evolution of these fields have
been studied by many authors (as reviewed, e.g., by Reisenegger 2003 and
Reiseneggeret al.2005). The fields may be inherited from presupernova stars
and amplified during the gravitational collapse owing to magnetic flux conser-
vation. This argument even led to theprediction of the fieldsB ∼ 1012 G
in neutron stars a few years before the discovery of pulsars (Ginzburg, 1964).5

However, there is nodetailedphysical picture of sucha flux-conserving collapse.
Alternatively, magnetic fields may be generated during supernova explosions
or in young neutron stars.

The evolution of neutron star magnetic fields can be regulated by many
factors, first of all by Ohmic decay. The magnetic evolution is coupled to
the thermal evolution (because the electric conductivity and associated Ohmic
decay rate depend on temperature). The Ohmic decay time of a not too strong
field (B . 1012 G) in a nonsuperconducting stellar core is larger than the
Universe age (Baymet al., 1969) because of a very high electric conductivity in
the core, Eq. (1.11). The decay of stronger field in the core may be accelerated
by the enhancement of the electric resistivity across the field lines (Haenselet
al., 1990b). In a superconducting core, the field splits into magnetic fluxoids
whose evolution is determined by many factors, particularly, by interaction of
the fluxoids with rotational vortices (§§1.3.4 and 1.3.6). The Ohmic decay of
the crustal magnetic field (see, e.g., Cumminget al.2004 and references therein)
can be much faster than in the core due to lower electric conductivity in the crust
and shorter Ohmic diffusion time-scales. The crustal and core magnetic fields
may be closely related or almost independent. The magnetic field evolution can
be affected by the Hall effect. The magnetic field of an accreting neutron star
can be greatly affected by accretion (e.g., Cumminget al., 2001).

What is the maximum filed strength in a neutron star? The estimates based
on the virial theorem show that a fieldB & 1018 − 1019 G cannot be sustained
in a considerable fraction of the star because the magnetic energy (∼ R3B2/6)
would exceed the gravitational binding energy (∼ 3GM2/5R), and the field
would induce a dynamical instability of a hydrostatic configuration (Chan-
drasekhar & Fermi, 1953; Shapiro & Teukolsky, 1983; Lai & Shapiro, 1991).
These estimates agree with detailed numerical simulations(Bocquetet al., 1995;

5It is interesting to note that the same order of magnitude forthe neutron-star field strength could have been
expected on the basis of the approximate proportionality ofstellar angular momenta and magnetic moments.
Similar arguments led Blackett (1947) to the prediction of magnetic white dwarfs.
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Cardallet al., 2001) which indicate that the internal magnetic field of a neutron
star cannot exceed a few times1018 G.

Strong magnetic fields induce a large variety of phenomena inneutron star
atmospheres and magnetospheres, reviewed, e.g., by Harding & Lai (2006).

1.3.9 Seismology

Like other stars, neutron stars are good resonators, where oscillation modes
can be excited. These modes can be numerous, including, particularly, funda-
mental (f), pressure (p), gravity (g), Rossby (r) modes (see, e.g., McDermottet
al. 1988a; Stergioulas 2003). The period of fundamental radialoscillation is
∼(0.5–1) ms. Observations of oscillations have potential toexplore the internal
structure of neutron stars (see, e.g., Kokkotaset al.2001 and references therein).
Some modes can be unstable and grow with time till they saturate due to nonlin-
ear effects. In particular, these can ber-modes which are generically unstable in
rotating stars composed of perfect fluid (see, e.g., Andersson & Kokkotas 2001,
Lee & Yoshida 2003 and references therein). They are extensively studied as
possible sources of gravitational radiation from rapidly rotating neutron stars.

1.4. Observations versus theory

Neutron stars are observed in all bands of electromagnetic spectrum in our
Galaxy and in nearby satellite galaxies (such as the Large Magellanic Cloud
and Small Magellanic Cloud). The neutron star astronomy is extending into
the Local group of galaxies and even further. For instance, X-ray bursters
(§1.4.6) have been observed in the galaxy M31 (Pietsch & Haberl, 2005), and
an ecpipcing X-ray binary has been discovered in the galaxy M101 outside the
Local group (Liuet al., 2006). We outline main observational manifestations
of neutron stars and mention also some theoretical work on interpretation of
these manifestations. The same star can manifest itself in different ways. Our
description will inevitably be schematic and bibliographyincomplete. We sum-
marize numerous observational manifestations of neutron stars in Table 1.1. We
hope that the table will simplify reading of this section. The table heading is
just the title of the conference which took place from September 30 till October
11, 1996, in Italy on Lipari, one of the Aeolian Islands in theTyrrhenian Sea
off the north coast of Sicily.

1.4.1 Telescopes

Observational technique is fascinating and rapidly developing. The best way
to learn on details is to use the Internet; every telescope has its own web site.
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Table 1.1. The many faces of neutron stars

Objects Manifestations

Neutron stars (NSs): emitters of radio, infrared, optical,ultraviolet, X-ray, gamma-ray
radiation; high-energy particles; neutrinos; gravitational waves

Neutron stars: associated or not directly associated with supernova remnants
(SNRs)

Neutron stars: isolated stars or binary members
Pulsars (PSRs): radio, classical X-ray, anomalous X-ray (AXPs), gamma-ray,

millisecond, glitching, noising, powering pulsar wind
nebulae (PWNe) and bow shock nebulae (BSNe)

Pulsars: powered by rotation, accretion, magnetic field (magnetars)
Magnetars: AXPs and soft gamma-ray repeaters (SGRs)
Isolated neutron stars: pulsars, compact central objects in SNRs (CCOs), dim objects,

old objects accreting interstellar medium, magnetars
NSs in binaries: with nondegenerate stars, white dwarfs, NSs
NSs in binaries: transient and persistent sources
NSs in binaries: low-mass and high-mass X-ray binaries (LMXBs and HMXBs)
NSs in binaries: soft X-ray transients (SXTs), hard X-ray transients, X-ray bursters,

(classical) X-ray pulsars, sources of quasiperiodic
oscillations (QPOs)

Electromagnetic emission. Neutronstars are multiwavelengthemitters. They
are observed in radio, infrared, optical, ultraviolet, X-ray and gamma-ray spec-
tral bands.

Radio observations are conducted with ground based telescopes or their ar-
rays throughout the world. The examples are theArecibo(Fig. 1.7) andParkes
telescopes. Near infrared and optical observations can be performed with large
ground based telescopes (such as theKecktelescope, theVery Large Telescope
(VLT), the Subarutelescope) because neutron stars are weak in these bands.
Ultraviolet (and optical) observations are performed withthe Hubble Space
Telescope (HST).

Extreme ultraviolet, X-ray and gamma-ray observations of neutron stars are
conducted with space observatories. The best X-ray observatories suited for
such observations by 2006 are theChandra(Fig. 1.8) andX-ray Multi Mir-
ror (XMM-Newton)observatories, and also theRossi X-ray Timing Explorer
(RXTE). The examples of gamma-ray observatories operating by 2006are the
High Energy Transient Explorer (HETE-2)and theInternational Gamma-Ray
Astrophysics Laboratory (INTEGRAL).
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Figure 1.7. TheAreciboradio telescope; 305 meters in diameter. The platform suspended above
the reflector weighs 500 tons (photo courtesy of the NAIC – Arecibo Observatory, a facility of
the NSF).

Neutrino observatories. The neutrino luminosity of neutron stars in several
minutes after their birth becomes too week to be detected directly. However,
one expects to detect a splash of neutrino emission for a few ten seconds preced-
ing a visual supernova explosion at a neutron star birth (§1.4.2). The examples
of currently operating neutrino observatories are theSudbury Neutrino Ob-
servatory (SNO)and theKamioka Liquid-scintillator Anti-Neutrino Detector
(KamLAND).

Gravitational-wave observatories. Rapidly rotating neutron stars may lose
axial symmetry (e.g., due tor-mode instability, see§1.3.9) and emit gravita-
tional waves. Compact binaries containing neutron stars are even much more
efficient sources of gravitational radiation (especially at the final inspiral stage;
see§9.1). Gravitational radiation of double neutron star binaries and neutron
star – white dwarf binaries has already been observed indirectly, by detecting
relativistic decayof pulsar orbits. It is hoped that directdetectionof gravitational
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Figure 1.8. Artistic view of theChandraX-ray satellite in orbit (illustration courtesy of NGST).

waves will be made soon after 2006 with the new generation of gravitational ob-
servatories, such as the ground-basedLaser Interferometer Gravitational-Wave
Observatory (LIGO), European Gravitational Observatory(VIRGOdetector),
and theLarge Interferometer Space Antenna (LISA).

1.4.2 Birth in supernova explosions. Supernova connection
Neutron stars are final products of stellar evolution. It is widely accepted

that they are born in supernova explosions after their presupernova progeni-
tors (giant or supergiant stars) exhaust nuclear fuel in their cores. The cores
undergogravitational collapseinto neutron stars (or black holes), while outer
presupernova layers are blown away by an expanding shock wave, producing
supernova remnants. The whole event is usually referred to as acore-collapse
(type II) supernova explosion (see, e.g., Imshennik & Nadyozhin 1988; Arnett
1996, and references therein). The neutron star – supernovaconnection was
suggested by Baade and Zwicky in 1933 as described in§1.2.

The explosion, which occurs in the presupernova core, triggers a shock wave
propagating outward (after bouncing off the dense core). Ittakes several hours
for the shock to travel through extended presupernova outerlayers. At this
stage the presupernova, observed from outside, looks just as usual, as if nothing
happened in its interior. After the shock reaches the surface, it produces a splash
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of radiation in all bands of electromagnetic spectrum to be observed as a su-
pernova event. In addition, the core collapse itself shouldbe accompanied by a
powerful outburst of neutrino emission and, possibly, of gravitational radiation.
These events could be detectable by neutrino and gravitational observatories
prior to the electromagnetic outburst.

Supernova explosions are accompanied by an enormous energyrelease, a
few times1053 erg in total (of the order of the gravitational energy of a neutron
star, Eq. (1.1)). It is expected that the energy is mostly released in the form of
neutrinos. About 1% of the total energy transforms into the kinetic energy of
the explosion ejecta, and only a minor part (∼ 1049 erg) into electromagnetic
radiation; a smaller part can be emitted in the form of gravitational waves.

Theoretical simulations of gravitational collapse are extremely complicated
because they should generally involve three-dimensional hydrodynamics with
neutrino transport and convection. Many attempts to simulate the collapse
(in inevitably restricted formulations) failed to reproduce a neutron star birth
accompanied by the formation of a powerful outgoing shock wave (see, e.g.,
Janka 2004 and references therein). The collapse and supernova explosion can
be strongly affected by the combined effect of stellar rotation and magnetic field
(see, e.g., Moiseenkoet al.2003, Akiyamaet al.2003, and references therein).

A gravitational collapse of a degenerate stellar core occurs on time scales of
0.1 s. If the shock wave produced by the core bounce is successful in ejecting
the outer layers, it should result in the appearance of aprotoneutron starwith
the internal temperatureT ∼ 1011 K (see, e.g., Ponset al.2001 and references
therein). This protoneutron star is very special. It is hot,opaque to neutrinos,
and larger than an ordinary neutron star. It lives for about one minute and
transforms then into an ordinary neutron star which is transparent for neutrinos.

Current estimates of supernova explosion rate in the Galaxyare uncertain
and give one event per 60–1000 years (e.g., Arzoumanianet al. 2002). Elec-
tromagnetic radiation from some of these explosions cannotbe observed from
the Earth, being hidden by gaseous and dust-grain clouds in the Galactic plane.
The total number of neutron stars in the Galaxy is estimated as108−109. Only
a very limited fraction of these stars can be observed.

Supernova explosions in the Galaxy were observed by naked eye centuries
ago (for recent reviews of suchhistorical supernovaesee Green & Stephenson
2002, 2003). The most prominent observation is dated back to1054. It was the
birth of the Crab Nebula and the Crab pulsar at its heart. In modern times, it was
sinologistÉdouard Biot (the son of famous physicist J.-B. Biot) who first paid
attention to a “guest star” reported in Chinese chronicles for AD 1054 (Biot,
1846). Other Chinese, Japanese, Arabic, and European historical records were
discovered in the 20th century. The extraordinary bright star appeared probably
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in April,6 remained visible in daylight till August of 1054 and gradually faded
away to 1056. Lundmark (1921) listed this star as a “suspected nova,” Hubble
(1928) noticed that its position was at the center of the CrabNebula, and Mayall
(1939) identified it as a supernova.

Nowadays astronomers detect several tens of type II supernovae per year
from distant galaxies (too far away to study collapsars).

Any association of a neutron star with a supernova remnant has a great impor-
tance: the age and distance to the star are those of the remnant. Many neutron
stars acquire large proper velocities (kicks,§1.4.7) during their births and leave
quickly their parental supernova remnants. Supernova remnants themselves
dissolve in∼ 105 years after explosion. Thus, the majority of neutron stars are
not related to observable supernova remnants.

A newly born neutron star remains hidden behind an expandingsupernova
envelope for several years. This prevents direct observation of very young
neutron stars.

The most famous supernova detected in the present epoch is the supernova
1987A. It was discovered in the nearby Large Magellanic Cloud on February
23, 1987, really close (∼ 50 kpc) to us (see, e.g., Imshennik & Nadyozhin 1988;
Arnett 1996, and references therein). This is the first (and still the only one)
supernova from which the neutrino outburst was observed. All the attempts to
find a collapsar (a neutron star or a black hole) in this supernova remnant have
failed. Nearby supernova explosions are rare. However, we should be ready to
witness a new event.

Let us remark that neutron stars can also be formed via a collapse of ac-
creting white dwarfs in binary systems, after the white dwarf mass exceeds the
Chandrasekhar limit. Thisaccretion induced collapseoccurs only under spe-
cific conditions when electron captures effectively decrease the Chandrasekhar
mass limit (Nomoto 1987; Nomoto & Kondo 1991; for a review seeCanal
1994). The number of neutron stars formed in this way is expected to be small
(Fryer et al., 1999), but it may be the only viable scenario of their formation
in some binaries (see, e.g., Nomoto & Kondo 1991; van Paradijs et al. 1997,
and references therein). Let us remind that the majority of accreting white
dwarfs, whose masses become close to the Chandrasekhar limit, are disrupted
by a thermonuclear explosion, producing supernova Ia events (see Nomotoet
al. 1994 for a review).

6There were debates about the date of its appearance and aboutcredibility of different records. The most
detailed Chinese report indicates July 4, but other historical sources point to earlier dates. For the list of
the historical observations, references, and discussion,see Collinset al. (1999) and Polcaro & Martocchia
(2006).
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1.4.3 Evolutionary scenarios: Three driving forces
Many neutron stars are thought to be born as isolated stars from isolated

presupernovae (in neutron star community “isolated” is used for “solitary”).
However, many other neutron stars are born in binary systems(also see§1.4.6).
Their evolution can be drastically different from the evolution of isolated stars
(see, e.g., Lipunov 1992 and references therein). Let us assume that initially
a binary contains two ordinary stars. Depending on their masses and orbital
parameters, both companions undergo their nuclear evolution which can be
strongly affected by mass exchange (accretion from one companion to the other,
especially incompact binaries). Eventually, one of the companions mayexplode
as a supernova producing a neutron star (or a black hole). Theexplosion may or
may not destroy the binary. If survived, the binary continues its evolution and
the second component may explode as a supernova (although there are other
possibilities). If a compact double neutron star binary forms and survives,
its evolution is accompanied by intense gravitational radiation (§9.1.2); the
companions fall onto eachother and finallymerge producing apowerful outburst
of gravitational, neutrino, and electromagnetic radiation.

In addition to accretion, the evolution of neutron stars canbe strongly affected
by their rotation and magnetic fields. Thus, the evolution and observational
manifestations of neutron stars are regulated by thethree main factors:

Rotation, Accretion, and Magnetic Field.

We will illustrate the effects of these factors in the next sections (also see Table
1.1). The effects are often superimposed. For instance, themagnetic field and
rotation affect the regime of accretion on a neutron star and, hence, its X-ray
emission (§1.4.6). On the other hand, an intense accretion can spin up the
neutron star and affect its magnetic field. All in all, there are vastly different
scenarios of neutron star evolution. Statistical studies of the evolution can be
performed with population synthesis codes (see, e.g., Lipunov et al.1996).

1.4.4 Pulsars
Pulsarsare rotating neutron stars which produce pulsed emission (modulated

by their rotation). It is thought that the emission is generated in a neutron star at-
mosphere and/or magnetosphere. Naturally, the emission should be anisotropic
to be detected as pulsed. The anisotropy is caused by a neutron star magnetic
field.

Pulsars are subdivided intoradio pulsars, X-ray pulsarsand gamma-ray
pulsars, depending on the spectral range where pulsations are observed. Some
neutron stars, for instance, the Geminga and the Crab pulsars, show pulsations
in all spectral bands.

Pulsars can also be subdivided with respect to mechanisms which power
their activity. One can distinguishrotation powered, accretion powered, and
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magnetically poweredpulsars. We outline them in the next subsections. Pulsars
can be singleisolatedstars or enterbinary systems.

Radio pulsars. Radio pulsars(often calledpulsars, for short) are spinning
magnetized neutron stars which emit radio waves and operateas light houses
(§1.2). The radio emission is generated in pulsar magnetospheres (§1.3) and
is peaked with respect to magnetic poles. It can be observed only if a pulsar
beam crosses the Earth.

The majority of known neutron stars are observed as radio pulsars. By 2006
∼ 1700 radio pulsars have been observed. The information on radio pulsars
can be found in catalogues, for instance, in the Australia Telescope National
Facility (ATNF) catalogue [http://www.atnf.csiro.au/research/pulsar/psrcat/].

Many radio pulsars demonstrate very stable rotation and serve as superpre-
cise clocks. Radio telescopes allow observers to perform highly accurate pulsar
timing and measure the pulsar spin periodP , its time derivatives,Ṗ , and some-

times
..
P (see, e.g, Lyne & Graham-Smith 1998; Lorimer 2001; Livingstoneet

al. 2006, and references therein). Isolated radio pulsars showregular spindown
(Ṗ > 0) and spend their rotational energy to emit electromagneticradiation
and accelerate particles in their magnetospheres; they belong to the class of
rotation-powered pulsars (see below). Profiles, spectra, polarization and other
properties of radio emission give information on dispersion measure, useful for
estimating distances to pulsars, and on physical properties of pulsar magneto-
spheres. Timing of pulsars in binary systems is useful for measuring masses of
binary components and for studying the orbital parameters (§9.1).

Some radio pulsars show very rapid rotation (see§9.4). Pulsars with spin
periodsP . 30ms form a special class ofmillisecond pulsars. PSR B1937+21
withP = 1.558ms, the first discovered millisecond pulsar (Backeret al., 1982),
remained the fastest rotator till 2005, where still faster PSR J1748−2446ad with
P = 1.396 ms was discovered (Hesselset al., 2006). Many millisecond pulsars
are thought to be old (t & 109 years) neutron stars with small magnetic fields
(B . 108 − 109 G) recycled by accretion in binary systems.

Some radio pulsars, including the Crab pulsar, rarely showgiant pulsesof
radio emission. The intensity of giant pulses exceeds the intensity of ordinary
pulses by a factor of a few hundreds or even thousands. Giant pulses can be
very short (as short as 2 ns, once observed from the Crab pulsar, Hankinset
al. 2003). They can have extremely high brightness temperature(for instance,
exceeding5× 1039 K for PSR B1937+21, Soglasnovet al.2004).

Pulsar glitches. Glitchesare observed as sudden jumps∆Ω of pulsar spin
frequenciesΩ = 2π/P followed by a slow partial relaxation to a pre-glitch
regular spindown (̇P > 0). Relaxation time scales range over the period of days,
months or years. The relative frequency jumps∆Ω/Ω vary from∼ 10−10 to
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∼ 5× 10−6. Glitches are mainly observed from relatively young radio pulsars.
The first glitches were detected from the Crab and Vela pulsars (Boyntonet
al. 1969, Radhakrishnan & Manchester 1969, Reichley & Downs 1969). By
2006 one has observed∼ 100 glitches from∼ 30 pulsars. The strongest glitch
with ∆Ω/Ω ≈ 1.6 × 10−5 was detected by Hobbset al. (2002) from PSR
J1806–2125. Some glitches have been discovered in X-rays with the Rossi
X-ray Timing Explorer. In particular, such glitches have been observed from a
millisecond pulsar (PSR J0537–6910, Marshallet al.2004), an accreting pulsar
(KS 1947+300, Gallowayet al.2004), and an anomalous X-ray pulsar (1RXS
J170849.0–400910, Dall’Ossoet al.2003).

The most popular interpretation of glitches associates them with a sudden
unpinning of vortices of neutron superfluid in the neutron star crust. The idea
was proposed by Anderson & Itoh (1975) and Alpar (1977). The interpretation
requires the moment of inertia of crustal neutron superfluidto be∼ 1% of the
total moment of inertia of the star (see§9.7). The theory of pulsar glitches (see,
e.g., Larson & Link 2002 and references therein) has not beenvery elaborated
yet; comparison of observation and theory has potential to explore internal
structure of neutron stars.

Timing noise. In addition to glitches, pulsar timing reveals slow irregular or
quasiregular variations of pulses (over time scales of months, years, and longer)
calledpulsar timing noise. They look like random walks in pulsar rotation rate
(with relative variations of spin period. 10−10 − 10−8), spindown rate, or
pulse phase. Timing noise was discovered by Boyntonet al. (1972) in optical
timing observations of the Crab pulsar. Theoretical hypotheses on the nature
of timing noise are numerous (see, e.g., Cordes & Greenstein1981).

Free precession. Timing of a few isolated radio pulsars indicates that they
may undergo free precession (see, e.g., Link 2003 and references therein). The
most convincing evidence is provided by the observations ofPSR B1642–03
(Cordes 1993, Shabanovaet al.2001) and PSR B1828–11 (Stairset al., 2000).
In particular, the observations of PSR B1828–11 over 13 years show regular
variations of the pulsar emission with periods of≈ 500 and≈ 250 days. These
variations are thought to be produced by a free precession ofpulsar spin axis.
The precession period can be≈500 days (whereas the 250-day periodicity can
be interpreted as the second harmonic). If this interpretation is true, it gives the
direct evidence for the existence of a rigid neutron star crust (without which
free precession would be impossible). Recently, a much longer free-precession
period of≈ 7 years has been inferred from X-ray observations of the isolated
neutron star RX J0720.4–3125 by Haberlet al. (2006).
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Rotation-powered pulsars. The pulsar rotational energy isErot = IΩ2/2,
whereI is the moment of inertia. This energy can be very high. For the
Crab pulsar (P = 33.08 ms) at a typical valueI = 1045 g cm2 one gets
Erot ∼ 2× 1049 erg. BecausėP and hencėΩ can be measured, the rotational
energy release can be determined asĖrot = IΩΩ̇. For the Crab pulsar we have
Ṗ = 4.22 × 10−13 andĖrot ∼ 5× 1038 erg s−1.

The values ofP andṖ inferred from pulsar timing are widely used to estimate
pulsar magnetic fields and ages. The magnetic field is estimated assuming
that Ėrot is equal to the magnetic dipole energy loss rate (as producedby the
emission of electromagnetic waves by a rotating magnetic dipole in vacuum).
In this model,

IΩ̇ = N , N = −2Ω3B2
effR

6

3c3
, (1.12)

whereN is the torque acting on the pulsar due to the magnetic dipole radiation,
R is the stellar radius,Beff = Beq sinα, Beq is the magnetic field at the
magnetic equator, andα is the angle between the spin and magnetic axes. From
Eq. (1.12) one immediately has

Beff =

(
3Ic3

8π2R6
PṖ

)1/2

≈ 3.2 × 1019
I
1/2
45

R3
6

√
PṖ G, (1.13)

whereI45 isI in units of1045 g cm2, andR6 = R/106 cm. In the last expression
P is meant to be in seconds. One usually assumesI45 = 1, R6 = 1, uses the
measured values ofP and Ṗ , and treats the calculated value ofBeff as the
characteristic pulsar magnetic field. For instance, one getsBeff ≈ 3.8 × 1012

G for the Crab pulsar.
The basic equation for estimating the pulsar age comes from Eq. (1.12).

More generally, one can write the spindown torque asN = −AΩn, wheren
is thebraking index. Using this torque and assuming a constantn, from Eq.
(1.12) one immediately gets:Pn−1Ṗ = const. Integrating from the pulsar
birth t = 0 to a current aget, one obtains

t =
P (t)

(n− 1) Ṗ (t)

{
1−

(
P (0)

P (t)

)n−1
}
. (1.14)

If a newly born pulsar rotated much faster than now (P (0) ≪ P (t)), then
t = P/[(n − 1)Ṗ ]. For the magnetic dipole model (with the braking index
n = 3), the last expression reduces to the very well known formula

t = P/(2Ṗ ). (1.15)

The age estimated in this way is called thecharacteristic pulsar age. For
instance, the characteristic age of the Crab pulsar ist = 1240 years, in a
qualitative agreement with its true age (see§§1.4.2 and 9.5).
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From Eq. (1.12) withN = −AΩn one getsn = Ω
..
Ω/Ω̇2. If P , Ṗ , and

..
P are measured from pulsar timing, this equation allows one todeterminen.
The braking indices, measured for several pulsars, are smaller thann = 3
(Livingstoneet al., 2006). For instance, Lyneet al.(1988) reportedn = 2.5 for
the Crab pulsar. Taking this value and the true age, from Eq. (1.14) we obtain
the initial spin periodP (0) ≈ 18.7 ms.

Pulsar magnetospheres. It is clear that characteristic magnetic fields and
characteristic pulsar ages may differ from real fields and ages. The simplicity
of the models used in the preceding paragraph is illusive. Infact, the pulsar
energy losses occur due to complicated processes in pulsarmagnetospheres,
which occupy space above atmospheres (see, e.g., Beskinet al. 1993, Beskin
1999, Melrose 2000, and references therein). Magnetized spinning neutron
stars operate as unipolar inductors and generate magnetospheric electric fields.
In those places of the stellar surface, where the electric field has a favorable
direction and sufficient strength, it can pull electrons (orperhaps even ions)
from the surface into the magnetosphere filling it by a rarefied plasma.

The magnetosphere is an important place, where magnetospheric electro-
magnetic emission is formed and plasma particles are accelerated. It is con-
venient to introduce alight cylinder of radiuscP/(2π) around the pulsar spin
axis. At this cylinder, the velocity of a hypothetical reference frame corotating
with the star would reach speed of light. The space within this cylinder is called
thecorotationzone. In this zone the outer stellar magnetic and electric fields
are nearly stationary in the reference frame corotating with the star. Outside
the light cylinder the electromagnetic fields become essentially dynamic.

The corotation zone is further subdivided into the regions of closed(inside
this zone) andopenmagnetic field lines. It is believed that the space of closed
field lines is filled by the “Goldreich-Julian” plasma distributed in such a way
that the electric field created by charged particles in the pulsar-corotating ref-
erence frame compensates the projection of the electric field, induced by the
pulsar magnetic field, onto magnetic field lines. The space ofclosed mag-
netic field lines is inactive for particle acceleration and radiation generation.7

Therefore, the main magnetospheric activity is limited by the region of open
magnetic field lines in the corotation zone. Charged particles are moving along
magnetic lines and accelerated by the electric field component parallel toB.

7For estimates, one usually assumes the charge density≃ −Ω ·B/(2πc), derived by Goldreich & Julian
(1969) for a steady-state, axially symmetric configurationwith a dipole magnetic field aligned with the pulsar
spin axis. A more general formula for the charge density around a rotating body with the dipole field (not
necessarily aligned with the spin axis) had been derived by Hones & Bergeson (1965) four years earlier. One
should note, however, that the Goldreich-Julian magnetosphere model suffers from theoretical difficulties,
and the corresponding plasma density distribution is likely unstable. Thus, the real charge density can differ
from the Goldreich-Julian model (for review, see Michel 2004 and references therein).
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The electric field can be strongly affected, among other things, by general
relativistic dragging of inertial frame around the spinning star (Muslimov &
Tsygan, 1990, 1992). The accelerated electrons emit quantadue to curvature of
magnetic field lines. These quanta may produce electron-positron pairs; newly
born electrons undergo further acceleration and curvatureradiation, leading to
new pair production and inducing thus pair cascading. It is also important to
take into account inverse Compton scattering. The flow of electrons pulled
away from the star is likely superimposed with the flow of positrons moving
toward the stellar surface. In different places of the magnetosphere the charged
particles emit radiation in different spectral bands, withdifferent beaming and
polarization. As a result, a powerful (nonthermal) magnetospheric emission
is created in the widest spectral range, from radio waves to hard gamma-rays,
accompanied by a flow of highly energetic particles. The latter flow produces
a pulsar windwhich feeds uppulsar wind nebulae. Many theoretical aspects
of this schematic model of rotation-powered pulsars are still not elaborated.

Dependingonneutronstar parameters (particularly, onmagnetic field strength
and geometry, relative orientation of magnetic and spin axes) and on a theoret-
ical description of magnetospheric processes, one can obtain different models
of active magnetospheric zones. In some models, which are called polar cap
models, these zones are placed in the vicinity of magnetic poles near the pulsar
surface. In other models, the active magnetospheric zones are located much
higher above the surface, in the outer magnetosphere. They are the so called
outer gapmodels. In both types of models the inverse positron currentcan be
sufficiently strong to heat (magnetic) polar cap regions andcreate hot spots on
the stellar surface.

As a result, the total pulsar spindown loss rateĖspin is thought to be approxi-
mately the same as produced by the magnetic dipole radiationin vacuum, but the
entire physics is different. In particular, only a small fraction (∼ 10−6) of Ėspin

is radiated away at radio frequencies while the rest is emitted in high-energy
bands and in the form of pulsar wind, which may create a pulsarwind nebula.
For instance, the energy generated by the Crab pulsar is sufficient to feed up the
entire plerion Crab Nebula. Synchrotron radiation detected from the Nebula
gives a strong evidence of particle acceleration in the pulsar magnetosphere.
An X-ray image of the Nebula obtained with theChandraobservatory is shown
in Fig. 1.9.

Some pulsars have very high velocities (§1.4.7). The interaction of their
winds with the interstellar medium can createbow-shock nebulaein which the
pulsar wind is confined by ram pressure. A spectacular example is provided by
the Guitar nebula (see, e.g., Chatterjee & Cordes 2004).

P − Ṗ diagram. The death line. The evolution of pulsars is often studied by
plotting them on theP − Ṗ diagram (see, e.g., Lyne & Graham-Smith 1998 and
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Figure 1.9. ChandraX-ray image of the Crab Nebula with rings of high-energy particles sup-
plied by the pulsar (in the center) at a distance of more than one light year from it. Jet like
structures perpendicular to the rings are also produced by high-energy particles moving away
from the pulsar. Photo credit: NASA/CXC/SAO.

Lorimer 2001, and references therein). These studies do notshow any strong
evidence of the magnetic field evolution. The majority of radio pulsars have
Beff ∼ 1012 G, although a few of them have much higherBeff . For instance,
PSR J1847–0130 hasBeff ≈ 0.94×1014 G, as high as in magnetars (see below).
Old and slowly rotating isolated neutron stars induce much weaker electric fields
(in their comoving reference frames) and cannot produce powerful outflow of
charged particles from their surfaces. In this way they cannot support their
magnetospheric activity and cease to operate as radio pulsars. These neutron
stars (dead pulsars) have largeP and smallṖ and could have been placed in
the corresponding corner of theP − Ṗ diagram, separated from the main part
of the diagram by the so calledpulsar death line.
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1.4.5 Isolated neutron stars
The majority of isolated neutron stars are observed only as radio pulsars.

However, more than 100 of them have been detected by 2006 in other spectral
bands.8 Let us describe them in more detail.

Cooling isolated neutron stars. If an isolated neutron star possesses a strong
magnetic field and rotates rapidly, it behaves as a rotation-powered pulsar
(§1.4.4), emitting a non-thermal multiwavelength magnetospheric radiation
and thermal-like radiation from hot polar caps (spots) on the surface. The
examples of such multiwavelength sources are the Vela and Geminga pulsars.
In addition, young (t . 103 years) or middle-aged (t . 105 − 106 years) neu-
tron stars can be sufficiently hot inside (§1.3.7). The thermal flux emerging
from their interiors is radiated away through their atmospheres. This thermal
radiation is thus powered by the internal thermal energy of the star. The ex-
pected surface temperaturesTs of middle-aged stars range from∼ 2 × 105 to
∼ 106 K. The thermal radiation of such stars is mainly emitted in soft X-rays
and extreme ultraviolet; its Rayleigh-Jeans tail may be detected in optics and
far ultraviolet.

The attempts to discover thermal X-ray radiation from isolated neutron stars
were made even in the pre-pulsar era but failed (§1.2). The next attack was
undertaken with the launch of theEinsteinX-ray orbital observatory (1978–
1981). The important contribution was made by theRöntgen Satellite (ROSAT,
1990–1998). The current observational status is reviewed,for instance, by
Pavlovet al. (2002), Pavlov & Zavlin (2003), and Kaspiet al. (2004); also see
§9.3.1.

The magnetospheric and/or polar-cap radiation of young stars is expected
to be strong enough to outshine their thermal surface radiation. The radiation
from polar caps of old pulsars (t & 105 − 106 years) can also be stronger
than the thermal radiation from their entire surfaces. Nevertheless, the thermal
radiation from the entire surface has been detected or constrained from a dozen
of isolated middle-aged neutron stars. In particular, the X-ray observations of
the Vela pulsar (the characteristic aget = 1.1 × 104 years) can be described
using a hydrogen atmosphere model andTs ∼ 7× 105 K (Fig. 1.10).

Apart from cooling neutron stars, which are observed as radio pulsars (like
the Vela pulsar), there are radio quiet cooling isolated neutron stars of different
types.

In particular, there is an interesting class of several radio-quiet neutron stars
dubbedcompact central objects (CCOs)in supernova remnants. Their distances
and ages are thought to be those of host supernova remnants. The best investi-

8These sources are listed in the online catalog http://www.ioffe.ru/astro1/psr-catalog/Catalog.php.
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Figure 1.10. Multiwavelength spectrum of the Vela pulsar (from Pavlovet al.2002 with the kind
permission of the authors). The solid line shows the fit to theChandraX-ray observations with
the model spectrum of the thermal (neutron-star hydrogen atmosphere model) plus nonthermal
(power-law) radiation components (including the effect ofinterstellar absorption). The dot-and-
dashed line is the extrapolation of the fit to the ultravioletand optical bands. The dotted line is
the same extrapolated fit but excluding the effect of interstellar absorption. The various symbols
show the spectrum detected with other observatories in the optical and gamma-ray bands.

gated object is J1210–5226 (=1E 1207.4–5209) in the center of the supernova
remnant G296.5+10.0 (t ≈ (3−20)×103 years). It is the first isolated neutron
star found to exhibit pronounced spectral features (X-ray absorption spectral
lines) in its radiation spectrum (Sanwalet al., 2002) although the interpretation
of these features seems ambiguous. Its radiation contains the thermal compo-
nent which can be interpreted with the aid of a hydrogen atmosphere model
as the thermal radiation from the surface of the neutron starwith the effective
temperature∼ (1.4 − 1.9) × 106 K. Some other objects (e.g., J2323+5848
in Cassiopeia A,t ∼ 320 years) show thermal-like radiation which cannot be
emitted from the entire stellar surface. The radius of the emission region, in-
ferred from observations, is 0.5–1 km, much smaller than theexpected neutron
star radius. This radiation may be produced by a spot on the neutron star sur-
face, but in this case the absence of pulsations of the observed radiation requires
explanation.
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There is also a class ofdim isolated neutron starsnot associated directly
with supernova remnants. Their emission is characterized by black-body X-ray
spectra with the effective temperatures∼ (0.5−1)×106 K. They are probably
nearby isolated neutron stars. The most famous is RX J1856.5–3754 discovered
by Walteret al. (1996). Parallax measurements give the distance140 ± 40 pc
which makes this object one of the closest observed neutron star (Kaplanet al.,
2002)9 the age∼ 5× 105 years is estimated from kinematics of proper motion.
Observations show no spectral lines and no pulsations. The effective surface
temperature is estimated to beTs ≈ 4.3 × 105 K (Ho et al., 2007). Another
example – RX J0720.4–3125 – is a dim object which shows periodic variations
with a long periodP = 8.4 s. Its characteristic age ist ∼ 1.3 × 105 years,
andTs ∼ 5 × 105 K. This object shows a phase-dependent absorption feature
(Haberlet al., 2004) and precession (Haberlet al., 2006).

Soft gamma repeaters + anomalous X-ray pulsars = magnetars.Soft
gamma repeaters and anomalous X-ray pulsars are two other types of isolated
neutron stars. They seem to form a larger class ofmagnetars(see, e.g., Thomp-
son 2002, Kaspi 2004, and references therein).

Soft gamma repeaters (SGRs)are sources of repeating soft gamma-ray and
X-ray bursts. Typical bursts last for∼ 0.1 s and have energies∼ 1041 erg.
Their bursting activity is highly irregular. Years of quietstates are interlaced
with weeks of hundreds of bursts. By 2006 four soft gamma repeaters and
two candidates have been discovered. The first discovered object, SGR 0525–
66, is in the Large Magellanic Cloud, whereas other ones are in the Galactic
plane. The most remarkable events were three gigantic gamma-ray bursts, much
stronger than typical bursts. The first one was detected fromSGR 0525–66 on
March 5, 1979 (Mazetset al., 1979a), the second one was detected from SGR
1900+14 on August 27, 1998 (Hurleyet al., 1999) and the third from SGR
1806–20 on December 27, 2004 (e.g., Hurleyet al.2005; Mazetset al.2005).
The energy of the third burst was especially huge and exceeded 1046 erg.

Periodic pulsations with large periods, from 5 to 8 s, have been detected in
X-rays from the three sources. Two of them show pulsations inquiescent states
which have enabled one to measureṖ . In particular, one has gotP = 5.2 s
and Ṗ = 6.1 × 10−11 for SGR 1900+14. Then Eq. (1.15) gives the charac-
teristic aget ∼ 1.3 × 103 years. Using Eq. (1.13) (with all the reservations
about its validity!), we immediately obtain an enormous characteristic mag-
netic fieldBeff ∼ 5.7 × 1014 G. There are other arguments that soft gamma
repeaters are young, slowly rotating and rapidly spinning down neutron stars
with superstrong magnetic fieldsB ∼ 1014–1015 G.

9By the time of this writing, the most recent parallax measurements give the distance∼ 160 pc (D.L. Kaplan
et al., in preparation).
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Anomalous X-ray pulsars (AXPs)are sources of pulsed X-ray emission. The
pulsation periods range from 6 to 12 s, and the X-ray luminosities range from
∼ 1033 to∼ 1035 erg s−1. These pulsars differ from the classical X-ray pulsars
in X-ray binaries (§1.4.6) by the absence of any evidence that they enter binary
systems. By 2005 five AXPs were discovered, together with several candidates.
Some of them have been detected in optical. In most of the cases pulsar timing
has been performed and the values ofṖ have been measured. The estimated
characteristic ages are slightly higher than for soft gammarepeaters, but the
characteristic magnetic fields are of the same order of magnitude. For instance,
for 1E 1048.1–5937 one hasP = 6.4 s,Ṗ = 3.3×10−11, t ∼ 3.1×103 years,
andBeff ∼ 4.7× 1014 G.

Therefore, AXPs have much in common with soft gamma repeaters. A solid
piece of evidence that these sources are related was provided by the discovery of
bursting activity of AXPs (in particular, two bursts, separated by 16 days, from
1E 1048.1–5937, Gavriilet al.2002; and over 80 bursts detected in June 2002
from 1E 2259+586, Kaspiet al.2003). It is currently assumed that soft gamma
repeaters and AXPs belong to the same class of neutron stars,which are called
magnetically powered pulsarsor magnetars– neutron stars with superstrong
magnetic fields. The magnetar hypothesis was put forward, ontheoretical
grounds, by Duncan & Thompson (1992) and Paczyński (1992).Soft gamma
repeaters are thought to be younger and transform into a AXPsin the course of
their evolution. The sources of both types can be powered by huge magnetic
fields located in neutron star interiors. Bursts are thoughtto be associated
with episodic releases of stresses caused by the evolution of magnetic fields
in neutron star crusts. The superstrong magnetic field is estimated to decay in
∼ 104 years hampering the activity of these sources when they become older.
Further observations are required to confirm these ideas.

1.4.6 Neutron stars in binary systems – X-ray binaries

Neutron stars have been observed in binaries with other neutron stars, white
dwarfs, and nondegenerate stars. These systems are useful for measuring neu-
tron star masses, testing theories of stellar evolution, and solving many other
problems (see, e.g.,§9.1). We are still waiting for a discovery of a neutron star
in binary with a black hole. Observed binaries can be dividedinto wide systems
(without mass exchange) and more compact systems (with masstransfer, which
often results in accretion onto a neutron star). If the mass transfer is absent, a
neutron star behaves usually as an isolated object (§1.4.5). A mass transfer in
a compact binary makes this binary an X-ray source. Such systems are called
X-ray binaries, and they are outlined below. Many of them are observed not
only in X-rays but also in other spectral bands. Some X-ray binaries contain
black holes rather than neutron stars.
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There is a rich phenomenology of X-ray binaries containing neutron stars
(see, e.g., Lipunov 1992 and Lewinet al. 1997; also see Table 1.1). Their
X-ray emission is generated either at (near) neutron star surfaces and/or in
accretion disks. Generally, these binaries are divided into high-mass X-ray
binaries (HMXBs),M2 & (2−3)M⊙, andlow-mass X-ray binaries (LMXBs),
M2 . M⊙, with respect to companion massesM2. By 2006, about 100 low-
mass X-ray binaries and about 40 high-mass X-ray binaries containing neutron
stars have been discovered. Neutron star companions in high-mass binaries
are usually massive O-B stars, while in low-mass binaries they are dwarf stars
(particularly, red dwarfs). Massive O-B stars produce strong stellar wind; its
accretion on a neutron star may be nearly spherical. Life times of massive main-
sequence stars, and hence life times of high-mass X-ray binaries are sufficiently
short. A strong accretion from dwarf companions in compact low-mass X-ray
binaries occurs if a dwarf star fills its Roche lobe and the plasma outflows
through the first Lagrange point. This accretion regime is favorable for the
formation of an accretion disk. X-ray emission produced by apopulation of
(unresolved) high-mass X-ray binaries in distant galaxiesserves as the indicator
of the star formation rate in these galaxies (see, e.g., Grimm et al.2003).

X-ray binaries can be sources ofregular (periodic) andirregular emission;
they can also be subdivided intopersistentand transientsources. The latter
sources are calledX-ray transients. X-ray binaries can be observed asX-ray
pulsars, X-ray bursters, sources ofquasiperiodic X-ray oscillations(QPOs),
etc. X-ray pulsars are powered by accretion. These accretion-powered pulsars
should not be confused with rotation-powered pulsars or AXPs, §§1.4.4 and
1.4.5. The complicated phenomenology of X-ray binaries reflects the complex
nature of these sources which is far from being clear. The same source can
manifest itself in different ways. For instance, Vela X-1 isa classical (accre-
tion powered) X-ray pulsar, a persistent source of regular X-ray pulsations. A
0538–66 is also an X-ray pulsar whose activity is transient.XTE J2123–058
(§9.1.1c) is an X-ray transient which demonstrates X-ray bursts and quasiperi-
odic oscillations.

X-ray transients. They are X-ray sources which go from active (or ‘on’) to
quiescent (or ‘off’) states and back on timescales of some hours and longer. As
a rule, quiescent states last longer than active ones. The first transient, Cen X-2,
was discovered by Harrieset al. (1967) in April 1967 with rocket-born X-ray
detectors.

X-ray transients do not form a uniform class of objects. For instance, the
X-ray pulsar A 0538–66 with the spin periodP = 69ms demonstrates transient
X-ray activity with the well determined periodPb = 16.66 days, which is the
orbital period in a highly eccentric binary. Strong accretion, which powers the
pulsar, occurs only near periastron passages and turns the system into active
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states for short periods of time. However, the majority of transients show
irregular sequence of active states (weeks–months or even years) interspersed
with longer periods of quiescence (months–years or even decades). Active
states can be switched on by many mechanisms, particularly,by instabilities in
accretion disks, irregular outflow of matter from a donor star, or by the changes
of the accretion regime near a neutron star surface.

Some X-ray transients, for instance 4U 0115+63, have hard spectra in active
states, withspectral fluxes extended to some tens keV. Theyare calledhardX-ray
transients (HXTs), and they are usually identified with high-mass X-ray binaries
(with Be companions). Other transients have softer spectra(extended to. 1−2
keV in active states). Accordingly, they are calledsoft X-ray transients. They
are compact low-mass X-ray binaries. Some soft X-ray transients in quiescence
(for instance, Aql X-1) show thermal-like radiation component which can be
fitted by neutron-star atmosphere models. As suggested by Brownet al.(1998),
this radiation emerges from the interiors of warm neutron stars (with the surface
temperatures∼ 106 K) being produced by deep crustal heating in the inner
crust. The heating mechanism proposed by Haensel & Zdunik (1990a) consists
in pycnonuclear burning of accreted matter sinking in the crust under the weight
of newly accreted material. There is a close correspondence(see, e.g., Yakovlev
& Pethick 2004 and references therein) between the theory ofthermal states
of transiently accreting neutron stars and the theory of neutron star cooling
(§1.3.7). Some X-ray transients have short active states (hours–days).

X-ray pulsars in X-ray binaries. They are accretion-powered rotating and
strongly magnetized neutron stars in compact binaries. Thefirst source recog-
nized as an X-ray pulsar was Cen X-3 (in observations of Schreier et al.1972
with theUhuruX-ray satellite). There are about 35 X-ray pulsars in our Galaxy
known by 2006. They mainly enter high-mass X-ray binaries (HMXBs) with
intense accretion. An example is Vela X-1, a binary with the orbital period
Pb ≈ 9 days. It consists of a neutron star and a companion, GP Vel, a B0.5
Ib supergiant whose mass is (23–28)M⊙ (§9.1.1b). The pulsar spin period is
P = 283 s. GP Vel nearly fills its Roche lobe and produces a powerful stellar
wind. The star is bulky and creates eclipses of the X-ray source. Many X-ray
pulsars are very slow rotators (P & 100 s) but not all (e.g.,P = 69 ms for A
0538–66).

It is thought that the accretion is channeled by the pulsar magnetic field into a
thinaccretion columnnear the neutron star surface. Strong X-ray emission from
these columns corotating with neutron stars creates regular X-ray pulsations.
The accretion energy release rate can be estimated as

Ėacc ≈ GMṀ/R ≈ 8.4 × 1035Ṁ−10 (M/M⊙)/R6 erg s−1, (1.16)
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whereṀ−10 is the mass accretion ratėM in units of10−10M⊙ yr−1. X-ray
luminosities of X-ray pulsars range from∼ 1035 to∼ 1039 erg s−1. As a rule,
an intense accretion spins up a neutron star, decreasing thepulsar spin period
P (in contrast to rotation-powered pulsars). However, rotation of some pulsars
(e.g., Vela X-1) is nearly spun up to the equilibrium limit; their spin periods
seem to undergo variations around these steady-state values.

Spectra of some X-ray pulsars show prominent electron cyclotron lines which
serve to directly measure pulsar magnetic fieldB. The cyclotron lines are
observed at photon energies∼ ~ωc ∼ (30−50) keV (whereωc is the electron
cyclotron frequency) and giveB ∼ (3−5)×1012 G. These lines were predicted
by Gnedin & Sunyaev (1974) and discovered by Trümperet al. (1978) in the
spectrum of Her X-1.

X-ray bursters. On September 28, 1975 Grindlayet al. (1976) discovered
two X-ray bursts from the X-ray source 4U 1820–30 in the globular cluster
NGC 6624 with theAstronomical Netherlands Satellite (ANS). Since thenX-
ray burstershave been observed many times (see, e.g., Strohmayer & Bildsten
2006). The total number of detected X-ray bursters is about 50. An X-ray burst
lasts usually from a few to a few tens of seconds. Bursts repeat quasiperiodically
with the recurrence time of several hours. X-ray bursts are thought to occur on
the surfaces of neutron stars in compact low-mass X-ray binaries (LMXBs). A
low-mass companion fills its Roche lobe and ejects matter, which is accreted
by a neutron star. In some cases, X-ray eclipses have been detected. X-ray
bursters concentrate within the Galactic bulge; many (but not all) are observed
in globular clusters. The bursts are detected in soft X-rays, their spectra are
much softer than the spectra of X-ray pulsars. Soft X-ray transients in active
states are usually bursting sources.

All X-ray bursts are subdivided into two nonequal parts: type I and type II
bursts. Type I bursts are widespread phenomena. X-ray luminosityLX in burst
maxima often reaches the Eddington limit,LEdd ∼ 1038 erg s−1, Eq. (1.3).
An X-ray energy emitted during one burst constitutes typically ∼ 10−2 of the
energy emitted during a recurrence (quasi)period. Type I bursts are explained by
explosive thermonuclear burning of accreted matter on the surfaces of neutron
stars with low magnetic fields (B . 108 − 109 G). The nuclear energy release
(∼ 5 MeV per one accreted nucleon) is just∼ 10−2 of the accretion energy
(∼ 200 MeV per nucleon) responsible for the persistent X-ray emission. The
instability of accreted matter with respect to nuclear burning was predicted by
Hansen & Van Horn (1975); it was related to X-ray bursters by Woosley &
Taam (1976). The state of the theory by 2004 is described, forinstance, by
Strohmayer & Bildsten (2006) and Woosleyet al. (2004).

Among all X-ray bursts, one can clearly distinguish the so calledsuperbursts.
They were discovered in the system 4U 1735–444 by Cornelisseet al. (2000).
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They are rare events, but very strong. They last 2–12 hours and their recurrence
times are of several years. The total energy release in a superburst can be as
high as∼ 1042 erg, several orders of magnitude higher than in an ordinary
X-ray burst (see Strohmayer & Bildsten 2006 for review). They are usually
explained by unstable carbon burning in deep layers of the outer crust of an
accreting neutron star (although this explanation meets some difficulties; see,
e.g., Page & Cumming 2005). Such a burning has been studied theoretically
(Woosley & Taam, 1976; Taam & Picklum, 1978; Brown & Bildsten, 1998)
before the discovery of superbursts.

Type II X-ray bursts are demonstrated by two sources – neutron stars in tran-
siently accreting LMXBs. These bursts are very frequent (with variable burst
intervals which can be as short as tens of seconds); the burstenergy correlates
with burst intervals. It is most likely that these bursts areassociated with the
nonstationary accretion onto a neutron star (Lamb & Lamb, 1977), and the
burst energy is supplied by accretion. The first source, MXB 1730–335, is the
famousrapid bursterdiscovered in March 1976 during observations with the
Small Astronomical Satellite(SAS 3) observatory (Lewinet al., 1976). It shows
also type I bursts. The second source, GRO J1744–28, was discovered in De-
cember 1995 with the Burst and Transient Source Experiment (BATSE) aboard
the Compton Gamma Ray Observatory(Fishmanet al. 1995, Kouveliotouet
al. 1996). In addition to type II X-ray bursts it demonstrates periodic X-ray
pulsations (revealing neutron star spin periodP = 0.467 s). It is called the
bursting pulsar.

It was a long-standing problem to detect periodic X-ray pulsations associ-
ated with neutron star rotation in X-ray bursters of type I, but it was solved.
Wijnands & van der Klis (1998) discovered regularP = 2.5 ms pulsations
from an outburst of the X-ray transient SAX J1808.4–3658 in the observations
with theRossi X-ray Timing Explorer. That was the first discovered accreting
millisecond pulsar and the first observational evidence that millisecond pulsars
are associated with LMXBs. Now we know other examples (e.g.,XTE J1814–
338, Strohmayeret al.2003). Another example – neutron-star spin pulsations
were observed during a superburst of 4U 1636–53 (Strohmayer& Markwardt,
2002). These observations indicate the presence of nonuniform regions (hot
spots) on the surfaces of X-ray bursters. Comparing theoretical models of these
spots with observations one will be able to obtain useful constraints on neutron
star masses and radii (e.g., Strohmayer 2004, Bhattacharyya et al.2005).

Very powerful X-ray bursts have super-Eddington luminosities, so that the
radiative pressure in the neutron star atmosphere exceeds the gravity. Such a
burst initiates a huge expansion of the neutron star atmosphere by the radiative
pressure (up to a few hundred kilometers) followed by a contraction to to the
initial state. These bursts serve as nearly standard candles (with LX slightly
higher thanLEdd) useful to estimate distances to the bursters.
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Sources of quasiperiodic X-ray oscillations. Some X-ray binaries are the
sources ofquasiperiodic X-ray oscillations (QPOs). These oscillations are not
exactly periodic – not pulsar clocks; also see§9.3.2. They were discovered by
van der Kliset al. (1985) in observations of the LMXB GX 5-1 (4U 1758–25)
with theEuropean X-ray Observatory Satellite (EXOSAT), operated from 1983
to 1986. Great progress in observations of quasiperiodic oscillations has been
made with theGinga (Japanese forgalaxy) satellite (1987–1991) and with the
Rossi X-ray Timing Explorer(launched in 1996).

Quasiperiodic X-ray oscillations have been observed from X-ray binaries
containing neutron stars, black holes and white dwarfs. We focus on the binaries
with neutron stars (see, e.g., van der Klis 2000). By 2006 about 20 such objects
were discovered and identified as compact LMXBs; some of themare X-ray
bursters. In 16 systems, the neutron star spin period has been determined. Drifts
of quasiperiodic oscillation frequencies have been analyzed, as well as the tracks
of the sources on the so called color-color diagram (hardness ratio in harder X-
ray channels versus hardness ratio in softer channels). Onedistinguishes “atoll”
and “Z”sources which have corresponding tracks. It is especially important to
analyze the power spectrum of X-ray flux fluctuations which extends from tens
of Hz to about 1 kHz (to 1.330 kHz for 4U 0614+09) with a cutoff afterwards.
A power spectrum may contain several (up to three) pronounced peaks, which
may drift from one observation to another.

Theoretical interpretation of a zoo of observational properties of quasiperi-
odic oscillations is not simple. It is likely that oscillations occur in the accretion
disks around neutron stars with low magnetic fields (B . 108−109 G). Oscilla-
tion frequencies can be associated with the Keplerian frequency of the innermost
stable orbit of matter elements in a disk, or with some resonant frequency in the
disk itself, or with combination of these frequencies and neutron-star spin fre-
quency. After understanding the real nature of quasiperiodic X-ray oscillations,
their observation will be very useful to put stringent constraints on neutron star
masses and radii.

1.4.7 Neutron stars in the Galaxy
X-ray binaries in the Galaxy concentrate to the galactic bulge and the galactic

plane. By contrast, the distribution of radio pulsars (see,e.g., Arzoumanianet
al. 2002, and references therein) is drastically different from the distribution
of X-ray binaries and normal stars. Some radio pulsars are observed at high
galactic latitudes, and many of them demonstrate strong proper motion, with the
velocitiesv & 500 km s−1. Thus, neutron stars populate much wider space and
move with much higher velocities than other stars. Observational constraints
on radio pulsar (velocity and spatial) distribution in the Galaxy are still rather
uncertain. Nevertheless, there are strong indications of the two-component
velocity distribution with characteristic velocities of∼ 100 km s−1 and∼
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500 km s−1, respectively. Both components contain a comparable number of
sources, and∼ 10% of radio pulsars have velocities& 1000km s−1. The escape
velocity from the Galactic potential is estimated to range from 450 km s−1 to
650 km s−1 (Leonard & Tremaine, 1990). Thus, a sizable fraction of all radio
pulsars are sufficiently fast to escape from the Galaxy. Thismeans that the
Galaxy possesses an extended halo of radio pulsars which areevaporated into
the intergalactic space. The fastest is PSR B2224+65 in the Guitar Nebula
whose projected (perpendicular to line of sight) velocity∼ 1600 km s−1 is
nearly parallel to the Galactic plane (Cordeset al., 1993). Another pulsar,
PSR J1740+1000, may be moving much (about twice) faster but its velocity
measurement (McLaughlinet al., 2002) is still ambiguous.

It is believed that high pulsar velocities are gained at neutron star birth due
to pulsar kicks. The origin of huge kick velocities is a subject of debates (see,
e.g., Laiet al.2001, Arzoumanianet al.2002 and references therein).

1.5. Neutron stars as “superstars” in physics and
astrophysics

The Pines theorem. The theorem was formulated by David Pines in a talk
given at the conference on “Neutron Stars: Theory and Observation" (The
NATO Advanced Study Institute, Crete, Greece, September 3–14, 1990). The
formulation is fairly simple:

Neutron Stars are Superstars.

Proof. After reading§§1.1–1.4 the proof is trivial. Indeed, neutron stars are
superdense objects;superfast rotators;superfluid andsuperconducting inside;
superaccelerators of high-energy particles; sources ofsuperstrong magnetic
fields; superprecise timers;superglitching objects;superrich in the range of
physics involved. Neutron stars are related to many branches of contempo-
rary physics and astrophysics, particularly to nuclear physics; particle physics;
condensed matter physics; plasma physics; general theory of relativity; hydro-
dynamics; quantum electrodynamics in superstrong magnetic fields; quantum
chromodynamics; radio-, optical-, X-ray and gamma-ray astronomy; neutrino
astronomy; gravitational-wave astronomy; physics of stellar structure and evo-
lution, etc.

Let us stress that neutron stars contain the matter of essentially supranuclear
density in their interiors (§1.3.1). This state of matter cannot be reproduced
in laboratory because the nuclear matter is known to be highly incompressible
under laboratory conditions. The compression in neutron stars is produced by
enormous gravitational forces. This enables one to treat neutron stars asunique
natural laboratories of superdense matterunder the most extreme conditions.
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One can test theoretical models of dense matter by comparingobservations of
neutron stars with theoretical predictions.

Observational manifestations of neutron stars are really numerous (§1.4).
The need to observe these objects has triggered the development of foremost
telescopes and detectors, from the best modern radio telescopes to laser inter-
ferometers for detecting gravitational waves. One cannot imagine the modern
observational astrophysics without the astrophysics of neutron stars.

In other words, neutron stars are fascinating objects to observe and to study
theoretically.

1.6. About the rest of this book
We hope that, after reading this chapter, the reader has become familiar with

the main ideas of neutron star physics and can decide if it is worthwhile to
read further. Naturally, the subject is too wide to be discussed in one book.
Moreover, the field is rapidly developing; many problems have not been solved
yet; many outstanding discoveries could be expected soon after this writing.

In the next chapters we will focus on the internal structure of neutron stars.
We will discuss thermodynamic properties of the matter in all neutron star
layers, from the surface to the center (Chapters 2–5, 7 and 8). Our main concern
will be to consider the structure, composition and equationof state of dense
matter, particularly, the basic problem – the equation of state in inner neutron
star cores (§1.3.2). We will also discuss the models of neutron star structure,
masses and radii of neutron stars (Chapters 6 and 8), and observational tests for
these models (Chapter 9). We will try to be pedagogical and describe not only
the results of sophisticated theories but explain these theories and underlying
ideas. Although the book is written by theoreticians, we will summarize the
necessary data coming from the nuclear physics experimentsand from some
neutron star observations.

In the present book we donot discuss in detail kinetic properties of neutron
star matter, neutrino emission mechanisms, thermal evolution of neutron stars,
evolution of their magnetic fields, and associated observational problems. We
hope to address these issues in a separate book. The present book also does
not touch many other problems, for instance, neutron star birth in supernova
explosions, the structure and evolution of protoneutron stars, the evolution of
neutron stars in binary systems, the physics of neutron starmagnetospheres.
Some references to these subjects can be found in this and subsequent chapters
of the present book.





Chapter 2

EQUILIBRIUM PLASMA PROPERTIES.
OUTER ENVELOPES

After an overall introduction into the neutron star physics, we begin a sys-
tematic description of neutron star layers (Fig. 1.2). Chapters 2–4 are devoted
to neutron star envelopes. These envelopes are non-uniform. The structure
of an envelope for a star with the effective surface temperature∼ 106 K is
schematically shown in Fig. 2.1. We indicate characteristic densities and ge-
ometrical depths of interfaces between adjoining layers. One can distinguish
the atmosphere, the ocean of ion liquid, followed by solidified layers denoted
as the outer and inner crusts. At the bottom of the envelope there may be a
mantle containing a liquid crystal of nonspherical nuclei (§3.7.2). These layers
are already outlined in§1.3.1 and will be studied in more detail below. The
properties of the atmosphere, ocean, and the upper edge of the solidified layer
strongly depend on temperature. For the assumed surface temperature∼ 106 K
the internal temperature of a cooling (isolated) star wouldbe∼ 108 K; the main
temperature gradient would occur in the ocean, while deeperlayers would be
nearly isothermal. When the star cools, the atmosphere and the ocean become
thinner. In a sufficiently cold star they may be absent and thesolidified matter
will extend to the very surface.

Let us remark that neutron star envelopes (which we define as layers contain-
ing atomic nuclei or non-uniform nuclear structures, in contrast to the uniform
matter in the liquid stellar core) are often called collectively crusts. Strictly
speaking, this is inaccurate because the envelopes may contain such layers as
the ocean and the mantle, which are not solid. We will mainly use the term
“envelope” in this chapter but we will often use the widespread term “crust”
(meaning the entire envelope) in subsequent chapters.

The neutron star envelopes are important in many ways. For instance, they
provide thermal insulation of the stellar interior and control thus the cooling of
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Figure 2.1. Schematic structure of an envelope of a neutron star with theinternal temperature
∼ 108 K (see text for more details).

neutron stars (§1.3.7). To study the cooling, one needs to know the equation of
state (EOS) and transport properties of the envelopes. The evolution of neutron
star magnetic fields is often associated with Ohmic decay of the fields confined
in the envelopes. The bursting activity of X-ray bursters (§1.4.6) is explained
by nuclear explosions of accreted matter in the outer envelopes. The glitches
of radio pulsars (§1.4.4) are commonly associated with depinning of superfluid
neutron vortices in the inner crust. Finally, the EOS and opacities of neutron
star atmospheres control the spectra of radiation emitted from the surface (e.g.,
Romani 1987; Pavlovet al.1995; also see§1.3.1).

While studying the envelopes, one should take into account Coulomb in-
teraction of charged particles (electrons and ions) and strong interaction of
nucleons (neutrons and protons in atomic nuclei and free neutron gas between
the nuclei in the inner envelope). The importance of the nuclear interaction
increases with the growth of the density. In this chapter we focus on the plasma
physics effects associated with Coulomb interactions, with the emphasis on the
outer envelopes (i.e., for densities lower than the neutrondrip density, where
Coulomb interactions are most important). Note, however, that many results
of the present chapter are valid for the inner envelope. The EOS in the inner
envelope (after the neutron drip) will be mainly studied in Chapter 3. Because
physical conditions in outer envelopes are similar to thosein white dwarfs, the
results of the present chapter are equally useful for the physics of white dwarfs.

Here we restrict ourselves to thenonmagneticenvelopes. The equilibrium
thermodynamics of charged particles is not affected by the magnetic field1

1This statement, proven independently in thesis works by Niels Bohr (Copenhagen, 1911) and by J.H. van
Leeuwen (Leiden, 1919; published by van Leeuwen 1921) is known as the Bohr-van Leeuwen theorem.
It is often formulated as follows: “At any finite temperature, and in all finite applied magnetic or thermal
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unless the field isquantizing(see§4.1.1). In particular, the results of the present
chapter are applicable to the envelopes of those neutron stars whose magnetic
field does not exceed∼ 1010− 1011 G [more accurate conditions will be given
by Eqs. (4.29), (4.30)]. A stronger field can significantly affect thermodynamic
functions in the outer envelope. These effects will be considered in Chapter 4.

In §2.1 we introduce the plasma parameters, and in§2.2 describe the basic
thermodynamic quantities. Since the conditions of full ionization are satisfied
in the largest part of the envelope, we are primarily concerned with the thermo-
dynamics of fully ionized electron-ion plasmas, considered in detail in§2.3 and
§2.4. In many applications to neutron stars, one can assume that the electrons
constitute an ideal, uniform Fermi gas, and the ions form anone-component
plasma(OCP) or amulti-component plasmaon the uniform (“rigid”) charge-
neutralizing electron background. This case is consideredin §2.3. In§2.4 we
describe the effects of the Coulomb interactions associated with a compressible
electron background under the assumption that the internalstructure of bound
species is unimportant. Finally, in§2.5 we outline the various approaches to in-
clude bound species in the EOS of the stellar atmosphere, andconsider partially
ionized atomic hydrogen as an example.

2.1. Plasma parameters
2.1.1 Overall parameters

Let ne be the electron number density andnj the number density of ion
speciesj=1,2,. . . (with mass and charge numbersAj andZj , respectively). The
subscript ‘j’ enumerates the ions of different chemical elements or the same
element in different ionization states. In the latter caseZj means the charge
number of the atomic nucleus minus the number of bound electrons. The total
number density of atomic nuclei (ions) in the plasma isnN =

∑
j nj. The

electric neutrality of the matter impliesne = 〈Z〉nN . Here and in what follows
the brackets〈. . .〉 denote averaging over ion speciesj with statistical weights
proportional tonj:

〈f〉 = 1

nN

∑

j

njfj. (2.1)

In the OCP, the averaging is unnecessary, so that we shall omit the subscript ‘j’
and the brackets whenever possible.

fields, the net magnetization of a collection of pointlike charged particles in thermal equilibrium vanishes
identically.” In other words, the free energy does not depend on the magnetic field. This follows from the fact
that a particle momentump and the vector potentialA of the magnetic field are independent variables in a
classical Hamiltonian function of an ensemble of particles. Thus, while integrating overpone can eliminate
A from the classical partition function by replacingp→ p− (q/c)A (q being the particle charge).
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An essential parameter is the number density of baryons,nb. In the outer
envelope, one hasnb ≈ 〈A〉nN , while in the inner envelopenb ≈ A′ nN ,
HereA′ ≡ 〈A〉 + A′′, 〈A〉 is the average number of nucleons bound in one
nucleus, andA′′ is the number of free neutrons per one atomic nucleus. We
haveA′′nN = nn (1−w), wherenn is the local number density of free neutrons
(in space between atomic nuclei) andw is the fraction of volume occupied by
the atomic nuclei. Clearly,A′ = 〈A〉 in the outer envelope, butA′ > 〈A〉 in
the inner envelope.

The mass density of the matter of relativistic stellar objects is generally
determined asρ = E/c2, whereE is the total energy density. However, for
evaluatingρ in the neutron star envelopes it is often sufficient to setρ ≈ munb,
wheremu = 1.6605 × 10−24 g is the atomic mass unit.

The characteristic temperatures, which separate the different domains of
plasma parameters, are shown in Fig. 2.2 for typical densities in the outer
envelope (for the inner envelope, see Fig. 3.17).

At low densities and/or high temperatures the matter contains also non-
negligible amount of positrons and photons which contribute to thermodynamic
properties. We mainly neglect their contributions becausethey are unimportant
for the problems considered in this book. The only exceptionis §2.5, where
we include the contribution of photons.

2.1.2 Electrons
The state of a free electron gas is determined byne andT . Instead ofne it

is convenient to introduce the relativity parameter (Salpeter, 1961)

xr ≡
pF
mec

≈ 1.00884

(
ρ6〈Z〉
A′

)1/3

, (2.2)

where
pF = ~kF = ~ (3π2ne)

1/3 (2.3)

is the electron Fermi momentum andρ6 ≡ ρ/106 g cm−3. The electron Fermi
momentum is a measure of electron number density; it limits electron momenta
in the Fermi distribution atT = 0. Accordingly, the Fermi energy

ǫF = c
√

(mec)2 + p2F (2.4)

is a convenient energy parameter which has the meaning of thechemical po-
tential in a strongly degenerate electron gas. Here and hereafter, we include
the electron rest energy,mec

2, in the electron energyǫ (unless the opposite is
stated explicitly). The electron Fermi temperature is

TF = Tr (γr − 1) , (2.5)
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Figure 2.2. Density-temperature diagram for the outer envelope composed of carbon (left)
or iron (right). We show the electron Fermi temperature (TF), the electron and ion plasma
temperatures (Tpe andTpi), the temperature of the gradual gas-liquid transition (Tl), and the
temperature of the sharp liquid-solid phase transition (Tm). Shaded are the regions of typical
temperatures in the outer envelopes of middle-aged coolingneutron stars (which are∼ 104−106

years old). The lower left domain on the right panel, separated by the dotted line, is characterized
by strong electron response or bound-state formation (specifically, it corresponds to the effective
charge numberZeff < 20 determined as described on p.91).

where
Tr = mec

2/kB ≈ 5.930 × 109 K (2.6)

is the relativistic temperature unit,γr =
√
1 + xr2, andkB is the Boltzmann

constant. The electron gas is non-relativistic atT ≪ Tr andxr ≪ 1, and it
is ultrarelativistic atxr ≫ 1 or T ≫ Tr. It is nondegenerate atT ≫ TF and
strongly degenerate atT ≪ TF. For brevity, the density or temperature are
calledrelativistic if the respective parameterxr or

tr = T/Tr (2.7)

is large.
The Fermi temperature for carbon and iron plasmas at densities10 g cm−3 .

ρ . 1010 g cm−3 in the outer envelope is shown in Fig. 2.2. The shaded bands
overlap typical temperature profiles of middle-aged cooling neutron stars. At
T & 107 K, the degeneracy temperatureTF(ρ) is nearly the same for both
carbon and iron. However, atT . 107 K and ρ . 104 g cm−3 the curve
for iron (on the right panel) bends downward, because the formation of bound
species lowers the effective charge of iron ions.
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It is also convenient to introduce the electron Fermi velocity vF = ∂ǫF/∂pF
and the corresponding dimensionless parameter

βr = vF/c = xr/γr. (2.8)

Sometimes it is useful to introduce the density parameter

rs ≡
ae
a0

=

(
9π

4

)1/3 αf

xr
≈ 0.01400

xr
, (2.9)

where
ae = [3/(4πne)]

1/3 (2.10)

is the electron-sphere radius,a0 = ~
2/(mee

2) is the Bohr radius, and
αf = e2/(~c) = 1/137.036 is the fine-structure constant. One can write

rs ≈ 1.172n
−1/3
24 , wheren24 ≡ ne/10

24 cm−3. It is also convenient to write
rs = (ρ0s/ρ)

1/3, whereρ0s = 2.696 g cm−3 for the fully ionized hydrogen
plasma andρ0s = 2.675(A′/〈Z〉) g cm−3 for the plasma of heavier elements.

The strength of the electron Coulomb interaction in a plasmaof nondegener-
ate electrons can be characterized by the electron Coulomb coupling parameter

Γe =
e2

aekBT
≈ 22.75

T6

(
ρ6
〈Z〉
A′

)1/3

, (2.11)

whereT6 ≡ T/106 K. We shall use this parameterΓe for any plasma conditions
thoughΓe has no transparent physical meaning for degenerate electrons.

In the regions of partially degenerate electrons, one oftenuses the degeneracy
parameter

θ = T/TF. (2.12)

In the non-relativistic and ultrarelativistic cases (xr ≪ 1 andxr ≫ 1), we have
θ = 0.543 rs/Γe andθ ≈ (263Γe)

−1, respectively.
Another important parameter is thescreening(Thomas-Fermi) wave number2

kTF. It is the inverse lengthre of electron screening in a plasma. In the linear
plasma response approximation, a test chargeq embedded in the plasma (at
r = 0) creates a perturbatioñne(r) = (∂ne/∂µe)µ̃(r) of the electron number
density, wherẽµ(r) = −eφ(r) is the perturbation of the electron chemical
potentialµe (§ 2.3.1), andφ(r) is the excess electrostatic potential determined
by the Poisson equation∇2φ(r) = −4π[qδ3(r) − eñ(r)]. Then we come
to the equation(∇2 + k2TF)φ(r) = −4πq δ3(r), with the solutionφ(r) =
(q/r) exp(−r/re), where

r−1
e = kTF =

(
4πe2 ∂ne/∂µe

)1/2
. (2.13)

2Sometimes the term “Thomas-Fermi wave number” is applied only to kTF in the limit of strong degeneracy,
Eq. (2.15).
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For a nondegenerate electron gas (T ≫ TF) we have∂ne/∂µe = ne/(kBT ),
andre equals the Debye-Hückel electron screening length (whichneglects the
contribution of plasma ions, that will be considered below):

re ≈ ae/
√

3Γe. (2.14)

For a strongly degenerate electron gas (T ≪ TF),

kTF = 2
√
αf/(πβr) kF =

(
0.185/

√
βr

)
a−1
e . (2.15)

For further use, it is convenient to introduce the electron plasma temperature

Tpe = ~ωpe/kB ≈ 3.300 × 108 xr
√
βr K, (2.16)

where
ωpe =

(
4πe2ne/m

∗
e

)1/2
(2.17)

is the electron plasma frequency andm∗
e ≡ ǫF/c

2 = meγr is the effective
dynamical mass of an electron at the Fermi surface. In Fig. 2.2, whereTpe
is displayed as a function of density in the outer envelope, the corresponding
curves for carbon (left panel) and iron (right panel) plasmas atρ & 103 g cm−3

nearly coincide, because the ratioZ/A′ ≈ 1
2 , that determinesne(ρ) in Eq.

(2.17), is almost the same.
The polarization properties of the electron gas are described by the longi-

tudinal dielectric functionε(k, ω), wherek is the wave number andω is the
frequency. Since the electrons respond almost instantly toion motion, we shall
mainly be interested in the static dielectric functionε(k, 0) = ε(k). For the
fully degenerate free electron gas, Jancovici (1962) obtained in the random-
phase approximation:

ε(k) = 1 +
k2TF

k2

{
2

3
− 2

3

y2xr
γr

ln(xr + γr)

+
xr

2 + 1− 3xr
2y2

6yxr2
ln

∣∣∣∣
1 + y

1− y

∣∣∣∣ (2.18)

+
2y2xr

2 − 1

6yxr2

√
1 + xr2y2

γr
ln

∣∣∣∣∣
yγr +

√
1 + xr2y2

yγr −
√
1 + xr2y2

∣∣∣∣∣

}
,

wherey = k/(2kF). In the non-relativistic case (xr ≪ 1), Eq. (2.18) reduces
to the Lindhard (1954) dielectric function,

ε(k) = 1 +
k2TF

2k2

(
1 +

1− y2
2y

ln

∣∣∣∣
1 + y

1− y

∣∣∣∣
)
. (2.19)
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For anyxr andy ≪ 1, Eq. (2.18) yields

ε(k) = 1 +
k2TF

k2
. (2.20)

Equation (2.20) (unlike Eq. (2.18)) is actually valid at anyT , provided thatω
andk are sufficiently small andkTF is calculated from the general Eq. (2.13)
(see, e.g., Chabrier, 1990).

The random-phase approximation does not take into account short range cor-
relations in electron motion. These correlations modify the dielectric function.
The modification can be assessed by taking into account the polarization ef-
fects in the electron-electron interaction in the density response function. For
the non-relativistic electron plasma this correction was described, for instance,
by Chabrier (1990):

ε(k) = 1 +
εL(k)− 1

1− [εL(k)− 1]G(k)
, (2.21)

whereεL(k) is the Lindharddielectric function (2.19) andG(k) = G(k, ω → 0)
is the so-calledlocal field correctionwhich can be evaluated numerically.

At high densities,xr & 1, the electrons become relativistic. In this regime,
ǫF is so high that the electron gas is almost ideal and the electron correlations
are negligible. Thus, atxr & 1 one can use the zero-temperature dielectric
function (2.18) in thermodynamic calculations.

At low temperatures, when the ions crystallize (§§ 2.1.3 and 2.3.4), the elec-
tron energy spectrum acquires gaps (forbidden energy bands) associated with
crystalline structure. The electron band structure is of utmost importance in
the solid-state physics (e.g., see, Kittel 1963, 1986) but is relatively tiny and
insignificant in high-density stellar matter. However, this structure can be im-
portant for some kinetic and neutrino processes in neutron star envelopes (e.g.,
Raikh & Yakovlev 1982; Kaminkeret al. 1999). The effects of electron band
structure on thermodynamics of dense stellar matter are almost not explored
and will not be discussed below.

2.1.3 Ions
At any temperature and density throughout the envelope, theions are non-

relativistic. Their state is determined by Coulomb and nuclear interactions.
The strength of the Coulomb interaction of ion speciesj is characterized by the
Coulomb coupling parameter,

Γj = ΓeZ
5/3
j = (Zje)

2/(a
(j)
i kBT ), (2.22)

where
a
(j)
i = aeZ

1/3
j (2.23)
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is theion sphereradius. In an OCP, we will omit the subscript ‘j’. In a multi-
component ion plasma, it is useful to introduce the mean ion-coupling parameter
Γ = Γe〈Z5/3〉.

At sufficiently high temperatures, the ions form a classicalBoltzmann gas.
With decreasingT , the gas gradually, without a phase transition, becomes a
strongly coupled Coulomb liquid, and then (with a phase transition) a Coulomb
crystal. The gas and liquid constitute the neutron star ocean, while the crystal
is formed under the ocean (Fig. 2.1).

The gaseous regime of an OCP occurs forΓ≪ 1, orT ≫ Tl, where

Tl =
Z2e2

aikB
≈ 2.275 × 107 Z2

(ρ6
A′

)1/3
K. (2.24)

For a plasma of light elements one hasTl < TF, whereas for heavy elements
Tl & TF (Fig. 2.2).

The ion-sphere radiusa(j)i , defined by Eq. (2.23), is the main ingredient of the
ion-sphere modelfor strongly coupled Coulomb systems (T . Tl) with nearly
uniform electron background. In this model (see, e.g., Shapiro & Teukolsky
1983), the matter is considered as an ensemble of ion spheresfilled by the
uniform electron background. It is supposed that any ion sphere contains an
ion in its center. The radiusa(j)i is chosen in such a way for the electron charge
within the sphere to compensate the ion charge. Then the spheres are electrically
neutral and can be treated as non-interacting elements of the ensemble. We will
see that the ion-sphere model is very successful in explaining many properties
of strongly coupled Coulomb systems.

In the gaseous regime, the characteristic length of the Coulomb screening by
ions is the Debye length

rD = q−1
D =


 4π

kBT

∑

j

nj(Zje)
2



−1/2

, (2.25)

whereqD is the Debye wavenumber. In the OCP,rD = ai/
√
3Γ.

In the gas of ions (T ≫ Tl), the cumulative electron-ion screening wave
number is

q′D =
(
q2D + k2TF

)1/2
, (2.26)

wherekTF is given by Eq. (2.13). If the electrons are non-degenerate and non-
relativistic (T ≫ TF andxr ≪ 1), thenq′D equalsqD from Eq. (2.25) with the
summation extended over all particle types (ionsand electrons).

The scale-length that characterizes quantum-mechanical effects on thermo-
dynamics of liquid and gaseous phases and controls ionization equilibria is the
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thermal (de Broglie) wavelength

λj =

(
2π~2

mjkBT

)1/2

, (2.27)

wheremj is the particle mass. In the following, we shall also use theelectron
thermal lengthλe, given by Eq. (2.27) withmj replaced byme.

As was noted, for instance, by Abrikosov (1960), the ions crystallize at
sufficiently high densities. The crystallization of a Coulomb plasma occurs at
the temperature

Tm =
Z2e2

aikBΓm
≈ 1.3× 105 Z2

(ρ6
A′

)1/3 175
Γm

K, (2.28)

whereΓm is the melting value ofΓ. For a classical OCP,Γm ≈ 175 (§2.3.4).
Let us stress the principal difference between the ions and the electrons at low

temperatures. Because the electrons are nearly ideal, theybecome degenerate.
In contrast, the ions become strongly coupled by Coulomb forces.

At low T the quantum effects on ion motion become important. They are
especially pronounced atT ≪ Tpi, where

Tpi ≡
~ωpi

kB
≈ 7.832 × 106

(
ρ6
A′

〈
Z2

A

〉)1/2

K (2.29)

is the plasma temperature of ions determined by the ion plasma frequency

ωpi =
(
4πe2 nN

〈
Z2/mi

〉)1/2
. (2.30)

The corresponding dimensionless parameter is

tp = T/Tpi ≈ 2.92 〈Z〉1/2〈Z2/A〉−1/2/(Γe
√
xr). (2.31)

In the OCP,tp =
√
RS/3/Γ, where

RS = aimi(Ze)
2/~2 = rs(mi/me)Z

7/3 (2.32)

is the ion density parameter, analogous to the electron density parameterrs
defined by Eq. (2.9). IfTpi ≫ Tm, huge zero-point ion vibrations suppress
crystallization and reduce the melting temperature in comparison with that
given by Eq. (2.29). Under these conditions, the actual melting temperature
decreases with growingρ and drops to zero at a certainρ = ρm (see§2.3.4).

The density profiles of the melting and plasma temperatures are plotted in
Fig. 2.2 for the outer envelope composed of carbon and iron. For the envelopes
composed of the ground-state matter,Tm(ρ) andTpi(ρ)will be presented in Fig.
3.17 of Chapter 3. On the left panel of Fig. 2.2 (for carbon), the functionsTm(ρ)
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andTpi(ρ) are straight lines (in the logarithmic scale), because carbon is fully
ionized in the displayed domain, implyingZ = 6 andA = A′ = 12 in Eqs.
(2.28) and (2.29). On the right panel (for iron), these linesbend downward at
the lowest displayed densities and temperatures, because of the effective charge
lowering.

In a neutron star envelope just beneath the ocean (Fig. 2.1) the crystal can be
classical while in deeper layers it is usually in the quantumregime (T ≪ Tpi).

2.2. Free energy and thermodynamic quantities
While studying the plasma thermodynamics, it is convenientto choose the

volumeV and the temperatureT as independent variables and the Helmholtz
free energyF (V, T, {Nj}) as the thermodynamic potential. Here,{Nj} is the
set of numbers of various ionsj. The free energy is obtained from microscopic
physics through the well-known relation (e.g., Landau & Lifshitz 1993)

F ({Nj}, V, T ) = −kBT lnZ({Nj}, V, T ), (2.33)

whereZ = Tr exp(−Ĥ/kBT ) is the canonical partition function of the system,
with the total Hamiltonian operator̂H. The equilibrium state can be found by
minimizingF at givenV andT with respect to the numbers{Nj}, subject to
stoichiometric constraints. For instance, if a reactionA⇄ B+C (e.g., ioniza-
tion or dissociation) is allowed in the system, the corresponding stoichiometric
relation reads

∂F/∂NA = ∂F/∂NB + ∂F/∂NC . (2.34)

The main difficulty is thatZ({Nj}, V, T ), as a rule, is not exactly tractable
for a real many-body system. Thus one should find such approximations ofZ
(or, equivalently, ofF ) which, on the one hand, would be calculable and, on the
other hand, would preserve the principal physical featuresof the real system.

One often employs the factorization of the many-body partition function
into ideal (corresponding to non-interacting particles) andexcess(or configu-
rational) parts. If the Hamiltonian can be separated into the kinetic partK̂ and
the potential, momentum-independent partU , then atranslational factor can
be extracted fromZ. According to Eq. (2.33), this factorization leads to the
splitting of the free energy into additive parts:

F (V, T, {Nj}) = Fid + Fex = Ftrans + Fint + Fex. (2.35)

The internal structure of a composite particle is generallyaffected by its envi-
ronment. Hence, the separation (2.35) is approximate. In different layers of the
star, it may be applied to different plasma constituents (atoms, molecules, ions,
and electrons in the atmosphere; nuclei, free baryons, and leptons in the inner
regions). In some layers, one can neglect internal quantum degrees of freedom
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of composite particles (thenFint is dropped) or non-ideality effects (then only
Ftrans is retained).

The pressureP , the internal energyU , and the entropyS can be obtained
using the thermodynamic relations (e.g., Landau & Lifshitz1993)

P = −
(
∂F

∂V

)

T,{Nj}
, U =

(
∂(F/T )

∂(1/T )

)

V,{Nj}
, S = −

(
∂F

∂T

)

V,{Nj}
.

(2.36)
Whenever the excess part of the free energy vanishes at highT (which is usually
the case), it can be obtained from the internal energy by integrating the second
equation,

Fex(Γ, rs) =

∫ Γ

0

Uex(Γ
′, rs)

Γ′ dΓ′. (2.37)

Second-order thermodynamic quantities are derived by differentiating first-
order ones. These are, for example, the logarithmic derivatives of the pressure,

χT = (∂ lnP/∂ lnT )V , χρ = −(∂ lnP/∂ lnV )T , (2.38)

and the heat capacities at constant volume or at constant pressure,

CV = (∂S/∂ lnT )V , CP = (∂S/∂ lnT )P . (2.39)

An important astrophysical quantity is the adiabatic gradient

∇ad = (∂ log T/∂ logP )S , (2.40)

that determines theSchwarzschild conditionfor convective stability (Schwarz-
schild, 1958); a layer can be convectively unstable if

d lnT/d lnP > ∇ad. (2.41)

Note that the partial derivatives in Eqs. (2.38)–(2.40) imply a free adjustment
of the equilibrium particle numbersNj to changing conditions, whereas the
derivatives in Eq. (2.36) can be taken with these numbers kept fixed.

From Eqs. (2.38)–(2.40), using the Maxwell relations (e.g., Landau & Lif-
shitz 1993), we get

CP = CV +
PV

T

χ2
T

χρ
, (2.42)

∇ad =
χT

χ2
T + χρCV T/(PV )

. (2.43)

If the free energy is known exactly, different ways to determine second-order
quantities [e.g., Eq. (2.40) and Eq. (2.43) for∇ad] are equivalent. In numer-
ical models, however, this is not always true. If a numericalEOS does not
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satisfy the Maxwell relations in some region of the phase diagram, it is called
thermodynamically inconsistentin this region. A check for the thermodynamic
consistency is an important probe for the accuracy of an EOS (e.g., Saumonet
al. 1995).

Plasma physics studies are facilitated by the fact that ionsare much heavier
thanelectrons. This justifies theadiabatic (Born-Oppenheimer) approximation:
a configuration of electrons is assumed to be instantaneously adjusted to a
given ion configuration, so that the heavy particles (ions, atoms, and molecules)
interact via effective (electron-screened) potentials. This approximation will
be adopted throughout this chapter.

2.2.1 Fully ionized dense plasma. The basic decomposition
Neutron star envelopes are mostly fully ionized. This regime can be defined

by the requirement that the spacingai between ions is small compared to the
Thomas-Fermi radius of the atomic core,ra ∼ a0/Z1/3, which leads to the con-
dition ρ ≫ ρeip = (mu/a

3
0)AZ ≈ 11AZ g cm−3 (e.g., Pethick & Ravenhall

1995). Atρ ≫ ρeip, a model of anelectron-ion plasma(eip) of bare pointlike
nuclei with the chargeZ = Znuc on an electron-liquid background can provide
a good approximation for thermodynamic functions. Generally, the background
is compressible, and Coulomb correlation of ions and electrons should be taken
into account. The excess free energyFex in Eq. (2.35) can be represented as a
sum of the ionic CoulombFii, the electronic exchange-correlationFxc, and the
ion-electronFie parts. Thus

F = F
(i)
id + F

(e)
id + Fxc + Fii + Fie. (2.44)

To avoid misunderstandings let us stress that the decomposition of F is
not unique. InFii we include the Coulomb interaction between ions as well
as the interaction between ions and electrons and between electrons in the
approximation of rigid electron background (this uniform negative background
compensates the part ofFii that goes to infinity in the thermodynamic limitNi →
∞). Accordingly,Fie includes the interaction between the ions andpolarized
electron background, associated withdeviationsfrom the rigid background.
The termFxc includes the exchange and correlation corrections in a purely
electron subsystem.

The free-energy decomposition induces decompositions of other thermody-
namic quantities. For instance, the pressure can be presented as

P = P
(i)
id + P

(e)
id + Pxc + Pii + Pie. (2.45)

To guide the reader through a subsequent analysis of the different terms, in Table
2.1 we give order-of-magnitude estimates of the various pressure components
in a strongly degenerate electron gas (T ≪ TF) and fully ionized (ρ ≫ ρeip),
strongly coupled (T . Tl) ion system.
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Table 2.1. Order-of-magnitude of the pressure components in Eq. (2.45) for the matter con-
taining strongly degenerate electrons and fully ionized, strongly coupled ions (after Yakovlev &
Shalybkov 1989). The parameterαB = αf/βr is small atρ ≫ 1 g cm−3.

Ppart |Ppart|/P (e)
id Comment

P
(e)
id 1 Ideal degenerate electron gas, leading term

Pxc . αB Exchange-correlation corrections in electron gas

P
(i)
id ∼ T/(ZTF) ∼ αBZ

2/3/Γ Ideal ion gas contribution
Pii ∼ αBZ

2/3 Coulomb corrections in the rigid electron background
Pie ∼ α2

BZ
4/3 Coulomb corrections owing to electron polarization

The leadingcontribution comes from the pressureP
(e)
id of the ideal degenerate

electron gas. Other partial pressures are smaller; their ratios toP (e)
id contain

the parameterαB = αf/βr = e2/(~vF). It is essentially the fine-structure
constant in the ultrarelativistic electron gas, but it grows with decreasing density
in the non-relativistic electron gas. The parameterαB can be regarded as a
small parameter of the theory. Its smallness determines thesmallness of partial
pressures in comparison withP (e)

id . Note that contributions of the different terms
in second-oder thermodynamic quantities can be different than in the pressure.
For instance, we will see (§2.4.6) that the heat capacity can be determined by
ions (by theii term). In any case the exchange-correlation corrections (xc)
and polarization corrections (ei) under the formulated conditions remain to be
small. Therefore, we shall drop these corrections in§2.3. However, because
the parameterαB ceases to be small in a low-density matter (surface layers of
neutron stars; partial or removed electron degeneracy; incomplete ionization),
all decomposition terms may become important. For this reason we will study
the exchange-correlation and polarization corrections in§§ 2.4 and 2.5.

2.3. Fully ionized plasma without electron correlations
If the density is so high that the spacing between electrons is considerably

smaller than theK-shell radius of an atom, one has a fully ionized plasma of ions
immersed in the “rigid” electron background. Then the electron-ion correlations
canbe neglected. This regime operates atrs . 1/(2Z), orρ & ρrigid ≈ 22Z2A
g cm−3. The same condition can also be obtained from the requirement for a
typical attractive electron-ion Coulomb potential per electron∼ Ze2/ai to be
much smaller than the electron Fermi energy∼ ~

2/(mea
2
e). In this section,

we assume that the latter condition is fulfilled and considerthe plasma of ions
immersed in the ideal electron gas.
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2.3.1 Ideal electron gas. Fermi-Dirac integrals
2.3.1 a Ideal electron gas

The electrons in thermodynamic equilibrium are described by the Fermi-
Dirac distribution function

f (0)(ǫ− µe, T ) ≡
1

exp[(ǫ− µe)/kBT ] + 1
, (2.46)

where
ǫ =

√
m2
ec

4 + p2c2 (2.47)

is the electron energy andp is the momentum. It is also convenient to introduce
the quantity

χ = (µe −mec
2)/kBT . (2.48)

The free energy of the electron gas can be found from the thermodynamic
relation

F
(e)
id = µeNe − P (e)

id V, (2.49)

whereP (e)
id is the ideal-gas pressure. The pressure and the number density are,

in turn, functions ofµe andT :

P
(e)
id = 2kBT

∫
ln

[
1 + exp

(
µe − ǫ
kBT

)]
d3p

(2π~)3

=
8

3
√
π

kBT

λ3e

[
I3/2(χ, tr) +

tr
2
I5/2(χ, tr)

]
, (2.50)

ne = 2

∫
f (0)(ǫ− µe, T )

d3p

(2π~)3
=

4√
π λ3e

[
I1/2(χ, tr) + trI3/2(χ, tr)

]
,

(2.51)
whereλe is the electron thermal wavelength (2.27), and

Iν(χ, τ) ≡
∫ ∞

0

xν (1 + τx/2)1/2

exp(x− χ) + 1
dx (2.52)

is a Fermi-Dirac integral. The internal energy is given by

U
(e)
id

V
=

4√
π

kBT

λ3e

[
I3/2(χ, tr) + tr I5/2(χ, tr)

]
. (2.53)

2.3.1 b Fermi-Dirac integrals

In the limit tr → 0, the Fermi-Dirac integrals (2.52) turn into the standard
non-relativistic Fermi integralsIν(χ), which can be calculated using highly
accurate Padé approximations presented by Antia (1993) for ν = −1

2 ,
1
2 ,

3
2 ,

and 5
2 .
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Table 2.2. Parameters of Eqs. (2.54) and (2.55). The powers of 10 are given in square brackets

i 1 2 3 4 5

c
(0)
i 0.370 450 57 0.412 584 37 0.097 779 82 5.373 4153 [−3] 3.8746281 [−5]

c
(1)
i 0.396 031 09 0.694 687 95 0.223 227 60 1.526 2934 [−2] 1.308 1939 [−4]

c
(2)
i 0.769 346 19 1.789 1437 0.707 549 74 5.675 5672 [−2] 5.557 1480 [−4]

χ
(0)
i 0.431 398 81 1.759 7537 4.104 4654 7.746 7038 13.457 678

χ
(1)
i 0.817 631 76 2.4723339 5.116 0061 9.044 1465 15.049 882

χ
(2)
i 1.255 8461 3.2070406 6.123 9082 10.316 126 16.597 079

xi 0.072 653 51 0.2694608 0.533 122 0.786 8801 0.956 9313

ξi 0.263 560 32 1.413 4031 3.596 4258 7.085 8100 12.640 801

hi 0.038 187 35 0.125 6732 0.198 6308 0.197 6334 0.106 5420

vi 0.295 058 69 0.320 648 56 0.073 915 57 3.608 7389 [−3] 2.336 9894 [−5]

The accuracy of non-relativistic formulae decreases rapidly asT goes above
107 K. Fortunately, there exist fully relativistic piecewise fitting formulae for
each of the integralsIν(χ, tr) with ν = 1

2 ,
3
2 , and 5

2 (Blinnikov et al., 1996;
Chabrier & Potekhin, 1998):

Ik+1/2(χ ≤ 0.6, tr) =
5∑

i=1

c
(k)
i

(
1 + χ

(k)
i tr/2

)1/2

exp(−χ(k)
i ) + exp(−χ)

, (2.54)

Ik+1/2(0.6 < χ < 14, tr) =

5∑

i=1

[
hix

k
i

χk+3/2 (1 + χxitr/2)
1/2

1 + exp(χxi − χ)

+ vi(ξi + χ)k+1/2 (1 + (ξi + χ)tr/2)
1/2

]
, (2.55)

Ik+1/2(χ ≥ 14, tr) = Jk(χ, tr) +
π2

6
χk

k + 1/2 + (k + 1)χtr/2

R
, (2.56)

whereR ≡ χ1/2(1 + χtr/2)
1/2,

J0(χ, tr) = (χ+ t−1
r )R/2− (2tr)

−3/2 ln(1 + trχ+
√
2trR), (2.57)

J1(χ, tr) = [2R3/3− J0(χ, tr)]/tr, (2.58)

J2(χ, tr) = [2χR3 − 5J1(χ, tr)]/(4tr). (2.59)

If µe/(mec
2) − 1 ≡ χtr ≪ 1, then it is advisable to use the non-relativistic

limits, Jk → χk+3/2/(k + 3/2). The constantsc(k)i , χ(k)
i , xi, ξi, hi, andvi are

listed in Table 2.2. Relative error of Eqs. (2.54)–(2.56) does not exceed 0.2%
atT < 1011 K (anyρ), being typically a few parts in104.
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Table 2.3. Parameters of Eq. (2.61)

i 1 2 3 4 5

a
(1)
i 44.593 646 11.288 764 39.519 346 −5.751 746 4 0.265 942 91

a
(2)
i 34.873 722 −26.922 515 26.612 832 −20.452 930 11.808 945

2.3.1 c The electron chemical potential

The chemical potential can be found numerically from Eq. (2.51), using
Eqs. (2.54)–(2.56). In the nonrelativistic regime, it can also be found from the
equation

χ = X1/2

(
2

3
θ−3/2

)
, (2.60)

whereθ is the degeneracy parameter andXν(I) is the inverse function to the
Fermi integral, also fitted by Antia (1993) forν = −1

2 ,
1
2 ,

3
2 , and 5

2 . The
lowest-order (but still accurate within 0.003%) fit to the function in Eq. (2.60)
reads

X1/2(z) =

{
ln(z R(1)(z)) for z < 4

z2/3 R(2)(z−2/3) otherwise,
(2.61)

where

R(n)(z) ≡ a
(n)
1 + a

(n)
2 z + z2

a
(n)
3 + a

(n)
4 z + a

(n)
5 z2

,

and the coefficientsa(n)i are given in Table 2.3.
For arbitrary relativism, the following analytic fit can be used (Chabrier &

Potekhin, 1998):

χ = χnonrel −
3

2
ln

[
1 +

tr (1 + q1
√
tr + q2q3tr)

[1 + tr/(2θ)](1 + q2tr)

]
. (2.62)

Here,χnonrel is given by the non-relativistic formula (2.60), and the coefficients
qi are functions ofθ:

q1 =
3

2
( eθ − 1)−1, q2 = 12 + 8θ−3/2, (2.63)

q3 =
2

π1/3
− e−θ + 1.612 eθ

6.192 θ0.0944 e−θ + 5.535 θ0.698 eθ
. (2.64)

The relative errorδχ/χ turns to infinity atχ = 0. However, since thermody-
namic quantities are expressed throughχ by virtue of thermal averaging [similar
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to that given by Eq. (2.52)], a natural measure of the relative error of the fit is
δχ/max(|χ|, 1). Thus determined, the error lies within 0.4% (reached in the
range0.7 < θ < 1.5, T > Tr), and it is smaller than 0.2% forT < Tr. Another
measure of the inaccuracy is the relative difference between the densitiesne
calculated with the exact and fitted values ofµe in Eq. (2.51). This difference
lies within 0.4% at largeT > Tr and within 0.1% atT ≤ Tr.

2.3.1 d The limits of nondegenerate and strongly degenerateelectrons

In the limiting case of nonrelativistic classical Boltzmann electron gas (T ≫
TF) we haveP (e)

id = nekBT andχ = ln(neλ
3
e/2) (the factor 2 takes account of

the spin degeneracy).
In the opposite limiting case of very strong degeneracy,T ≪ TF, the Fermi-

Dirac integrals are given by Eqs. (2.54)–(2.59). It is important to note that in this
case first-order thermodynamic functions depend onT very weakly. Therefore,
the derivatives ofF (e)

id overT cannot be evaluated numerically atθ ≪ 1 with
high accuracy but should be calculated from direct analyticexpressions. For
example, it is disadvantageous to evaluate the internal energy numerically by
taken derivative in Eq. (2.36); the explicit expression (2.53) should be used
instead. It is useful to employ the Sommerfeld expansion in powers ofT 2

in order to evaluate the thermodynamic quantities in the regime θ ≫ 1 (e.g.,
Yakovlev & Shalybkov 1989). To the first order, the free energy density is

F
(e)
id

V
=

Pr

8π2

[
xr (1 + 2xr

2) γr − ln(xr + γr)−
8

3
x3r −

4π2

3
t2r xr γr

]
,

(2.65)
where

Pr ≡ mec
2/λ--C

3 = 1.4218 × 1025 dyn cm−2 (2.66)

is the relativistic unit of the electron pressure, andλ--C ≡ ~/(mec) = 386.16 fm
is the electron Compton wavelength. The derivatives of Eq. (2.65) calculated
using Eqs. (2.36) and (2.39) yield the pressure and specific heat atT ≪ TF:

P
(e)
id =

Pr

8π2

[
xr

(
2

3
xr

2 − 1

)
γr + ln(xr + γr)

+
4π2

9
t2r xr (γr + γ−1

r )

]
, (2.67)

C
(e)
V = π2 kB Ne

γrtr
x2r

=
k2BTm

∗
e pFV

3~3
. (2.68)

Equations (2.65) and (2.67) without thermal corrections (for T = 0) were ob-
tained by Frenkel (1928), but his paper remained unnoticed by the astrophysical
community. Later these equations were derived independently by Stoner (1930,
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Figure 2.3. The electron pressureP = P
(e)
id versus density for an ideal strongly degenerate

electron gas (the solid line) together with non-relativistic and ultrarelativistic asymptotes (the
dotted and dashed lines).

1932) and used by Chandrasekhar for constructing models of white dwarfs (e.g.,
Chandrasekhar 1939).

2.3.1 e The electron pressure in outer neutron star envelopes and white
dwarf cores

In a strongly degenerate electron gas the electron pressureP
(e)
id can be ac-

curately approximated by Eq. (2.67) atT = 0. In this caseP (e)
id is determined

only by the electron number densityne. It makes the major contribution to
the pressure in degenerate layers of outer envelopes of neutron stars and cores
of white dwarfs (see page 66, Table 2.1). Therefore, the EOS and hydrostatic
structure of these layers are determined by degenerate electrons. This is es-
pecially important for white dwarfs whose overall hydrostatic equilibrium is
mainly supported by the electron pressure (e.g, Shapiro & Teukolsky 1983).
This “universal” EOS is plotted in Fig. 2.3 as a function of2ρZ/A ∝ ne (let us
remind thatA ≈ 2Z for astrophysically important atomic nuclei heavier than
H).

In the limit of non-relativistic and ultrarelativistic degenerate electronsP (e)
id

takes thepolytropic form

P = Kργad = Kρ1+1/n, (2.69)
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whereK is a constant,γad is the adiabatic index andn is the polytropic index
(see, e.g., Shapiro & Teukolsky 1983 for a description of polytropic stars).
More precisely,

P
(e)
id ≈ Prxr

3γad/(9π2γad), (2.70)

where one hasγad = 5/3 (n = 3/2) for nonrelativistic electrons (xr ≪ 1),
and γad = 4/3 (n = 3) for ultrarelativistic electronsxr ≫ 1 (recall that

xr ∝ ρ1/3). In the latter caseP (e)
id → (~c/4) (3π2n4e)

1/3 becomes independent
of the electron mass. In the mildly relativistic gas (xr ∼ 1, ρ ∼ 106 g cm−3)
we haveP (e)

id ∼ 1023 dyn cm−2 (seven orders of magnitude higher than the
pressure in the center of the Sun).

From Fig. 2.3 we see that when the density grows up and the non-relativistic
regime (xr ≪ 1) is replaced by the ultrarelativistic one (xr ≫ 1), the EOS
becomes softer. This is important (§6.9) for the hydrostatic and thermal struc-
ture of outer neutron star envelopes. This softening is evenmore important for
white dwarfs (§6.5.3) because it determines the Chandrasekhar limit of their
mass (e.g, Shapiro & Teukolsky 1983).

2.3.2 Coulomb liquid of ions
2.3.2 a Theory

The free energy of anideal gas ofN = NN non-relativistic classical ions is

F
(i)
id = NkBT

[
ln(nNλ

3
i /gi)− 1

]
, (2.71)

wheregi is the spin degeneracy (obviously, the rest-mass energy is not included
here). The internal energy and pressure contributions fromthe ideal gas of ions
are simply

U
(i)
id =

3

2
NkBT, P

(i)
id = nNkBT. (2.72)

A study of theexcessterms is more complicated. We mark these terms (which
arise from the Coulomb interactions assuming a rigid electron background,
§2.2) by the subscript “ii.” In a classical OCP the quantityFii/NkBT is a
function of a single argumentΓ. This function determines all other excess
quantities which can also be expressed via some universal functions ofΓ (e.g.,
Yakovlev & Shalybkov 1989).

In the weak coupling regime (Γ ≪ 1), the theory of Debye & Hückel (1923)
is applicable. The Debye-Hückel formula for the free energy of a mixture of
non-relativistic weakly coupled ions with chargesZje and number densitiesnj
reads (e.g., Landau & Lifshitz 1993,§78)

Fex(Γ → 0)

V
= −2e3

3

(
π

kBT

)1/2

∑

j

njZ
2
j




3/2

. (2.73)
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For the OCP, it gives

Uii,DH = −(
√
3/2)NkBT Γ3/2, Fii,DH = −(1/

√
3)NkBT Γ3/2. (2.74)

Abe (1959) used the perturbation theory to obtain corrections of the orderΓ3

to Eq. (2.74). The next correction of the orderΓ9/2 was calculated by Cohen
& Murphy (1969). The low-Γ expansion of the internal energy reads

Uii

kBTN
= −

√
3

2
Γ3/2 − 3Γ3

[
3

8
ln(3Γ) +

CE
2
− 1

3

]

−Γ9/2(1.6875
√
3 lnΓ − 0.23511) + . . . , (2.75)

whereCE = 0.57721 . . . is the Euler’s constant. Accordingly, Eq. (2.37) yields

Fii

kBTN
= −Γ3/2

√
3
− Γ3

(
3

8
ln Γ + 0.24225

)

−Γ9/2(0.64952 ln Γ − 0.19658) + . . . (2.76)

Liquid and solid phases of the OCP of ions at largeΓ were extensively
studied by various numerical methods (for reviews, see Baus& Hansen 1980;
Ichimaruet al.1987). The most efficient of them proved to be the Monte Carlo
method (Brushet al., 1966) and the family of techniques based on the so-called
hypernetted chain (HNC) equations (e.g., Hansen & McDonald1976).

Monte Carlo calculations start from some initial configuration ofN ions and
allow subsequent ion displacements. The potential energyU(r1, . . . , rN ) of
the Coulomb interaction of ions with other ions and with the uniform electron
background is calculated at every step and contributes (with a proper weight)
to the excess internal energy

Uii =
1

V NZconf

∫
U exp

(
− U
kBT

) N∏

q=1

drq, (2.77)

where

Zconf =
1

V N

∫
exp

(
− U
kBT

) N∏

q=1

drq (2.78)

is the configurational part of the partition function.
The HNC method is based on integral equations for the radial pair distribution

function

g(|r1 − r2|) =
N(N − 1)

N2ZconfV N−2

∫
exp

(
− U
kBT

) N∏

q=3

drq, (2.79)
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derived in various approximations. The classical HNC approximation consists
in neglecting the contribution of the so-called bridge diagrams (which involve
an infinite series of multiple integrals) in theN -body general diagrammatic
resummations (Hansen & McDonald, 1976). The pair correlation function
g(r) is of much shorter range than the Coulomb potentialV (r) (Hansen &
McDonald, 1976). The HNC theory is particularly suitable for such long-range
systems. Its resulting inaccuracies in the free energy, theinternal energy, and the
pressure are at most of the order of 1% (see, e.g., DeWittet al.1996; Chabrier
1990).

The advantage of the HNC technique is that it requires less computer re-
sources and directly provides the free energy along with theinternal energy.
Its disadvantage is the intrinsic inaccuracy owing to the approximations in the
HNC equations.

The ion correlations in momentum space are described by the dynamical ion
structure factor

S(q, ω) =
1

2πN

∫ +∞

−∞
dt

∫
dxdx′ eiq·(x−x′)−iωt 〈ñ(x, t) ñ(x′, 0)

〉
th
,

(2.80)
where

ñ(x, t) =
∑

rq

δ(x − rq)− nN

is an instant charge density in units ofZe, and〈. . .〉th denotes the average over
the Gibbs ensemble of ions (which will be called thethermalor thermodynamic
average). It is often useful to introduce thestatic structure factor

S(q) =

∫ +∞

−∞
S(q, ω) dω. (2.81)

In this chapter we assume that the plasma is isotropic (in particular, there is no
macroscopic magnetic field). Then the static structure factor can be written in
the form

S(q) = 1 +
3Γ

a3i

∫ ∞

0

sin(qr)

qr
[g(r)− 1] r2 dr. (2.82)

In the limit q → 0, one hasS(q) → (qai)
2/(3Γ) (e.g., Hansen 1973). The

Debye-Hückel screening corresponds toS(q) = q2/(q2 + 3Γa−2
i ). Generally,

S(q) is calculated directly from Eq. (2.80), for instance, by theMonte Carlo
method (Hansen, 1973; Itohet al., 1983) or by the HNC technique. A very
useful analytic fit to OCPS(q) was derived by Younget al. (1991).

The contribution of the ion-ion interactions into the internal energy can be
obtained fromg(r) or S(q) as

Uii =
N2

2V

∫
(Ze)2

r
[g(r)− 1] d3r = NkBT

Γai
π

∫ ∞

0
[S(q)− 1] dq. (2.83)
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Accurate Monte Carlo and HNC results for the internal and free energies of
the OCP of ions at1 ≤ Γ ≤ 160 were presented by DeWittet al. (1996) (see
references therein for earlier results).

The quantum correctionsmake the thermodynamic functions of the OCP
dependent not only onΓ but also onrs. The lowest-order quantum correction
to the Helmholtz free energy is given by the Wigner formula (Wigner 1932; see
also Landau & Lifshitz 1993):

Fq =
~
2

24(kBT )2

N∑

j=1

1

mi

〈(
∂U
∂rj

)2
〉

th

. (2.84)

For the OCP of ions in the rigid electron background this averaging gives
(Hansen, 1973)

Fq =
π~2NnN (Ze)2

6mikBT
= N

kBT
2
pi

24T
. (2.85)

This is the so calledquantum diffractionor Wigner-Kirkwoodterm in the free
energy of the OCP. It is the same for the liquid and solid phases.

Quantum effects can be studied numerically by the path-integral Monte Carlo
technique (see, e.g., Jones & Ceperley 1996; also see Militzer & Pollock 2005
and reference therein) which requires extensive computer resources.

2.3.2 b Analytic formulae and discussion

The internal energy of the Coulomb liquid (Γ ≤ Γm) calculated by DeWitt
et al. (1996) can be fitted by

Uii

kBTNN

= Γ3/2

(
A1√
A2 + Γ

+
A3

1 + Γ

)
+

B1 Γ
2

B2 + Γ
+

B3 Γ
2

B4 + Γ2
, (2.86)

whereA3 = −
√
3/2 −A1/

√
A2. The best-fit parameters areA1 = −0.9070,

A2 = 0.62954, B1 = 0.00456, B2 = 211.6, B3 = −0.0001, andB4 =
0.00462. The difference between the values given by Eq. (2.86) and byDeWitt
et al. (1996) is smaller than 5 parts in105. In addition, Eq. (2.86) reproduces
(within 0.03%) numerical values provided by Eq. (2.75) forΓ < 0.1. Figure 2.4
compares the fit (2.86) with the Monte Carlo results (DeWitt &Slattery, 1999),
HNC calculations (Chabrier & Potekhin, 1998) and the Debye-Hückel limit
(2.75) including the Abe and Cohen-Murphy corrections.
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Figure 2.4. Comparison of the fit (2.86) with the Debye-Hückel, Abe, andCohen-Murphy
asymptotes at smallΓ and with Monte Carlo and HNC calculations.

The integration of Eq. (2.86) overln Γ according to Eq. (2.37) yields the
excess free energy of the Coulomb liquid:

Fii,liq

NNkBT
= A1

[√
Γ(A2 + Γ)−A2 ln

(√
Γ/A2 +

√
1 + Γ/A2

)]

+ 2A3

[√
Γ − arctan

(√
Γ
)]

+ B1

[
Γ −B2 ln

(
1 +

Γ

B2

)]
+
B3

2
ln

(
1 +

Γ2

B4

)
. (2.87)

This formula approximatesFii within 0.02% for anyΓ in the gaseous and
liquid phases.

The corresponding contributions to the pressure and the heat capacity are

Pii =
1

3

Uii

V
, (2.88)

CV,ii = NNkB

[
Γ3/2

2

(
− A1A2

(A2 + Γ)3/2
+
A3 (Γ − 1)

(1 + Γ)2

)

− B1B2Γ
2

(B2 + Γ)2
+
B3(Γ

4 −B4Γ
2)

(B4 + Γ2)2

]
. (2.89)
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The Coulomb pressurePii is exactly one third of the Coulomb energy density,
becauseUii/V depends on the single parameterΓ ∝ V 1/3/T (for a classical
Coulomb plasma,§2.3.2a). The Coulomb pressure and energy are negative,
because Coulomb interactions introduce an additional binding of ions.

In the gaseous regime the Coulomb energy is small,|Uii| ≪ NkBT , so that
the Coulomb binding is lower than the thermal energy of ions,and the ions are
nearly free. In the strongly coupled liquid (Γ & 1) one has|Uii| & NkBT and
the Coulomb energy exceeds the thermal one. In this regime the ions are bound
in Coulomb potential wells (whose depth is∼ Z2e2/ai) and slightly oscillate
there due to thermal motion. In a Coulomb liquid there is no exact order and
the wells slowly migrate within the liquid. In the limit ofΓ ≫ 1 from Eq.
(2.86) one obtains the linearΓ dependence,Uii/NkBT ≈ A1 Γ. In this limit
Uii ≈ NA1Z

2e2/ai andPii ≈ A1 nNZ
2e2/(3ai) are nearly independent of

temperature. The numerical factorA1 is very close to the valueAIS
1 = −0.9

predicted by the ion-sphere model (§2.1.3). In that model the Coulomb energy
of one ion sphere is equal to−0.9Z2e2/ai, which includes the electron-electron
interaction,0.6Z2e2/ai, and the electron-ion interaction,−1.5Z2e2/ai (e.g.,
Shapiro & Teukolsky 1983).

2.3.3 Coulomb crystal
2.3.3 a Basic concepts

Below the melting temperature, atT < Tm, an infinite ion motion is replaced
by oscillations near equilibrium positions, which means that a crystal is formed.
Let us recall the basic concepts of the physics of crystals (e.g., Kittel 1986). A
three-dimensional crystal lattice can be mapped onto itself through a translation
by a vectorT = l1a1 + l2a2 + l3a3, whereaj are calledprimitive translation
vectorsandlj are arbitrary integers. The lattice can be figured out as composed
of primitive cellsthat fill all space by repetition of translationsT . A primitive
cell centered at an equilibrium ion position is aWigner-Seitz cell. It is often
convenient to consider areciprocal lattice, defined by the primitive vectors
bl such thatbl · aj = 2πδlj . The reciprocal lattice is mapped on itself by a
reciprocal lattice vectorG = l1b1 + l2b2 + l3b3, wherelj are again some
integers. A Wigner-Seitz cell for the reciprocal lattice isknown as aBrillouin
zone. Its volume equals(2π)3nN .

The ground state of the OCP of ions corresponds to the body-centered cubic
(bcc) lattice. In a real crystal, this happens at high densities (atrs ≪ 1), whereas
other types of lattices (face-centered cubic, fcc; hexagonal close-packed, hcp)
may form the ground state atrs & 1 (e.g., Kohanoff & Hansen 1996). In
the following, we focus on the cubic lattices (bcc and fcc). Note that the
simple cubic Coulomb lattice is unstable (as any simple cubic lattice of particles
interacting via central forces; Born 1940).
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In this section we describe thermodynamic functions of Coulomb crystals.
Another important aspect is the elasticity of crystallizedmatter. Although
elastic properties of the neutron star crust are fully determined by Coulomb
interactions, they will be considered in§3.7 of Chapter 3.

While studying strongly coupled Coulomb systems, it is often very useful
to approximate the actual Wigner-Seitz cell by a sphere of the same volume.
In simple lattices, the radius of the Wigner-Seitz cell is equal to the ion-sphere
radiusai [see Eq. (2.23)]. The same approximation in reciprocal lattice results
in a spherical Brillouin zone with an equivalent radius

qBZ = (6πnN )
1/3. (2.90)

2.3.3 b Harmonic approximation

Let us outline the standard method to study ion vibrations (e.g., Kittel 1963,
1986). Let the ions oscillate near equilibrium positionsRj . An ion position
can be written asrj = Rj + uj , whereuj is a small ion displacement. Since
the ions are considered as pointlike, theirlocal number density can be written
as

n(x, t) =
∑

j

δ(x−Rj − uj(t)). (2.91)

Expanding the Coulomb energy of an ion (say,j = 1) in Taylor series with
respect touj and keeping the terms up tou2

j , we get the Coulomb energy in
the harmonic approximation. In particular, the potential energy increase due to
the ion displacements is

∆E1 =
(Ze)2

2

NN∑

j=2

3(u1j ·Rj)
2 − u2

1jR
2
j

R5
j

− 2π

3
nN(Ze)

2u2
1, (2.92)

whereu1j = u1−uj . The sum comes from the ion-ion interactions, while the
last term comes from the ion interaction with the electron background. Taking
ion displacements in the form

uj(t) = Aeks exp(ikRj − iωkst) (2.93)

and using the Newtonian equation of ion motion, one obtains the dynamical
equations (e.g., Coldwell-Horsfall & Maradudin 1960),

ω2
kseksα = Dαβ(k)eksβ, (2.94)

whereα andβ are Cartesian indices. These equations determine the eigen-
frequenciesωks and polarization vectorseks. Here,s enumerates branches of
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crystal oscillation modes,

Dαβ(k) =
ω2
pi

3
δαβ −

ω2
pi

π

∑

l6=0

eikRj
3lαlβ − l2δαβ

l5
(2.95)

is the dynamical matrix, andl is a vector with integer components (either all
odd or all even for the bcc lattice). The convergence of sums over lattice sites
can be improved using the Ewald summation technique (Ewald,1921). In the
OCP model of a simple Coulomb crystal (OCP of ions on the rigidelectron
background), there are three oscillation branches, two transverse acoustic ones
(s = 1, 2, with a linear dispersion relationω(k) ∝ k at small wave numbers
k) and one longitudinal optical branch (s = 3, whose frequency goes toωpi at
k → 0). It is easy to see from Eqs. (2.94) and (2.95) that the eigenfrequencies
obey the Kohn’s sum rule ∑

s

ω2
ks = ω2

pi. (2.96)

Taking into account a finite compressibility of the ambient electron gas, one
finds that this rule is not exact at smallk. Whenk decreases belowkTF, the
frequency of the vibration branchs = 3 tends to zero with a limiting dispersion
law ω → ωpi k/kTF (Pollock & Hansen, 1973). Thus the branchs = 3 is not
the true optical branch. It becomes acoustic at large wavelengths owing to a
finite electron screening.

2.3.3 c Quantization

In order to quantize ion motion, which is important atT . Tpi, one has to
consider lattice dynamics in terms of elementary quantum excitations – phonons
(e.g., Landau & Lifshitz 1993; Kittel 1986). Accordingly, the local ion density
given by Eq. (2.91) should be replaced by the density operator ρ̂, which acts
in space of quantum states characterized by phonon numbers;analogously,uj
must be replaced by the operatorûj of ion displacement. Here we restrict
ourselves to the most important case in which the effects of quantum statistics
of ions (exchange corrections) can be neglected. In this case one should take
into account the ion spin degeneracy but, otherwise, one cantreat the ions as
spinless particles3.

The harmonic approximation proves to be very useful to describe quantum
crystals. In this approximation (e.g., Landau & Lifshitz 1993) the free energy
of the ion lattice is

Fi = U0 + 3NNkBT
〈
ln(1− e−zks)

〉
ph
, (2.97)

3Such particles are sometimes called “boltzmannons”.
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where
zks ≡ ~ωks/kBT, (2.98)

andU0 is the zero-point lattice energy. The averaging〈. . .〉ph is performed over
phonon wave vectorsk in the first Brillouin zone and over phonon polariza-
tionss:

〈fs(k)〉ph =
1

3VBZ

∑

s

∫

VBZ

dk fs(k), (2.99)

VBZ = 4
3πq

3
BZ being the volume of the Brillouin zone. The function〈. . .〉ph

depends on the only one parametertp = T/Tpi and determines the temperature
dependence of all thermodynamic functions. The zero-pointenergy consists of
two parts,

U0 = UM + Uq, (2.100)

where

UM = −NNCM(Ze)2/ai, Uq =
3

2
NN~ωpiu1. (2.101)

Here,UM is the classical static-lattice energy,CM is theMadelung constant
(Table 2.4),Uq accounts for the zero-point quantum vibrations, andu1 belongs
to the family of average phonon frequency moments

up ≡ 〈ωpks〉ph/ω
p
pi. (2.102)

From Eq. (2.97), one obtains the internal energy

Ui = U0 + 3NNkBT
〈
zks( e

zks − 1)−1
〉
ph

(2.103)

and the heat capacity

CV i = 3kBNN

〈
z2ks e

zks( ezks − 1)−2
〉
ph
. (2.104)

As a rule, the main contribution into the internal energy comes from the
classical static-lattice energy. The Madelung constantCM, which determines
this energy, is remarkably close to 0.9 for all lattice types. 4 Let us recall that
the value 0.9 is predicted by the ion-sphere model (§2.3.2b). Therefore, the
ion-sphere expressionUM = −0.9NN Z

2e2/ai is sufficiently accurate in the
ion liquid and solid, as long as the ions are strongly coupled.

The low-order frequency moments of bcc, fcc, and hcp crystals are very sim-
ilar (see Table 2.4). According to Eq. (2.96),u2 = 1

3 for any OCP lattice. Many
thermodynamic and kinetic properties of Coulomb crystals are remarkably in-
dependent of the crystal type and are similar to those in a strongly coupled
Coulomb liquid. For instance, the transport properties of degenerate electrons
which scatter off ions are almost the same in the liquid and crystal phases
(Baikoet al., 1998). The difference between the liquid and crystal and between
different crystal types is really tiny (also see§§2.3.4 and 2.4.6).

4For the bcc Coulomb lattice, this constant was first calculated by Fuchs (1935).
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Table 2.4. Parameters of Coulomb crystals: Madelung constantCM, frequency momentsun,
andl̄ = 〈ln(ωks/ωpi)〉ph (Baiko et al., 2001b).

Lattice CM u−2 u−1 u1 u3 l̄

bcc 0.895929255682 12.972 2.79855 0.5113875 0.25031−0.831 298

fcc 0.895873615195 12.143 2.71982 0.5131940 0.24984−0.817 908

hcp 0.895838120459 12.015 2.7026 0.51333 0.24984−0.815 97

2.3.3 d Analytic formulae for thermodynamic functions

Classical Coulomb crystal. Asymptotically, atΓ → ∞, one hasUi ≈ UM,
whereUM is given by Eq. (2.101). A thermal correction

Uth ≡ Ui − UM = 3NNkBT + Uanharm (2.105)

to the internal energy of the OCP atΓ ≫ 1 is very small. The term3NNkBT
comes from the harmonic lattice vibrations andUanharm represents anharmonic
corrections discussed in§2.3.3e.

In the classical regime (T & Tpi), one has~ωks ≪ kBT , and Eq. (2.97)
reduces to

Fi = −NNCM
(Ze)2

ai
+ 3NNkBT

[
ln

(
~ωpi

kBT

)
+ l̄

]
, (2.106)

with the term
l̄ ≡ 〈ln(ωks/ωpi)〉ph (2.107)

presented in Table 2.4. Subtracting the ideal-gas free energy (2.71) fromFi

given by Eq. (2.106), one obtains the excess free energy of ions in the harmonic
approximation,

Fii,harm = UM +NNkBT

(
3

2
ln Γ + 1 + 3l̄ +

1

2
ln

6

π

)
. (2.108)

Strong quantum limit. Now consider the regime ofT ≪ Tpi. In this case,
only a small central part of the Brillouin zone, wherezks . 1, contributes
actually to the averaging in Eq. (2.97). In addition, the contribution from the
optical (longitudinal) phonons (s = 3) is much smaller than that from the
acoustic ones (s = 1, 2). Carr (1961) evaluatedCV i and obtainedCV i =
ζNNkB(T/Tpi)

3, whereζ is a numerical constant (its accurate value is given
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on p.83). This yields

Fi = U0 −
ζNNkBT

12

(
T

Tpi

)3

. (2.109)

Because of the rapid decrease of theT -dependent terms at lowT , the ion heat
capacity becomes smaller than the electron one in the strongquantum limit,
tp → 0 (§2.4.6).

Harmonic Coulomb crystal at arbitrary temperature. At intermediate
temperaturesT ∼ Tpi the asymptotic expressions (2.106) and (2.109) become
inaccurate and thermodynamic quantities should be evaluated numerically. For
estimates, however, one can use a simple model (Chabrieret al., 1992) that
treats two acoustic modes as degenerate Debye modes withωks = αtωpik/qBZ

and the longitudinal mode as an Einstein mode withωks = αlωpi. We shall
call it D2E (“2 Debye + 1 Einstein modes”) model. In this model

3
〈
ln(1− e−zks)

〉
ph

= −2

3
D3(αtη) + 2 ln(1− e−αtη) + ln(1− e−αlη),

(2.110)
where

η = Tpi/T = t−1
p (2.111)

and

Dn(x) =
n

xn

∫ x

0

tn

et − 1
dt (2.112)

is a Debye function. We can propose the interpolation formulae forD1 and
D3 which are accurate within 7 parts in104 and reproduce the small-x [up to
o(x2)] and large-x asymptotes,

D1(x) ≈
1 +R1(x)/x

1 + 1
4 x+ 5

144 x
2 + 0.00139x4 + (6/π2)R1(x)

, (2.113)

R1(x) = (440x + 9ex) (0.1x)6;

D3(x) ≈
1 +R3(x)/x

3

1 + 3
8 x+ 29

320 x
2 + 0.01656x3.2 + 5.9 × 10−5 x6 + (5/π4)R3(x)

,

(2.114)

R3(x) = 4.7

[
ex −

4∑

n=0

xn

n!

]
(0.1x)4.

Chabrier (1993) checked that the D2E model is reasonably accurate for eval-
uating the thermodynamic functions. Let us choose the parametersαt andαl in
such a way as to reproduce exactlyu2 = 1

3 and the value of̄l given in Table 2.4.
We findαt = 0.426548 andαl = 0.88412 for the bcc lattice,αt = 0.436671
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andαl = 0.87817 for fcc, andαt = 0.436671 andαl = 0.87817 for hcp. For
example, Monte Carlo results of Pollock & Hansen (1973) for the normalized
specific heatCV /(3NNkB) of the bcc lattice are reproduced with the maximum
error of 0.015 attp ≈ 0.14.

More accurate analytic formulae for thermodynamic functions of a Coul-
omb crystal in the harmonic approximation were constructedby Baiko et al.
(2001b). The authors calculated several lowest phonon frequency moments
and the Madelung constant (presented in Table 2.4), and alsothe free energy,
internal energy, and heat capacity. The latter functions were fitted by analytic
formulae. For instance, the free energy is given by Eq. (2.97), where

3
〈
ln(1− e−zks)

〉
ph

=

3∑

n=1

ln
(
1− e−αnη

)

−
∑8

n=0 an η
n

∑7
n=0 bn η

n + c6 a6 η9 + c8 a8η11
, (2.115)

with the parametersαn, an, and bn presented in Table 2.5. The accuracy
of Eq. (2.115) is a few parts in106. Other thermodynamic functions can be
obtained from Eq. (2.115) by differentiation. For instance, Ui andCV i are
written explicitly by Baikoet al. (2001b); any differentiation increases the
relative error by a factor of≈ 3. At T ≪ Tpi, Eq. (2.115) is consistent with
Eq. (2.109) ifζ = 12/c8.

2.3.3 e Anharmonic corrections

Classical Coulomb crystal. Anharmonic corrections for classical Coulomb
lattices were numerically evaluated in many papers (e.g., Pollock & Hansen
1973; Albers & Gubernatis 1986; Nagaraet al. 1987; Farouki & Hamaguchi
1993). They can be expanded over negative powers ofΓ. For instance, the
internal energy can be written as

Uanharm,cl

NNkBT
=
∑

p≥1

ap
Γp
. (2.116)

Assuming that the anharmonic part of the free energyFii,anharm vanishes in the
strong-coupling limitΓ →∞ (Pollock & Hansen, 1973), from Eqs. (2.37) and
(2.116) one obtains

Fii,anharm,cl

NNkBT
= −

∑

p≥1

ap
pΓp

. (2.117)

Farouki & Hamaguchi (1993) performed numerical simulations of the clas-
sical Coulomb solid forΓ up to 3000 and approximated the anharmonic correc-
tions in variousΓ ranges by keeping 2–4 terms in Eq. (2.116). The most reliable
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Table 2.5. Parameters of the analytic approximation (2.115) of the thermal free energies of bcc
and fcc Coulomb lattices. Powers of 10 are given in square brackets.

bcc lattice fcc lattice

α1 0.932446 0.916707
α2 0.334547 0.365284
α3 0.265764 0.257591
c6 4.757 0140 [−3] 4.923 87 [−3]

c8 4.777 0935 [−3] 4.375 06 [−3]

n an bn an bn

0 1 261.66 1 303.20
1 0.1839 0 0 0
2 0.593586 7.07997 0.532535 7.7255
3 5.4814 [−3] 0 0 0
4 5.018 13 [−4] 0.0409484 3.765 45 [−4] 0.0439597
5 0 3.973 55 [−4] 0 1.142 95 [−4]

6 3.9247 [−7] 5.111 48 [−5] 2.630 13 [−7] 5.634 34 [−5]

7 0 2.197 49 [−6] 0 1.364 88 [−6]

8 5.8356 [−11] − 6.6318 [−11] −

results, which agree with the value ofA1 given by the perturbation theory (Na-
garaet al., 1987), are provided by a three-term fit in the range170 < Γ < 400,
with a1 = 10.9, a2 = 247, anda3 = 1.765 × 105.

Finally, Eqs. (2.108) and (2.117) give the total free energyof the classical
OCP of ions,

Fii,solid = Fii,harm + Fii,anharm. (2.118)

Zero-temperature limit. In the limit T = 0, the expansion of the Coulomb
potential in powers of ion displacements from their latticepoints leads to the
expansion of the lattice energy in powers ofR

−1/2
S , whereRS is given by Eq.

(2.32) and is treated as a large parameter. The coefficients of this expansion
were calculated, e.g., by Carr (1961) and Albers & Gubernatis (1986). Their
result can be written asFi = Ui = Ui,harm + Ui,anharm. The harmonic part
Ui,harm = U0 is given by Eqs. (2.100) and (2.101). It contains the familiar
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classical static-lattice and quantum zero-point vibration energies,

Ui,harm = −CMN
Z2e2

ai
+

3

2
u1N ~ωpi

= −mi(Ze)
4

2~2
N

(
2CM
RS

− 3
√
3u1

R
3/2
S

)
. (2.119)

The anharmonic zero-temperature part is

Ui,anharm = −~ωpiN

(
0.0391 + 0.03262

~ωpi

Z2e2/ai
+ . . .

)

= −N mi(Ze)
4

2~2

(
0.703

R2
S

+
1.017

R
5/2
S

+ . . .

)
. (2.120)

Anharmonic corrections in quantum crystals at finite temperatures (0 < T .
Tpi) are currently unknown.

2.3.3 f The structure factor of a Coulomb crystal

In the general case of a quantum Coulomb crystal, Eq. (2.80) for the dynam-
ical structure factor should be generalized:

S(q, ω) =
1

2πNN

∫ +∞

−∞
dt

∫
dx dx′ eiq·(x−x′)−iωt

〈
ρ̂†(x, t) ρ̂(x′, 0)

〉
th
,

(2.121)
whereρ̂(x, t) is the operator of charge density in units ofZe. The thermody-
namic average〈. . .〉th must be distinguished from the average over the phonon
spectrum defined by Eq. (2.99). Using Eq. (2.91) and the quantization prescrip-
tion (p.79), we can integrate overx andx′ in Eq. (2.121) and obtain

S(q, ω) =
1

2πNN

∫ +∞

−∞
dt e−iωt

×
〈
∑

i,j

eiq·(Ri−Rj)
[
eiq·ûi(t) − 1

] [
e−iq·ûj(0) − 1

]〉

th

. (2.122)

Expanding the ion displacement operatorûi in the phonon creation-annihilation
operators and using the Weyl operator identityeAeB = eA+Be[A,B]/2 (e.g.,
Kittel 1986), we can decompose the structure factor into twoparts,

S(q, ω) = S′(q) δ(ω) + S′′(q, ω), (2.123)

whereS′(q) is the partial static structure factor associated with ion ordering
(the Bragg-diffraction or elastic part), while the “inelastic” part S′′(q, ω) is as-
sociated with ion fluctuations around equilibrium lattice sites. In the following



86 NEUTRON STARS

we shall use the harmonic-lattice approximation which gives (e.g., Kittel 1963)

S′(q) = (2π)3nNe
−2W (q)

∑

G6=0

δ(q −G), (2.124)

where
exp(−2W (q)) ≡ 〈exp(iq · ûj)〉2th (2.125)

is theDebye-Waller factor. In Eq. (2.124),
∑

G6=0 denotes a summation over
all reciprocal lattice vectorsG exceptG = 0.

In isotropic (e.g., cubic) crystals, one has (cf. Kittel 1986)

W (q) = r2T q
2/6, (2.126)

wherer2T = 〈û2〉th is the mean-squared ion displacement. In a harmonic
crystal,

r2T =
3~

2mi

〈
1

ωks tanh(zks/2)

〉

ph

, (2.127)

wherezks is defined by Eq. (2.98). In a classical crystal, whereT & Tpi,
characteristic values ofzks are small, and Eq. (2.127) simplifies to

r2T (tp & 1) ≈ 3kBTu−2

4πnNZ2e2
=
u−2 a

2
i

Γ
. (2.128)

Formally, in this case one can writer2T = 3u−2r
2
D, whererD is the Debye ion

radius, Eq. (2.25). In the opposite limit

r2T (tp ≪ 1) ≈ 3~u−1

2miωpi
=
u−1 a

2
i

Γtp
. (2.129)

For anyη the quantityr2T can be estimated from the D2E model (§ 2.3.3d),

r2T ≈
a2i η

Γ

[
u−1

2
+

η

3αl(eαlη − 1)
+

2

α2
t

D1(αtη)

]
. (2.130)

The inelastic part of the structure factor can be presented as (Baikoet al.,
1998)

S′′(q, ω) =
1

2πNN

∫ +∞

−∞
dt e−iωt−2W (q)

∑

ij

eiq·(Ri−Rj)
∞∑

n=1

1

n!

×
{

~

2miNN

∑

ks

(q · eks)2
ωks

[
αijks(n̄ks + 1) + α∗

ijksn̄ks
]
}n
, (2.131)
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whereαijks ≡ exp[mik · (Ri −Rj)−miωkst], and

n̄ks =
1

ezks − 1
(2.132)

is the mean number of phonons (k, s).
In § 2.3.2a, we have introduced the static structure factor of a Coulomb

plasma, Eq. (2.81). For a crystal, the static structure factor becomes

S(q) =
1

NN

∑

i,j

eiq·(Ri−Rj)
〈
eiq·ûie−iq·ûj

〉
th
. (2.133)

It can also be decomposed into the elastic (Bragg, or static-lattice) and inelastic
parts,S(q) = S′(q) + S′′(q), where

S′′(q) = e−2W (q)
∑

Rj

eiq·Rj

[
ev(q,Rj )q

2 − 1
]
, (2.134)

and

v(q,R) =
3~

2mi

〈
(q · eks)2

q2
cos(k ·R)

ωks tanh(zks/2)

〉

ph

. (2.135)

In general, the functionS′′(q) has sharp peaks (e.g., Baikoet al. 2000),
whose calculation is difficult. However, in integrals overq at q ≫ qBZ the
peaks can often be smeared out. In such cases, a method introduced by Raikh
& Yakovlev (1982) proves to be useful. Let us note that in these integralsq runs
over many Brillouin zones, each having its own principal polarization vectors
eks. Thus the polarization vectors change rather rapidly on scales q ∼ qBZ,
and forq & qBZ one can approximately replace

∑

s

(q · eks)2f(ωks)→ q2〈f(ωks)〉ph, (2.136)

provided thatf(ω) is a sufficiently smooth function. Then from Eq. (2.131)
after averaging over orientations ofq one gets (Baikoet al., 1998)

S′′(q, ω) = exp

[
−2W (q)− ~ω

2kBT

] ∫ +∞

−∞

dt

2π
e−iωtK(q, T, t), (2.137)

K(q, T, t) = exp

[
~q2

2mi

〈
cosωkst

ωks sinh (zks/2)

〉

ph

]
− 1. (2.138)

Equation (2.137) takes into account ion correlations associated with absorp-
tion and emission of any number of phonons. In the solid statetheory, one often
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linearizes quantum-mechanical amplitudes of interactions with respect tôu, ne-
glecting thus multi-phonon processes. The structure factor in this one-phonon
approximationsimplifies to (e.g., Flowers & Itoh 1976)

S′′
1ph(q, ω) = e−2W (q) ~q

2

2mi

〈
δ(ω − ωks) + δ(ω + ωks)

ωks| exp(~ω/kBT )− 1|

〉

ph

, (2.139)

which is equivalent to replacing{exp[. . .] − 1} → [. . .] in Eq. (2.138). This
approximation is justified only atT ≪ Tpi. In dense astrophysical plasmas,
multi-phonon processesappear to be important near the melting temperature
(Baiko et al., 1998).

The approximate inelastic part of the static structure factor, corresponding
to Eq. (2.137), reads (Baikoet al., 1998)

S′′
0 (q) = 1− e−2W (q). (2.140)

This approximate expression is quite accurate forq & 3/ai (Baikoet al., 2000).

2.3.4 Melting
The solid-liquid phase transition occurs atΓ = Γm, where the free energies

F (Γ) of liquid and solid phases intersect. It is difficult to findΓm with high
precision, because the intersection of the free energy curves is strongly affected
by the thermal corrections which are small atΓ ∼ Γm (the free energy curves
are nearly parallel). For instance, a 0.1% error inFii shifts the intersection by
∆Γ ≈ 15 (Pollock & Hansen, 1973).

According to Fig. 2.2, the melting in the envelopes of middle-aged neutron
stars takes place atρ & 106 g cm−3. Therefore, the model of the rigid electron
background presents a good starting approximation for calculatingΓm in most
cases. The first realistic estimate,Γm = 170 ± 10, was obtained by Van
Horn (1969). He used theLindemann criterionaccording to which a crystal
melts when the root-mean-square amplituderT of ion vibrations in a lattice site
(defined on p. 86) becomes a sizable fraction of inter-ion distance. Specifically,
Van Horn equated the ratiorT /ai to the experimental value(rT /ai)2 = 0.070±
0.004 for alkali metals. This value ofΓm was considerably larger than numerical
estimates available at that time, but it proved to be remarkably close to the value
obtained twenty years later from sophisticated theoretical studies. Those studies
included numerical evaluation of the internal energy of theclassical liquid and
solid OCP and used quantum expansions of thermodynamic functions of OCP,
as well as Monte Carlo simulations.

By equatingFii,liq given by our fit (2.87) toFii,solid given by Eqs. (2.108) and
(2.118), we obtainΓm = 175. This value, however, may substantially change
if we take into account an electron polarization (see§ 2.4.5c below).

The phase transition is first-order, but very weak. Strictlyspeaking, if we fix
the number density of ions and decrease the temperature, we obtain discontin-
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uous changes of the ion energyUi and the ion pressurePi at the melting point.
One can easily show that both quantities undergo sudden drops. The drop of
the ion energy densityUi/V , associated with the crystallization to the bcc lat-
tice atΓm = 175, is ∆Ui/V ≈ 0.76nNkBTm, with ∆Ui/Ui ≈ 0.5%, and the
drop of the ion pressure∆Pi/Pi is approximately three times smaller. Because
the ion pressure is only a small part of the total pressureP (while the leading
partPe is provided by the electrons), the fractional drop of the total pressure
∆P/P is much smaller than the fractional drop of the ion pressure∆Pi/Pi.
For instance, for the56Fe plasma atρ = 108 g cm−3 or for the12C plasma at
ρ = 105 g cm−3 (the cases discussed further in§2.4.6 and presented in the left
and right panels of Fig.2.7 on p. 103) one gets∆P/P ≈ 2× 10−4. However,
even a small∆P/P means that the thermodynamic equilibrium between the
two phases (which requiresP =constant) should be accompanied by a density
discontinuity∆ρ/ρ = (∆P/P )/χρ ∼ ∆P/P , an unambiguous manifestation
of the first-order phase transition (recall that for a strongly degenerate electron
gas the pressure exponentχρ varies from 5/3 atxr ≪ 1 to 4/3 atxr ≫ 1). The
density jump is so small that it can be neglected in most applications.

Nevertheless, these discontinuities are important for astrophysical modeling.
For example, they determine the latent heat released at freezing. It equals
Qlatent = T (Sm,solid − Sm,liq) = Um,liq − Um,solid ≈ ∆Ui, whereSm,liq
andSm,solid are the entropy values atT = Tm in the liquid and solid phases,
respectively, andUm,liq andUm,solid are the corresponding values of the internal
energy. Thus,Qlatent is only≈ 0.5% of the ion contributionUi, which is only
a tiny fraction of the total internal energyU (mainly determined by degenerate
electrons at the conditions mentioned above). Nevertheless, the absolute value
of Qlatent (≈ 0.76kBT per ion) is a substantial fraction of thermal thermal
energy of the ions. It is sufficient, for instance, to delay the cooling of old white
dwarfs with crystallizing cores (Chabrier, 1999; Hansen, 2004, and references
therein), that is important for the white dwarf chronology.Note also that dense
matter may form a supercooled liquid and freeze atT < Tm as will be discussed
in §2.4.6.

At high densities zero-point quantum vibrations of ions maybecome compa-
rable to the lattice constant and hamper lattice ordering. This effect was studied
by many authors (e.g., Mochkovich & Hansen 1979; Ceperley & Alder 1980).
In particular, Nagaraet al.(1987) used an expansion technique, Chabrier (1993)
invented a simple analytic model, and Jones & Ceperley (1996) applied a path-
integral Monte Carlo simulation. These studies confirm thatat high densities
the melting temperatureTm(ρ) becomes essentially lower than the classical
melting temperature given by Eq. (2.28), and at some critical densityρm zero-
point vibrations destroy the lattice even atT = 0 (Tm(ρm) = 0). Hence at
ρ > ρm the liquid does not solidify at all, and one obtains thequantum liquid
domain atT . Tpi andρ & ρm. In that domain spin statistics of ions is im-
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portant. Numerical values ofρm correspond toRS ≈ 140–160 for bosons and
RS ≈ 90–110 for fermions (Ceperley & Alder, 1980; Chabrier, 1993; Jones
& Ceperley, 1996).

The applicability of the latter results to neutron star envelopes is restricted.
For astrophysicallyabundant carbon, oxygen, or nitrogen ions,ρm is not reached
in the outer crust. On the other hand, such ions cannot survive in the inner crust;
they would immediately disappear there owing to beta captures and pycnonu-
clear reactions (see Shapiro & Teukolsky 1983 and Chapter 3). Therefore, the
appearance of quantum liquid is actually important only forhydrogen and he-
lium in the outer neutron star envelope, where zero-point motion drastically
suppresses the crystallization of these ions.

2.3.5 The pressure of degenerate electrons with electrostatic
corrections

For many applications it is sufficient to use a fairly simple EOS of the outer
envelope of a neutron star. One can take the pressureP

(e)
id of the ideal fully

degenerate electron gas from Eq. (2.67) and supplement it with the Coulomb
correction calculated within the ion-sphere model,Pii ≈ −0.3nN Z

2e2/ai.
(§§2.1.3 and 2.3.3c). This gives

P =
Pr

8π2

[
xr

(
2

3
xr

2 − 1

)
γr + ln(xr + γr)

]
− 0.3nN

Z2e2

ai
. (2.141)

This EOS can be used in the outer envelope not too close to the surface. It
is also widely used in white dwarf cores. It is temperature independent and
applies to any composition of the matter. Its derivation implies that the electron
contributionP (e)

id should be much larger than the Coulomb correctionPii. In
the ultrarelativistic electron gas (xr ≫ 1) both pressures have the same (poly-
tropic) density dependence,P (e)

id ∝ Pii ∝ xr4. Therefore, their ratio is density
independent being determined only by the ion charge numberZ,

Pii

P
(e)
id

= −6

5

(
4

9π

)1/3 Z2/3e2

~c
≈ −0.0046Z2/3, (2.142)

which givesPii/P
(e)
id ≈ −0.04 for the matter composed of iron.

In the nonrelativistic electron gas one hasP (e)
id ∝ xr

5 andPii ∝ xr
4. Ac-

cordingly, the ratio

Pii

P
(e)
id

= −3

2

(
4

9π

)1/3 Z2/3e2

~cβr
≈ −0.0057 Z

2/3

xr
(2.143)

depends onρ. Both estimates agree with those presented in§2.2.1 (Table 2.1).
With decreasingρ the Coulomb pressure becomes more important. Formally,
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the pressureP given by Eq. (2.141) vanishes atρ = ρ∗ ≈ 0.18ZA g cm−3.
However, Eq. (2.141) is invalid at such lowρ because at least the approximation
of the rigid electron background (implied in the ion-spheremodel) breaks down.
The applicability of Eq. (2.141) is limited by the conditions T ≪ TF, ρ ≫
ρrigid (see p. 66) andT . Tl. The latter inequality ensures the regime of
strong ion coupling. Its violation at high temperatures, where the Coulomb
corrections are nevertheless small, does not introduce serious errors into the
pressure that is mainly determined by electrons. Therefore, Eq. (2.141) can be
used disregarding this inequality in many applications.

2.4. Intermediate-density regime. Electron response
The most complicated region of plasma parameters refers to moderate tem-

peratures and intermediate densities between the high densities, where the
plasma is fully ionized, and low densities, where the plasmais nondegener-
ate and nearly ideal (if it is warm). At intermediate densities one often employs
the mean-ion approximation, in which a real plasma is modeled as the electron-
ion plasma containing a single ion species with an effectivechargeZeff . The
effective charge can be chosen in different ways. One often uses a simple
average,Zeff = 〈Z〉.

2.4.1 Interpolation
The simplest way to obtain a reasonable EOS in the intermediate density

regime is an interpolation between the low and high densities. For hydrogen
and helium plasmas this was done by Fontaineet al. (1977), who interpo-
lated pressure logarithms along isotherms. A modification of this technique,
that makes use of the Opacity Library (OPAL) EOS (see, e.g., Rogerset al.
1996) for iron plasma at intermediate densities and high temperatures, was pre-
sented by Potekhinet al. (1997a). The interpolation covers the gap between
maximum densitiesρOPAL, presented in the OPAL tables, and the minimum
densitiesρrigid, at which the approximation of the fully ionized plasma with
the rigid electron background holds. The OPAL tables are approximately re-
stricted byρOPAL ≈ 10T 3

6 g cm−3. The densityρrigid, defined in§2.3, is
ρrigid ≈ 8 × 105 g cm−3 for the iron plasma. The resulting EOS, constructed
by Potekhinet al. (1997a), satisfies the normality condition(∂P/∂T )V > 0
and preserves some signatures of the Fe shell structure exhibited by the OPAL
EOS. Once an interpolated EOS is constructed, the values ofZeff in the mean-
ion approximation can be evaluated by adjusting the effective number density
of free electrons to the pressureP (e)

id + P
(i)
id , calculated, e.g., from Eqs. (2.50)

and (2.72), to reproduce the pressureP given by the accurate EOS at the same
ρ andT . ThenZeff is set equal to the mean ion charge, required to produce the
electron density.
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The EOS at low, intermediate and high densities is shown in Fig. 1.3 (in
Chapter 1, p. 15). It combines the EOSs developed by different authors for
different density ranges as described in§1.3.2. In particular, the dashed lines
show the OPAL EOS forT = 106, 107, and108 K. At densitiesρ & 105 g cm−3

the EOS is almost temperature independent. However, at lower densities the
thermal effects become significant and noticeably increasethe pressure. The
dotted line is the analytic interpolation expression forT = 107 K described in
Appendix C.

More elaborate calculations of thermodynamic functions ofthe electron-
ion plasmas with allowance for theee and ie correlations start from the first
principles, but then make use of some simplifying assumptions and numerical
schemes. Some models are briefly reviewed below.

2.4.2 Thomas-Fermi-like theories
In the intermediate density region, the statistical (Thomas-Fermi) model is

often used, which is particularly advantageous for heavy elements. Its sim-
plest version was first constructed by Frenkel (1928), but his paper remained
unnoticed by astrophysicists. Later is was proposed in the famous paper by
Feynmanet al. (1949). This version assumes that the electrons in a spherical
Wigner-Seitz cell behave like a partially degenerate non-relativistic gas in a
spherically symmetric partially screened attractive potential φ(r) of the central
ion. Therefore, the electron local number densityne(r) is related toφ(r) by
Eq. (2.51) withχ replaced byχr = χ+ eφ(r)/kBT :

ne = (4/
√
π)λ−3

e I1/2(χr), (2.144)

whereIν(χr) ≡ Iν(χr, 0) is the non-relativistic Fermi integral. Forφ(r), the
Poisson equation reads

∇2φ(r) = −4π [Zeδ(r) − ene(r)] . (2.145)

The obvious boundary condition and normalization are

φ′(ai) = 0,

∫ ai

0
ne(r) 4πr

2 dr = Z. (2.146)

The internal energy is the sum of contributions of the ideal ions [Eq. (2.72)],
the electron gas [see Eq. (2.53)], and the electron-ion electrostatic interaction:

U = U
(i)
id +NNkBT

∫ ai

0

4√
π λ3e

I3/2(χr) 4πr
2 dr

−NN

2

∫ ai

0

(
Ze2

r
+ eφ(r)

)
ne(r) 4πr

2 dr. (2.147)
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The pressure is given by

P = P
(i)
id +

8

3
√
π λ3e

I3/2(χai). (2.148)

The important modifications of the Thomas-Fermi theory consist in includ-
ing the electron exchange (Thomas-Fermi-Dirac model, Cowan & Ashkin
1957), the electron correlations (Kirzhnits, 1958), and the gradient correction
(Weizsäcker, 1935) which takes into account that the electron wave functions are
locally not pure plane waves. A comparison of different versions of the Thomas-
Fermi EOS is given, e.g., by Laiet al. (1991). Note also Thomas-Fermi-like
calculations of thermodynamical properties of crystalline matter based on real
(nonspherical) Wigner-Seitz cells (see, e.g., Hubbard & Macfarlane 1985 and
references therein).

The Thomas-Fermi theory can describe a number of thermodynamic ef-
fects, such as pressure ionization of cold plasmas. Early versions of the theory
missed some quantum-mechanical effects, for instance, theshell structure of
bound species, and showed clear discrepancy with experiment (e.g., Kirzhnits
1967). In order to eliminate such a discrepancy, one often incorporates new
experimental data by introducing phenomenological modifications into the the-
ory. For example, the “mean-ion model” constructed by Basko(1985) takes
into account some thermodynamic characteristics of real substances by virtue
of a number of empirical parameters. This ensures a satisfactory agreement
with high-pressure experiments.

Zink (1968) incorporated the shell effects into the Thomas-Fermi theory,
using a solution of the Schrödinger equation for the inner electrons. This “hy-
brid” model was extended by Laiet al.(1991), who found it to be not essentially
better than the Thomas-Fermi-Dirac-Weizsäcker model forcalculating thermo-
dynamic quantities.

A reasonable compromise between simplicity and accuracy inthe description
of high-pressure matter, especially composed of heavy elements, is provided by
the “refined Thomas-Fermi” (RTF) model (Kirzhnits & Shpatakovskaya, 1995).
It supplements the classical Thomas-Fermi method with several semiclassical,
exchange, and shell corrections whose parameters are chosen to satisfy exper-
imental data.

Since the Thomas-Fermi-like models statistically treat the electrons in a
Wigner-Seitz cell, they are inaccurate in the case where thenumber of these
electrons is not large.

2.4.3 Electron exchange and correlation effects
At extremely lowT andρ, corresponding to largeΓe andrs (§2.1.2), the

OCP of electrons behaves similarly to that of ions, and the results of§ 2.3.2
can be applied. However, the exchange effects at finiters imposed by the Pauli



94 NEUTRON STARS

principle are often as important as the Coulomb correlationeffects associated
with non-zeroΓe. Therefore, the excess part of the electron free energyFxc in
Eq. (2.44) is often called the exchange-correlation part.

The exchange-correlation effects were studied by many authors. Pokrant
(1977) evaluated the Slater sum using a variational method.Perrot & Dharma-
wardana (1984) used the local-density approximation of thedensity functional
theory (DFT), with the effective screened potential calculated in the random-
phase approximation (that yields the internal energy at small Γe and arbitraryθ).
Nagaraet al. (1987) developed an expansion scheme, more powerful than the
Wigner-Kirkwood expansion, and showed that the melting valueΓm increases
with growingrs and turns to infinity atrs . 230. Hence the electron liquid does
not freeze at anyT if ne & 1.3 × 1017 cm−3. Tanakaet al. (1985) calculated
the interaction energy of the electron fluid at intermediateΓe andθ using the
approximation suggested by Singwiet al. (1968).

Tanakaet al.(1985) presented a fitting formula that reproduces their numer-
ical results as well as the results of other authors in various limits (Pokrant,
1977; Ceperley & Alder, 1980; Dandreaet al., 1986) with deviations less than
1%. In particular, their formula incorporates the parameterization of the ex-
change (Hartree-Fock) energy by Perrot & Dharma-wardana (1984). It reads
FHF(θ) = (e2/a0) a(θ)/rs, where

a ≡
(

9

4π2

)1/3 0.75 + 3.04363θ2 − 0.09227θ3 + 1.7035θ4

1 + 8.31051θ2 + 5.1105θ4
tanh

1

θ
.(2.149)

The result reads:5

−F
(nonrel)
xc

kBTNe
= gΓ +

2A

f

√
Γ +

(
B

f
− dA

f2

)
ln |fΓ + d

√
Γ + 1|

−2(dB + CA)

fD

[
arctan

(
2f
√
Γ + d

D

)
− arctan

(
d

D

)]
, (2.150)

whereA = b − gd, B = a − g, C = 2 − d2/f , D =
√

4f − d2, a = a(θ)
is given by Eq. (2.149), andb, d, f , andg are the following functions ofθ

5Let us remark that at a finite degeneracyθ, the interaction energy considered by Tanakaet al.(1985) differs
from the thermodynamic internal energy arising from the electron non-ideality.
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(Ichimaruet al., 1987):

b =
√
θ tanh

(
1√
θ

)
0.341308 + 12.0708 θ2 + 1.148889 θ4

1 + 10.495346 θ2 + 1.326623 θ4
,

d =
√
θ tanh

(
1√
θ

)
0.614925 + 16.996055 θ2 + 1.489056 θ4

1 + 10.10935 θ2 + 1.22184 θ4
,

f = θ tanh

(
1

θ

)
0.539409 + 2.522206 θ2 + 0.178484 θ4

1 + 2.555501 θ2 + 0.146319 θ4
,

g = 0.872496 + 0.025248 exp(−1/θ).

The results of Ichimaruet al. (1987) are non-relativistic. They seem to
be sufficient for most applications, because the electron gas is almost ideal at
densities and temperatures, where the electrons are relativistic.

The relativistic results for the exchange energy atθ < 1were derived by Sha-
viv & Kovetz (1972). Spurious misprints, which persisted inthat and many sub-
sequent publications, were eliminated by Stolzmann & Blöcker (1996), whose
result can be written as

F
(rel)
x

NekBT
=

3αf

4π

1

xr3tr

[
f0(xr) + f2(xr, tr) t

2
r + f4(xr) t

4
r

]
, (2.151)

where

f0(x) =
3

2

L2(x)

1 + x2
− 3xL(x) +

3

2
x2 +

x4

2
,

f2(x, τ) =
π2

3

[
2 ln

(
2x2

τ

)
+ x2 − 3L(x)

x
− 0.7046

]
,

f4(x) =
π4

18

(
1− 1.1

x2
− 3.7

x4
− 6.3

x5
L(x)

)
,

L(x) =
√

1 + x2 ln
(
x+

√
1 + x2

)
.

Using Eq. (2.151), one can obtain the exchange contributionto the heat capacity
of the relativistic degenerate electron gas:

C
(rel)
V,x

NekB
= −3αf

4π

tr
xr3

[
2f2(xr)−

2π2

3
tr + 12 f4(xr) t

3
r

]
. (2.152)

The correlation corrections in the relativistic gas are negligible, so that one can
setFxc ≈ Fx in this case. In general, the exchange and correlation correc-
tions are of little importance in neutron star matter as longas the electrons are
relativistic.
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2.4.4 Electron polarization in ion liquid
In §§2.3.2–2.3.3 we considered the Coulomb plasma of ions with the rigid

electron background. This approximation is justified in many applications, es-
pecially in dense layers of neutron star envelopes (§2.2.1, Table 2.1). However,
in some cases the polarization ion-electron (ie) interaction associated with de-
viations from the rigid electron background can be noticeable (for example, in a
neutron star atmosphere, where the density is relatively low, §2.5.2). In§2.4.2
we have already considered the electron polarization effect in the Thomas-
Fermi approximation (valid for high-Z ions). Here we present a more accurate
treatment of the problem.

2.4.4 a Theory

In a plasma of ions and electrons, the ion interactions are partly screened
by the electron polarization. As long as the polarization interaction is weak
compared to the kinetic energy of the electrons (for instance, atZe2/ae ≪
kBTF, for degenerate electrons), this interaction can be treated within the linear
response theory. Under these conditions, the exact Hamiltonian of the electron-
ion plasma can be separated into a Hamiltonian for a fluid of ions screened by
electrons and a Hamiltonian for arigid electron background, the so-called
“jelly” Hamiltonian (Galam & Hansen, 1976).

At rs ≪ 1 andT ≪ TF, the polarization corrections due to the electron
screening can be obtained in the zero-temperature random-phase approximation
[Jancovici 1962; cf.§ 2.1.2]. If rs . 1 andT . TF, the nonlinear effects
due to the local field correction (2.21) and a finite electron degeneracy should
be taken into account. The electrons can be treated by the DFTin various
approximations or by the Monte Carlo technique (e.g., Pierleoniet al.1994 and
references therein). The Monte Carlo simulations are the most rigorous ones,
but require excessive computer resources.

The screening contribution can also be evaluated by the method of effective
potentials (see, e.g., Ichimaruet al. 1987). In this method, the bare Coulomb
potential in the expression for the electrostatic energyU is replaced by the
effective potential screened by electrons. Its Fourier transform is

V eff(k) =
4π(Ze)2

k2ε(k)
, (2.153)

whereε(k) is the static screening function of the electron gas [Eq. (2.18)] or
fluid [Eq. (2.21)].

A numerical scheme based on the effective potential technique and the HNC
equations was developed and applied to the hydrogen plasma by Chabrier (1990)
who considered an arbitrary electron degeneracy and a broadrange ofΓ, from
the strong-coupling limitΓ ≫ 1 to the Debye-Hückel limitΓ ≪ 1. Chabrier
& Potekhin (1998) extended these calculations to ion charges up toZ = 26.
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2.4.4 b Analytic formulae

The numerical HNC results were fitted by the following expression (Chabrier
& Potekhin, 1998; Potekhin & Chabrier, 2000)

fie ≡
Fie

NNkBT
= −Γe

cDH

√
Γe + cTFaΓ

ν
eg1(rs)g3(xr)

1 +
[
b
√
Γe + ag2(rs)Γνe/rs

]
γ−1
r
. (2.154)

The parameter

cDH =
Z√
3

[
(1 + Z)3/2 − 1− Z3/2

]
(2.155)

ensures the transition of the excess free energy to the Debye-Hückel limit at
smallΓ. Indeed,

Fex(Γ → 0) = −NNkBT Γ3/2/
√
3−NekBT Γ3/2

e /
√
3−NNkBT cDH Γ3/2

e

= −NNkBT Z [(1 + Z) Γe]
3/2/
√
3, (2.156)

in agreement with Eq. (2.73).
The parameter

cTF = c∞Z
7/3
(
1− Z−1/3 + 0.2Z−1/2

)
(2.157)

determines the screening contribution in the limit of largeΓe and smallrs.
The factorc∞ = (18/175)(12/π)2/3 = 0.2513 is consistent with the zero-
temperature Thomas-Fermi approximation (Salpeter, 1961),

FTF
ie /Ne = UTF

ie /Ne = −2c∞γr Z7/3 Ry, (2.158)

which becomes exact at smallrs and very largeZ. Here, we introduce the
Rydberg energy Ry=12mee

4/~2 = 13.6 eV. The parameters

a = 1.11Z0.475,

b = 0.2 + 0.078 (lnZ)2,

ν = 1.16 + 0.08 lnZ

provide some starting approximation toFie (with a maximum error up to 30%
at largeZ andrs), while the functions

g1(rs) = 1 +
0.78

21 + Γe(Z/rs)3

(
Γe
Z

)1/2

, (2.159)

g2(rs) = 1 +
Z − 1

9

(
1 +

1

0.001Z2 + 2Γe

)
rs

4 + r−2
s

(2.160)

improve the fit at relatively largers and reduce the maximum relative fit error
of Fie to within 4.3%.
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Figure 2.5. Screening part of the free energy for an electron-ion plasmawith Z = 2 (left)
andZ = 26 (right) versusΓ. Numerical finite-temperature non-relativistic HNC calculations
by Chabrier & Potekhin (1998) (dots) and zero-temperature relativistic perturbation results by
Yakovlev & Shalybkov (1989) (valid at smallrs and largeΓ; dashed lines) are compared with
the fit (2.154). Numbers at the curves indicate the values ofxr = 0.014/rs (from top to bottom,
xr = 0.014, 0.034, 0.058, 0.1, 0.22, 0.55, 1, 10).

Note that the asymptotic behavior of Eq. (2.154) atΓ → ∞ should change
fromfie ∝ Γrs tofie ∝ Γrsγr if the electrons are relativistic. This is ensured by
the factorγr inserted in the denominator of Eq. (2.154). The factorg3 corrects
the fit at relatively lowZ in the relativistic domain,

g3(xr) =
1 + xr

2/5

1 + 0.18Z−1/4xr + 0.37Z−1/2xr2 + xr2/5
. (2.161)

The calculated and fitted values ofFie are shown in Fig. 2.5. For comparison,
we present also the results of Yakovlev & Shalybkov (1989), obtained from the
equation

fie = −
Γai
π

∫ ∞

0
S(q) [ε(q, xr)− 1] dq. (2.162)

This equation was derived by Galam & Hansen (1976) using the formalism
of electron dielectric function and treating polarizationcorrections as small
perturbations.

Equations (2.87) and (2.154) ensure the relative accuracy of the fit toFii +
Fie to be. 2% for Γ < 170 and0.0625 ≤ rs ≤ 2 in the non-relativistic
calculations (Chabrier & Potekhin, 1998) and they agree with the relativistic
zero-temperature results of Yakovlev & Shalybkov (1989) atrs ≪ 1 andT ≪
TF.
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2.4.5 Electron polarization in ion solid

Crystallization of ions affects the electron screening functions. A calcula-
tion of thermodynamic functions for a Coulomb solid with theallowance for
the electron polarization is a complex problem. For classical ions, the simplest
screening model consists in replacing the Coulomb potential by the Yukawa
potential. Molecular dynamics simulations of Yukawa systems have been per-
formed by Hamaguchiet al. (1997). They found that, with decreasing the
Yukawa screening radius, the melting point shifts to higherΓ. Moreover, when
the Yukawa screening radius becomes smaller than the Debye radius (2.25),
there appears a second phase transition (at still higherΓ) from bcc to fcc lattice;
at still smaller screening radius there is a direct transition from liquid to fcc
crystal. However, the Yukawa interaction does not exactly model the EIP, for it
describes only the small-wavenumber limit of the electron dielectric function.

A rigorous treatment of the ionic Coulomb crystal with allowance for the
electron screening would consist in calculating the dynamical matrix and solv-
ing a corresponding dispersion relation for the phonon spectrum. The first-order
perturbation approximation for the dynamical matrix of a classical Coulomb
solid with the polarization corrections, based on aneffectiveinter-ion poten-
tial, was developed by Pollock & Hansen (1973). The phonon spectrum in a
quantum crystal could be calculated from a quantum-mechanical treatment of
the electron-phonon interactions. This has not been done yet, except in the har-
monic approximation (Baiko, 2002). However, the harmonic approximation
in principle cannot provide, for example, a correct classical (i.e.,T ≫ Tpi)
limit of the ie contribution to the heat capacity (as discussed below in§§ 2.4.5c
and 2.4.6). Here we present a simpler, semiclassical perturbation approach
for evaluating the polarization corrections, proposed by Potekhin & Chabrier
(2000).

2.4.5 a Perturbation treatment

An ion crystal with the rigid electron background is a natural starting ap-
proximation. Let us note that the effective inter-ion potential in the adiabatic
perturbation approximation (Pollock & Hansen, 1973) is just the electrostatic
potential, the same in the liquid and solid phases. The difference of this poten-
tial from the bare Coulomb potential can be considered as perturbation. Then
we can apply the perturbation theory of Galam & Hansen (1976), based on the
exactexpression for the free energy. It involves an integration over a coupling
parameter which determines the perturbation “strength.” In this way we arrive
at Eq. (2.162) withS(q) = (4π)−1

∫
S(q) dΩq, where dΩq is a solid angle

element in the direction ofq; the structure factorsS(q) andS(q) depend onΓ
andtp.
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Table 2.6. Parameters of Eq. (2.167).

lattice type a1 a2 a3 a4

bcc 1.1866 0.684 17.9 41.5
fcc 1.1857 0.663 17.1 40.0

Using the decomposition ofS(q) into the elastic and inelastic parts (§2.3.3 f),
we can rewrite Eq. (2.162) as

fie = f ′ie + f ′′ie, (2.163)

f ′ie = −3Γ

2

∑

G6=0

ε(G,xr)− 1

(Gai)2
e−2W (G), (2.164)

f ′′ie = −Γai
π

∫ ∞

0
S′′(q) [ε(q, xr)− 1] dq. (2.165)

For the inelastic part of the structure factor, an exact expression (2.134) is
impractical because of a slow convergence of the sum. Nevertheless, a simple
estimate may be obtained using Eq. (2.140). As argued in§2.3.3 f, this approx-
imation is good for integrals overq at q > qBZ. In Eq. (2.165), however, it
is important to recover the correct limiting behavior ofS′′(q) at q → 0, be-
cause(ε − 1) ∝ q−2 becomes large in this limit. For this reason, Potekhin &
Chabrier (2000) used a piecewise approximation:S′′(q) = S′′

0 (q) at q > q1,
andS′′(q) = S′′

1 (q) at q ≤ q1 whereS′′
1 (q) =

[
∂2S′′/∂q2

]
q→0

(q2/2) and the
free parameterq1 was setq1 = 0.94 qBZ. The exact result for classical Coulomb
plasmas (Vieillefosse & Hansen, 1975) atqai ≪ 1yieldsS′′

1 (q) = (qai)
2/(3Γ).

Generally,S′′
1 (q) can be found from Eq. (2.134):

S′′
1 (q) =

(qai)
2

6Γ

t−1
p

tanh(t−1
p /2)

. (2.166)

Using Eqs. (2.140) and (2.163)–(2.166), Potekhin & Chabrier (2000) calcu-
lated the polarization correctionfie in a wide range of plasma parametersΓ, xr,
andZ.

At tp . 1 the quantization of ionic vibrations becomes important, which
modifies the structure factor. In the formalism of Potekhin &Chabrier (2000)
this effect was taken into account by the factort−1

p / tanh(t−1
p /2) in (2.166). As

a consequence, the polarization contributionCV,ie to the specific heat goes to
zero atT → 0. However, attp → 0 it was found to become larger than the ion
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Figure 2.6. Left: The difference between polarization corrections to the free energy in the solid
and liquid phases atΓ = 175 andxr = 1, 3, 10. Right: The Coulomb coupling parameter at
the melting point with allowance for polarization corrections atxr ≫ 1.

and electron contributions, thus invalidating the perturbation approximation.
This indicates that the employed approximation for the inelastic part of the
structure factor is inapplicable in the strong quantum regime.

2.4.5 b Analytic formula

In theclassicaldomain, the numerical results can be fitted by the expression

fie = −f∞(xr) Γ [1 +A(xr)/Γ
s] , (2.167)

where

f∞(x) = aTFZ
2/3b1

√
1 + b2/x2,

A(x) =
b3 + a3x

2

1 + b4x2
, s =

[
1 + 0.01 (lnZ)3/2 + 0.097Z−2

]−1
,

b1 = 1− a1 Z−0.267 + 0.27Z−1, b2 = 1 +
2.25

Z1/3

1 + a2 Z
5 + 0.222Z6

1 + 0.222Z6
,

b3 = a4/(1 + lnZ), b4 = 0.395 lnZ + 0.347Z−3/2.

The parameteraTF [as well ascTF in Eq. (2.154)] is chosen in such a way to
reproduce the Thomas-Fermi limit, Eq. (2.158), atZ →∞:

aTF =

(
9π

4

)1/3 αf

Z7/3
c∞ =

54

175

(
12

π

)1/3

αf ≈ 0.00352.

The coefficientsa1–a4 are given in Table 2.6; they are slightly different for bcc
and fcc crystals. The fit error does not exceed 3%.
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2.4.5 c Discussion

The results presented above indicate that, although the polarization in a
Coulomb crystal is typically weak, it does not vanish even atvery largeΓ
and xr. It introduces an additional binding into the system. In a strongly
coupled Coulomb liquid (§ 2.4.4), it is roughly proportional to(kTFa)

2, which
tends to a finite limit at relativistic densities. More accurately, the order of
magnitude of the screening correctionFie/Fi for a classical Coulomb plasma at
arbitrarily high densities is given by the Thomas-Fermi result (Salpeter, 1961),
Fie/Fi ≈ 0.004Z2/3. It is reproduced by Eq. (2.167) atΓ →∞ and extremely
largeZ. The quantitative difference of the perturbation result atfinite Z from
the Thomas-Fermi limit is quite perceptible,∼ Z−0.3.

At relativistic densities the contribution of the electronpolarization to the
pressure,Pei (see Eq. (2.45)), has the same density dependence (Pei ∝ ρ4/3) as
the leading electron pressureP (e)

id and the electrostatic correctionPii discussed
in §2.3.5. Thus, the relative contribution of the electrostatic correction does
not vanish at ultrarelativistic densities. However, this correction is small by
itself (|Pii|/P (e)

id ∼ αfZ
2/3). Accordingly, the polarization correction is much

smaller (|Pei|/P (e)
id ∼ α2

fZ
4/3, see Table 2.1) and can be neglected in the EOS

at high densities. For instance for the iron matter at relativistic densities we
have|Pii|/P (e)

id ≈ 4%, and|Pei|/P (e)
id ≈ 0.07%.

In spite of their smallness, the polarization corrections can affect the melting
temperature of the Coulomb crystal, as illustrated in Fig. 2.6. Although the
difference∆fie between thefie values in the solid and liquid phases at the OCP
melting point is small as compared to the total excess free energy, it noticeably
affectsΓm (Potekhin & Chabrier, 2000). Because∆fie remains finite at any
xr, the classical OCP valueΓm = 175 is never recovered, even at very large
densities. In addition, the polarization corrections can change the type of the
most stable Coulomb lattice in dense matter at zero temperature, from bcc to
fcc (Hamaguchiet al., 1997; Baiko, 2002).

Finally, note that the approximation presented in this section grasps some
effects beyond the harmonic approximation for the crystal of ions interacting
through an effective potential. For example, theie contribution to the specific
heat in the harmonic approximation (Baiko, 2002) vanishes atT ≫ Tpi, because
CV = 3NkB for any harmonic crystal, whether or not the effective ion-ion
interaction potential includes the polarization correction. On the contrary, Eq.
(2.162), used above, gives a finite polarization correctiontoCV atT ≫ Tpi.

However, one should bear in mind that the above approach is not exact be-
cause the ion structure factor is taken in the harmonic approximation. Moreover,
the derivation of Eq. (2.162) (based on the semiclassical first-order perturbation
theory) does not apply atT ≪ Tpi.
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Figure 2.7. Heat capacity per ion versusT (bottom axis) andΓ (top axis) for iron plasma
at ρ = 108 g cm−3 (left) and carbon plasma atρ = 105 g cm−3 (right). The dotted line
is for classical ions; the dot-dash line additionally includes the first quantum correction; the
short-dash line is the harmonic-lattice approximation in the solid phase; the solid line is the
same plus anharmonic and electron polarization corrections in the solid phase and the sum of
classical, quantum, and electron polarization contributions in the liquid. The long-dashed line
is the ideal electron gas contribution, and the short-dash–long-dash line on the right panel is
the approximation of strongly degenerate electrons. The vertical line is the melting point, and
the grey band shows the rangeΓ = 150–200. The insets present the competition between the
electron and ion contributions at lowT (left inseton each panel) and the behavior near the
melting point (right inseton each panel).

In reality, the picture discussed above is further complicated owing to the
band structure in the electron energy spectrum in a crystal (§2.1.2). Thus the
problem deserves further study.

2.4.6 The heat capacity
To illustrate the temperature dependence of thermodynamicquantities, let us

outline the main features of the heat capacity of the Coulombplasma. In Fig.
2.7 we show the temperature dependence of the electron and ion heat capacities
(calculated per one ion at constant volume). The left panel shows various
contributions toCV for the iron plasma atρ = 108 g cm−3. In this case, the
plasma parameters arexr = 3.626, TF = 1.627× 1010 K, that is, the electrons
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are relativistic and strongly degenerate (T ≪ TF in the shown range ofT ). The
right panel is for the carbon plasma atρ = 105 g cm−3, where the electrons are
nonrelativistic (xr = 0.372) and become mildly degenerate asT approaches
TF = 3.963× 108 K. The ion plasma temperature isTpi = 3.636× 107 K and
1.238 × 106 K for the iron and carbon matter, respectively.

The electron contribution (long-dashed lines) is given by Eq. (2.39), where
the entropyS = (−∂F (e)

id /∂T )V,Ne is calculated using Eq. (2.49) and the fitting
expressions (2.54)–(2.59). AtT ≪ TF this contribution is accurately given by
Eq. (2.68), but at higherT it becomes invalid (as shown by the short-dash–long-
dash line on the right panel).

The ion contribution is calculated in various approximations for the ion liquid
(to the right of the melting point) and the bcc ion crystal (tothe left of the melting
point).

The dotted line displays the heat capacity for a classical Coulomb plasma of
ions. It is calculated using Eq. (2.89) in the ion liquid, andfrom Eqs. (2.105) and
(2.116) in the crystal. When the temperature decreases to the melting temper-
atureTm, the dimensionless heat capacity per ion,ci ≡ CV,i/NNkB increases
from ci =

3
2 in the gaseous phase toci ≈ 3 in the strongly coupled liquid (where

the ions mainly oscillate in their slowly migrating potential wells, producing
the heat capacity of oscillatory type). This increase is notabrupt, but gradual,
due to the nonideal termCV,ii, as first mentioned by Mestel & Ruderman (1967)
and Van Horn (1968). AtΓ = 175 in the liquid the classical heat capacity of
ions (including the Coulomb term but without electron polarization and quan-
tum contributions) isccli = 3.39. Just after the crystallization, at the sameΓ, it
drops by 4% toccli = 3.27 (as shown in the right insets in more details). How-
ever, this drop is so small that it can be ignored in the majority of applications.
The drop would entirely disappear if the bcc lattice crystallized atΓ ≈ 160.
Note in passing that for an fcc crystal atΓ = 175 we would haveccli = 3.33
(instead of 3.27) and the drop would disappear atΓ ≈ 170.

With decreasingT below Tm the heat capacity of the classical crystal de-
creases to the valueci = 3 predicted by the harmonic-lattice theory. The
9% difference between the real valueci = 3.27 for the bcc crystal with a non-
polarized electron background atT = Tm and the harmonic-lattice valueci = 3
is the measure of the anharmonicity of the classical bcc Coulomb crystal at the
melting point. For lowerT the anharmonicity becomes less important. At
T ≪ Tm the classical theory breaks down and highly overestimates the heat
capacity (cannot be used in applications).

The dot-dashed line in Fig. 2.7 presents the same classical heat capacity
of ions with the added quantum diffraction correction. The correctionδcq =
− 1

12(Tp/T )
2 is calculated using Eq. (2.85); it is the same for the liquid and

solid. We see that the quantum effects only slightly lower the heat capacity in
the liquid, but become large atT < Tm. For the matter composed of lighter
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elements the quantum correction in the liquid is more important (compare the
difference between the dotted and dot-dashed lines on the left and right panels
of Fig. 2.7).

The short-dashed line is the ion heat capacity of the crystalcalculated in the
harmonic-lattice approximation from Eq. (2.110). It is expected to be a valid
approximation at low temperatures, but underestimates theheat capacity by
∼10% at the melting point.

Finally, the solid line in Fig. 2.7 includes the classical and quantum ion
contributions plus electron polarization corrections. Inthe liquid, it is calculated
using Eqs. (2.89), (2.85), and (2.154). In the solid, it is the sum of the harmonic
approximation, classical anharmonic correction, and the polarization correction
obtained using Eqs. (2.110), (2.116), and (2.167), respectively. As discussed
in §§2.3.3e and 2.4.5c, the latter two corrections are not known at T . Tpi,
which does not allow us to continue the solid line to very low temperatures.
Thus, a correct theory of a Coulomb crystal which combines the quantum and
classical regimes still has to be elaborated.

The electron polarization effects can shift the melting temperature (§ 2.4.5c).
Therefore, the phase transition may occur anywhere within the grey-shadowed
regions in Fig. 2.7 (150 ≤ Γ ≤ 200). For the bcc crystal and polarized electron
background, we haveΓm = 166 and 170 for the conditions in the left and right
panel of Fig. 2.7, respectively. These melting points are shown by the vertical
lines within the grey bands. In our two examples, the total (electron and ion,
including all nonideal terms) heat capacity per ionCV /NNkB drops from 4.70
to 4.62 on the left panel and from 3.28 to 3.09 on the right panel of Fig. 2.7.

At high temperatures the electron heat capacity dominates over the ion one
(Fig. 2.7) because of the large amount of electrons per one ion in the iron and
carbon matter. However, with decreasingT the electron heat capacity decreases
proportionally toT , while the ion heat capacity is a slow function ofT as long
as the quantum effects are unimportant. Accordingly, the ion heat capacity
dominates in a large temperature interval. However, when the temperature
becomes much lower thanTpi, the quantum effects strongly reduce the ion heat
capacity, and the electron heat capacity dominates again, as seen in the left
insets of both panels of Fig. 2.7.

While studying the temperature dependence of the heat capacity (Fig. 2.7)
one should not forget about the latent heat released at the crystallization point
T = Tm (§2.3.4). Strictly speaking, the latent heat adds a delta-function con-
tribution toCV (T ), in the form of an infinitely narrow and high peak atT = Tm
(not shown in the figure). One should bear in mind, that real freezing of stellar
matter can be more complicated than an idealized freezing atthe thermody-
namic phase transition. Monte Carlo simulations of freezing of classical OCP
(e.g., Dewittet al.1993) indicate that, as a rule, the ions do not freeze atT = Tm
but form a supercooled fluid and freeze at lowerT (depending on initial condi-
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tions and other parameters). This happens because the phasetransition is really
tiny. If the same takes place in stellar matter, various fluidelements solidity
at differentT belowTm, and the average heat capacityCV (T ) can contain a
bump, associated with latent heat releases.

2.4.7 Multi-ionic mixtures
A multi-ionic mixture is a straightforward generalizationof the single-ion

model. In this case the effective Hamiltonian reads:

Heff = K̂ +
1

2V

∑

k6=0

4πe2

k2

[
ρZkρ

∗
Zk

ε(k)
−NN〈Z2〉

]
, (2.168)

whereK̂ is the kinetic energy operator andρZk =
∑

j Zjρjk is a Fourier
component for a fluctuation of the ion charge number.

For a classical binary ionic liquid with a rigid electron background (where
ε(k) ≡ 1), the excess free energy, as well as related thermodynamic quantities,
can be expressed with high accuracy by the so-called “linearmixing rule” in
terms of the free energies of pure phases,

fex(Z1, Z2,Γe, x1) ≈ x1 fex(Γ1, x1 = 1) + x2 fex(Γ2, x1 = 0), (2.169)

wherex1 = N1/(N1+N2) = 1−x2. A very high accuracy of the linear mixing
rule (2.169) was first demonstrated by Hansenet al.(1977) and confirmed later
by several authors, using very accurate Monte Carlo calculations (e.g., DeWitt
et al. 1996). Notice, that the linear mixing for the excess free energy breaks
down in the gaseous regime. However, the excess free energy in that regime
is small by itself, while the ideal gas contribution, dominant in the gaseous
regime, satisfies the linear mixing rule. Therefore, Coulomb ion mixtures seem
to respect the linear mixing with very good precision.

The validity of the linear mixing rule for the excess free energy in the case
of an ionic mixture immersed in acompressiblefinite-temperature electron
background, described by the Hamiltonian (2.168), was examined by Hansen
et al. (1977) in the first-order thermodynamic perturbation approximation and
later by Chabrier & Ashcroft (1990), who solved the HNC equations with the
effective Coulomb screened potentials for arbitrary ion charge ratios ranging
from a symmetric case (Z2/Z1 ∼ 1) to a highly asymmetric case (Z2/Z1 ≫ 1).
These authors found that the linear mixing rule remains veryaccurate in the
classical binary Coulomb liquids with the electron response, except possibly for
highly asymmetric mixtures in the region of weak electron degeneracy (where
the departure from the linearity can reach a few percent).
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2.5. Low densities. Partial ionization

A partially ionized plasma is present in the outer parts of neutron star atmo-
spheres, at relatively lowρ andT . The larger the ion charge numberZ, the
higher the values ofρ andT up to which the plasma is partially ionized. For
instance, the partial ionization is unimportant in the leftpanel of Fig. 2.2, which
shows theρ–T diagram for a carbon plasma, but it is important in the lower
left corner of the diagram for an iron plasma in the right panel.

2.5.1 Ionization equilibria in the “chemical picture”

A theoretical description of partially ionized plasmas canbe based either on
the physical picture or on the chemical picture of the plasma. In the chemical
picture, bound objects (atoms, molecules, ions) are treated as elementary mem-
bers of the thermodynamic ensemble, along with free electrons and nuclei. In
the physical picture, nuclei and electrons (free and bound)are the only con-
stituents of the ensemble. For instance, Rogers & DeWitt (1973) proposed an
approach based on the activity (=fugacity) expansion (e.g., Landau & Lifshitz
1993,§74) in the framework of the physical picture of Coulomb plasmas. It
was employed in the Opacity Library (OPAL) project and resulted in the EOS
presented by Rogerset al. (1996).

Both pictures can be thermodynamically self-consistent, but the chemical
picture has a limited microscopic consistency. For instance, it does not provide
a proper treatment of such cluster configurations as “an atom+ a close alien
ion” (a pseudo-molecular ion). With increasing density, the ionization of elec-
trons bound to particular nuclei proceeds through a progressive delocalization
involving cluster (“hopping”) states (Perrot & Dharma-wardana, 1994). Since
an inclusion of these clusters as new members of the thermodynamic ensemble
would overcomplicate the free energy model, one usually restricts oneself to
the basic chemical species which dominate at low densities.

On the other hand, the physical picture is commonly based on diagrammatic
expansions which converge only at low densities. In particular, the OPAL
tables are bound from the low-T–high-ρ side by the lineρ = ρOPAL ≈ 10T 3

6

g cm−3. In addition, the physical picture, unlike the chemical one, does not
automatically provide occupation numbers for the bound species, which are
needed to obtain radiative opacities. A special procedure is required to evaluate
the actual occupation numbers (Rogers, 1986), which is not free of ambiguities.

Thus one has to resort to additional assumptions in the framework of either
picture, in order to progress to the region of plasma non-ideality. Relative merits
of the two approaches were discussed by Däppen (1992). The chemical picture,
combined with the free energy minimization method, represents a reasonable
compromise between the rigorous treatment and the practical application.
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In the chemical picture at low densities four basic approximations are usu-
ally employed (Fontaineet al., 1977). Thefirst (quasiclassical) approximation
replaces a summation over all quantum states in the canonical partition function
Z by an integral over phase space. It is justified if the thermalwavelengthλj is
much smaller than the average distance between particles. Thesecondapprox-
imation consists in the separation of the kinetic (translational) part (§2.2.1, Eq.
(2.44)). Thethird approximation reduces the intractability of the volume inte-
gral by making certain assumptions about the interaction energyU(r1, . . . , rN )
among those particles which are chosen as elementary members of the statistical
ensemble in the chemical picture (in the stellar atmosphere, these are electrons,
protons, and bound species, such as atoms, molecules, and ions). Thefourth
approximation consists in taking the term representing theinternal energies of
the bound species outside the volume integral, which results in the separation
of Fint in Eq. (2.33). This is possible, for example, if one assumes that the
internal energy of a particle does not depend on its positionrelative to other
particles.

In reality, any of the above approximations can be inadequate at sufficiently
high densityor for a sufficiently high bound level. The main difficulty in the
treatment of partial ionization in the framework of the chemical picture is the
uncertainty of the criterion for the partial or full ionization. In particular, con-
sidering a partially ionized atmosphere, one must specify,which non-ideality
effects are strong enough to destroy the atoms. The inherentnecessity to allow
for such a “pressure destruction” of bound species is already signaled by the
well known divergence of the internal partition function ofatoms in case these
effects are neglected.

Clearly, a bound state cannot be populated, if the corresponding “size” of
the electron “orbit” (the electron cloud) is too large. In other words, an elec-
tron becomes unbound either in the absence of a free space or in the presence
of strong perturbations. The problem is how to include the unbinding into
the chemical picture in a self-consistent manner. The simplest way would be
to truncate the internal partition function at an appropriate “critical” quantum
numberκ, – for instance, when a quantum-mechanical size of an atom becomes
comparable with the mean inter-particle distance. However, an abrupt cutoff
produces unrealistic discontinuities in the free energy. Continuous truncation
procedures imply the introduction ofoccupation probabilitieswκ, which sup-
press the contribution of higher states and ensure the convergence. For example,
let us consider nondegenerate electrons in equilibrium with classical ions of a
Zth chemical element withj unbound electrons and massmj, which can be
in different quantum statesκ with binding energiesEj,κ and statistical weights
gj,κ. Then the number densitiesnj,κ of ion species are given by the set of
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equations

nj,κ
nj′,κ′

=

(
neλ

3
e

2

)j′−j (
mj

mj′

)3/2 gj,κ
gj′,κ′

wj,κ
wj′,κ′

exp

(
Ej,κ − Ej′,κ′

kBT

)
,

(2.170)
which differ from the usual (ideal-gas) equations of chemical equilibrium by
a factorwj′,κ′/wj,κ. Thus the occupation probabilitywj,κ is a multiplicative
factor to gj,κ. The ionization equilibrium equation (fornj ≡

∑
κ nj,κ) is

immediately obtained from Eq. (2.170). Neglecting the difference betweenmj

andmj′, we get

nj
nj+1

=
neλ

3
e

2

Zint,j

Zint,j+1
exp

(
Ej,ion
kBT

)
, (2.171)

where

Zint,j =
∑

κ

gj,κwj,κ exp

(
Ej,κ − Ej,gr−st

kBT

)
(2.172)

is the internal partition function,Ej,gr−st is the ground-state binding energy for
an jth ionization stage, andEj,ion = Ej,gr−st − Ej+1,gr−st is the ionization
energy. Equation (2.171) reproduces the usual Saha equation, but the internal
partition function is nowgeneralizedthrough the inclusion of the occupation
probabilitieswj,κ. As shown by Fermi (1924),wj,κ cannot be arbitrary but
should be consistent with the adopted form ofFex. Equation (2.34) implies
(Potekhin, 1996b)

wj,κ = exp {[(Z − j)∆µe +∆µZ −∆µj,κ]/kBT} , (2.173)

where

∆µe = ∂Fex/∂Ne, ∆µZ = ∂Fex/∂µZ , and ∆µj,κ = ∂Fex/∂µj,κ

are non-ideal corrections to respective chemical potentials (Fontaineet al.,
1977).

Manyattempts have beenmade toconstruct physically reasonable occupation
probabilities. Some of them were discussed by Hummer & Mihalas (1988).
For instance, one often uses the Planck-Larkin partition function, which is
constructed by replacing the Boltzmann factorseE/kBT by (eE/kBT −E/kBT−
1), in order to achieve the convergence of the internal partition function for
Rydberg bound states. This approach yields a correct EOS at low densities
where the virial expansion holds (Ebelinget al., 1977). It requires, however,
a redefinition of the electron continuum states in a manner consistent with the
modification of the Boltzmann factors (Rogers, 1986). Therefore, the Planck-
Larkin formalism fails at higher densities, where the continuum is perturbed so
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strongly that an exact solution for a free electron cannot beincorporated in the
chemical picture of the plasma (see, e.g., Däppenet al.1987).

Hummer & Mihalas (1988) proposed a model in which the atoms are assumed
to be destroyed by plasma microfields that exceed a critical value for the Stark
merging of resonant lines in an absorption spectrum of the plasma, according
to the criterion of Inglis & Teller (1939). Microscopically, it looks as if an
atom disintegrated as soon as a plasma ion falls inside a sphere whose radius
is several times larger than the quantum-mechanical radiusof the atom. It was
found (Mihalaset al., 1988) that this model does not provide proper pressure
ionization at high densities. In order to force the ionization, Mihalaset al.
(1988) introduced an artificial “pressure ionization term”into the free energy.
This term ensures a reasonable EOS atρ . 10−2 g cm−3 but produces an
unrealistically stiff EOS at higherρ, as noted by Saumonet al. (1995).

The origin of this shortcoming can be seen from the followingconsidera-
tion (Potekhin, 1996b). Let us assume that an electron becomes “unbound”
when another plasma electron falls inside the quantum-mechanical volume of
the first electron and shields the attraction to the nucleus.On the other hand,
positively charged ions approaching the atom do not make theelectron un-
bound, but tend to form the cluster (hopping) states mentioned above. Indeed,
the ion-atom interaction yields a negative contribution tothe energy, whereas
unbinding implies this contribution to be positive. Thus inthe chemical picture,
the contribution of the cluster states to the free energy maybe replaced by the
contribution of atoms. This is closer to reality than the replacement of such
states by a collection of free electrons and nuclei.

While adopting the above approach, one should keep in mind, however, that
optical properties of clusters strongly differ from those of isolated atoms. There-
fore, some additionaloptical occupation probabilities have to be introduced,
which affect only the spectrum, but not thermodynamics. Thus the optical
continuum lies lower than the thermodynamic one and overlaps some loosely
bound states which actually belong to clusters, rather thanto isolated atoms.
This dichotomy of the optical and thermodynamic continua was first empha-
sized by Rogers (1986), who utilized it in the physical picture of plasmas. In
the framework of the chemical picture it was realized in the model described in
§2.5.2.

Models based on the chemical picture of the plasma have the unsurpassed
advantage that they provide detailed information about occupation numbers of
various species in the plasma, which is of paramount importance in astrophysics
since it enables one to calculate radiative opacities. A simple example of such
a model is given below.
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2.5.2 An example: Partially ionized hydrogen plasma
The EOS of hydrogen in various physical conditions has been studied in many

papers. Here we focus on the partially ionized atomic hydrogen atT & 3 ×
104 K, that is relevant to neutron star atmospheres. Let us employ the chemical
picture of the plasma. A detailed model in the framework of the chemical picture
of a plasma consisting of protons, electrons, H atoms, and H2 molecules (in
all quantum-mechanical states) was developed by Saumonet al. (1995). A
completely analytic version of the associated free-energymodel, applicable
to the case of weakly degenerate electrons in the absence of molecules, was
presented by Potekhin (1996b) and extended to the case of arbitrary electron
degeneracy by Potekhinet al. (1999b). In this model,

Fid = F
(e)
id + F

(p)
id + F neu

id + Frad (2.174)

is the sum of the ideal-gas free energies of electrons (2.49), protons (2.71),
neutral species, and photons (thermal radiation), respectively, and

Fex = Fii + Fxc + Fie + F neu
ex (2.175)

includes the contributions (2.87), (2.150), and (2.154) associated with inter-
actions of protons and electrons, whileF neu

ex is responsible for interactions of
neutral species with electrons, protons, and other neutralspecies.

The radiation term (which can be important only at lowρ or very highT )
reads

Frad = −(4σSB/3c)V T 4, (2.176)

whereσSB is the Stefan-Boltzmann constant.
The ideal-gas contribution of atoms reads

F neu
id = kBT

∑

κ

Nκ

[
ln(nκλ

3
H/gκ)− 1− Eκ/kBT

]
, (2.177)

whereNκ is the number of atoms in a quantum state|κ〉 with the statistical
weightgκ and the binding energyEκ. Following Saumonet al. (1995), we use
a simplified treatment; the states with the same principal quantum number but
different orbital and magnetic quantum numbers are not considered separately.
In this caseκ is set equal to the principal quantum number (usually denoted by
n), the binding energy isEκ = e2/(2a0κ

2), and the statistical weightgκ = κ2.
It should be noted that, although the non-ideality effects are not included in

Fid explicitly, they do affectFid through the particle numbers. In particular, the
distribution ofNκ in Eq. (2.177) isnotassumed to obey the ideal-gas Boltzmann
law.

The excluded-volumeeffect, arising from finite atomic sizes (§2.5.1) is
treated in the “hard-sphere approximation.” One assumes that a pair of at-
oms in statesκ andκ′ cannot be found closer to each other than at a distance
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dκκ′ = lκ + lκ′ , wherelκ is the root-mean-square proton-electron distance in
an isolated atom. In the same way, an atom and a proton cannot be treated
separately if the distance between the bound and free protons is smaller than
dκp = lκ. This gives rise to the excluded-volume (Fxvol) contribution toF neu

ex .
Another contribution comes from long-range interactions of atoms with at-

oms and protons via effective potentials (considered, e.g., by Saumonet al.
1995). However, as demonstrated by Potekhin (1996b) and Potekhin et al.
(1999b), this contribution has almost no effect on the EOS ofhydrogen at
T & 3× 104 K. Therefore, it will be neglected below.

The hard-sphere contribution was calculated by Saumonet al. (1995) using
the analytic formula by Mansooriet al. (1971), derived for pure hard-sphere
mixtures (without Coulomb interactions). Since the hard-sphere picture is al-
ready a very rough approximation, one can employ a simpler treatment using
of the so-called van der Waals one-fluid model. In this model,one uses the
formula for a system of identical hard spheres (Carnahan & Starling, 1969):

Fxvol

NtotkBT
=

4ηpack − 3η2pack
(1− ηpack)2

, (2.178)

whereNtot =
∑

αNα is the total number of particles,

ηpack =
π

6NtotV

∑

αα′

NαNα′d3αα′ (2.179)

is the effective packing fraction, anddαα′ are hard-sphere interaction diameters.
In our case, the subscriptα enumerates atomic quantum states described by
quantum numbersκ and plane-wave states of free protons. For interactions
among charged particles, we setdαα′ = 0, because the repulsive interaction is
already included into the Coulomb part of the free energy.

The Saha equation (2.171) corrected for the electron degeneracy may be
written as

nH = np
neλ

3
e

2
Zint exp

(
Egr−st +∆µdeg

kBT

)
, (2.180)

whereEgr−st is the ground state binding energy,

∆µdeg = ∂F
(e)
id /∂Ne − ln(neλ

3
e/2) (2.181)

is the correction to the chemical potential due to the electron degeneracy
(∆µdeg → 0 at θ ≫ 1),

Zint =
∑

κ

gκwκ exp

(
Eκ − Egr−st

kBT

)
, (2.182)
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Figure 2.8. Pressure isotherms (lg T [K] = 4.5, 5.0, and 5.5) of partially ionized hydrogen
given by three theoretical models in the chemical picture ofthe plasma (see text), compared with
the EOS of ideal fully ionized gas (shown by dotted lines).

andwκ is the occupation probability (2.173). SinceF is analytic in our model,
wκ can also be written in an analytic form (Potekhin, 1996b). The Boltzmann
distribution of the atoms, corrected for non-ideality, reads

nκ = Z−1
int nH gκ wκ e

(Eκ−Egr−st)/kBT . (2.183)

The minimum of the free energy can be sought by solving Eqs. (2.180)–(2.183)
iteratively. Once the equilibrium distribution of plasma particles is found, the
thermodynamic quantities are obtained using the relationsof §2.2.

Figure 2.8 demonstrates the EOS obtained using the described model. In the
region of weak degeneracy, it coincides with the model labeled P96 (Potekhin,
1996b). Moreover, there is a good agreement with the more detailed SC model
(Saumonet al., 1995) and PCS model (Potekhinet al., 1999b). Small dif-
ferences occur only at those relatively lowT , where the latter model predicts
an appreciable amount of molecules. However, these three models give much
lower pressure than the pressure of the ideal fully ionized hydrogen plasma
(also shown in the figure), because both the Coulomb non-ideality and atomic
recombination give negative contributions.

The adiabatic temperature gradient (2.40) is shown in Fig. 2.9. Note that
∇ad = 0.4 for the ideal gas. The formation of bound species and the non-
ideality effects are seen to cause deviations from this value. In its validity region
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Figure 2.9. Comparison of the adiabatic gradient isotherms (lg T [K] = 5.0 and 5.5) for the
three EOSs shown in Fig. 2.8 and the OPAL data (Rogerset al., 1996), obtained using the physical
picture of the plasma.

(i.e., at low densities), the model of Potekhin (1996b) is ingood agreement
with the present one. The differences from the predictions of Saumonet al.
(1995) are somewhat larger. In all the models, the isotherms“wiggle” in the
region of consecutive pressure destruction of excited atomic states. However,
such wiggles are absent in the OPAL data (Rogerset al., 1996), based on the
physical picture of the plasma and also shown in Fig. 2.9. This clearly shows
that second-order thermodynamic quantities are more sensitive to the details of
a thermodynamic model than first-order ones.

The example of the hydrogen EOS described here is rather simple. More
elaborated theoretical models, as well as numerical Monte Carlo simulations
(e.g., Bezkrovniyet al., 2004, and references therein) are available in the lit-
erature. Nevertheless, the relative simplicity of the described model makes it
suitable for astrophysical modeling, and for including theeffects of quantizing
magnetic fields, which will be considered in Chapter 4.



Chapter 3

STRUCTURE AND EQUATION OF STATE
OF NEUTRON STAR CRUSTS

After discussing the Coulomb properties of neutron star envelopes in Chap-
ter 2, we will mainly focus on the nuclear part of the problem.Following a
widespread convention we will often call an entire neutron star envelope as a
crust (see a discussion on this point in the introductory part of Chapter 2).

Up to the densityρ ∼ 1011 g cm−3, the atomic nuclei in the outer crust are
expected to be those studied in the laboratory. However, forρ & 1010 g cm−3

they are beta-unstable in laboratory, with the maximum neutron excessδ =
(N − Z)/A ≃ 0.3, whereN , Z, andA are, respectively, the neutron number,
proton number, and the total nucleon (mass) number of an atomic nucleus.
With increasing density the neutron excess increases and for δ > 0.3 the nuclei
in the crust become so neutron rich that their highest neutron energy levels are
unbound (§1.3.1). As a result, the nuclei are immersed in a gas of free neutrons.
Such nuclei cannot exist in laboratory, because they are beyond the neutron drip
line under terrestrial conditions; they would disintegrate via neutron emission
on timescales∼ 10−20 s. With increasing density and neutron excess, nuclear
properties are more and more modified by the external neutronliquid. Our
knowledge of the properties of matter under the conditions characteristic for
the inner crust, with1011 g cm−3 . ρ . 1014 g cm−3 and0.3 . δ . 0.8,
is based on theoretical models. It should be stressed, that the advances in
solving the nuclear many-body problem enabled one to calculate reliably the
properties of many-nucleon systems not available to experiment (pure neutron
matter atρ < ρ0, whereρ0 = 2.8 × 1014 g cm−3 is the saturation density
of symmetric nuclear matter). This is very helpful for theoretical studies of
the properties of matter near the bottom of the inner crust. Needless to say,
these developments in the nuclear many-body problem have been stimulated
and motivated by observations of neutron stars.



116 NEUTRON STARS

This chapter is devoted to the composition, equation of state (EOS), and the
structure of the neutron star crust. In§3.1 we briefly describe the formation of
the crust of a newly born neutron star. We will restrict ourselves to the case of
the crust in nuclear equilibrium (catalyzed matter). The properties of the outer
crust in this approximation are described in§3.2. Theoretical models of the
inner crust atρ . 1014 g cm−3 are presented in§3.3. Section 3.4 is devoted to
theoretical models of the ground state in the bottom layers of the inner crust,
at ρ & 1014 g cm−3, and to the determination of the bottom edge of the crust.
In §3.6 we describe the EOS of the crust. Elastic properties of the crust are
discussed in§3.7. Possible deviations from idealized crust model studied in
the preceding sections are reviewed in§3.8. Appendix A presents the tabulated
equation of state.

3.1. The formation of the crust in a newly born neutron star
A neutron star formed in gravitational collapse of a stellarcore (§1.4.2)

is initially very hot, with the internal temperature∼ 1011 K. At such high
temperatures, the composition and equation of state of the envelope of the
newly-born star (ρ . 1014 g cm−3, nb . 0.1 fm−3) is different from that of
the older star. This envelope will eventually become the neutron star crust.

In what follows, we will restrict ourselves to the case in which matter is trans-
parent to neutrinos; this condition is satisfied forT . 1010 K (kBT . 1 MeV).
The hot envelope is then a mixture of heavy and light atomic nuclei (mostlyα-
particles, because of their large binding energy of 28.3 MeV), neutrons, protons,
electrons, positrons, and photons. At high densities and temperatures the den-
sity of nucleons outside nuclei can be large, and a consistent treatment of both
nuclei and nucleons is required. The nuclei and the outside nucleons should be
described using the same nucleon interaction (nucleon Hamiltonian). Modifi-
cations of the nuclear surface properties and pressure exerted by the nucleons
on the nuclei have to be calculated in a consistent way. At high densities, where
the distance between the nuclei becomes comparable to the nuclear size, one
should also modify the nuclear Coulomb energy. Another important complica-
tion is that, at the temperatures under consideration, excited states of the nuclei
become populated and must therefore be taken into account while calculating
thermodynamic quantities.

All these effects have been incorporated in models of dense,hot matter us-
ing three different approaches. First, full Hartree-Fock calculations with an
effective nucleon-nucleon (NN) interaction, for unit cells of matter contain-
ing one nucleus, were performed by Bonche & Vautherin (1981)and Wolff
(1983). Second, finite temperature Thomas-Fermi calculations have been done
by Marcoset al. (1982) and Ogasawara & Sato (1983). Third, calculations in
which the nuclei have been described using the finite temperature compressible
liquid-drop model have been performed by Lattimeret al. (1985).
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Figure 3.1. Mass fractions of different constituents of the outer envelope of a newly born neutron
star versus matter density in beta equilibrium at differenttemperaturesT9 = T/(109 K) (after
Haenselet al. 1996). Calculations are performed for the Lattimer & Swesty(1991) model
of nucleon matter with a specific choice (K0 = 220 MeV) of the incompressibility of cold
symmetric nuclear matter at the saturation density.
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We will summarize the results usinga more recent version of the compressible
liquid–drop model, formulated and developed by Lattimer & Swesty (1991),
selecting a specific value of the incompressibility of symmetric nuclear matter
at saturation (equilibrium) density,K0 = 220 MeV (for the definition ofK0,
see§5.4). We assume nuclear equilibrium as well as beta equilibrium of the
matter. The assumption of nuclear equilibrium is justified by high temperature.
Beta equilibrium is adopted for simplicity; a very rapid cooling of matter at
highest temperatures can produce deviations from beta equilibrium.

In Fig. 3.1 we show the composition of the hot matter of the neutron star
envelope forT = 5×109 K, 8×109 K, and1.2×1010 K. We restrict ourselves
to ρ . 1013 g cm−3, because at higher densities the thermal effects on matter
composition are negligible. AtT & 5× 109 K, the shell and pairing effects, so
visible in theT = 0 (ground state) approximation, particularly through jumps
in the density dependence of various quantities (see§3.2), are washed out by
the thermal effects.

At T = 1.2 × 1010K, the nuclei evaporate completely forρ . 109 g cm−3.
This can be understood within the compressible liquid-dropmodel; the nuclei
are then considered as droplets of nuclear matter. Atρ . 1011 g cm−3, these
droplets have to coexist with a vapor of neutrons, protons and α-particles.
However, the coexistence of two different nucleon phases (denser – nuclear
liquid, less dense –vapor of nucleons andα–particles) is possible only atT lower
than some critical temperature at given a density,Tcrit(ρ). Forρ . 109 g cm−3,
one hasTcrit(ρ) . 1.2× 1010 K.

With decreasing temperature, the mass fraction of evaporated nucleons and
α-particles decreases. ForT = 8 × 109 K, α-particles are present atρ .
1010 g cm−3, while free protons appear at even lowerρ. Free neutrons are
present at all densities, but their fraction does not exceedone percent forρ .
1011 g cm−3.

At T = 5 × 109 K the thermal effects are weak and imply mainly the
appearance of a small fraction of free neutrons (“neutron vapor”) below
zero-temperature neutron drip densityρND; this fraction falls below10−5 at
ρ = 1010 g cm−3. Further decrease ofT leads to the disappearance of neutrons
atρ < ρND, and to switching-on of shell effects. Another important effect will
be the onset of superfluidity of neutrons (both inside and outside the nuclei) and
protons. The composition freezes and does not change with further decrease
of the temperature. An initially fluid element of the matter solidifies if its tem-
perature falls below the melting temperatureTm that depends on local density
and composition (§2.3.3).

3.2. Ground state of the outer crust
The ground state of the matter at densities and pressures, atwhich all neutrons

are bound in nuclei (i.e., before the neutron drip) can be described by a model
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formulated in the classical paper of Baymet al. (1971b), hereafter referred to
as BPS. An essential input for this model are the ground-state masses of atomic
nuclei confined in crystalline lattice sites. At lowest densities, the relevant
nuclei are those whose ground-state masses are determined with high precision
by laboratory measurements. However, at higher densities the nuclei in the
ground state of matter become more neutron rich. When the BPSpaper was
written, the last experimentally studied nucleus, presentin the ground state
of dense matter, was84Se (withZ/A = 0.405). This nucleus is unstable in
laboratory, and its beta-decay half-life time is 3.1 min. The maximum density,
at which this nucleus is present, was found to be8.2× 109 g cm−3.

During three subsequent decades significant progress has been made in the
experimental nuclear physics techniques, and the masses ofmany new neutron-
rich isotopes have been measured.1 As for this writing (2006), the most neutron-
rich nucleus, produced in laboratory is78Ni (for its first experimental identifi-
cation, see Engelmannet al. 1995). However, the most neutron rich nucleus
with measured mass and expected to be present in the ground state of the crust
(at∼ 5× 1010 g cm−3) is 80Zn; its beta-decay half-time in laboratory is 0.54 s.

We assume that the matter is in its ground state (complete thermodynamic
equilibrium – cold catalyzed matter) and forms a perfect crystal of a single
nuclear species,(A, Z). Deviations from this rule will be discussed in§3.8.
At a given baryon densitynb, the ground state corresponds to the minimum
energy per nucleonE = E/nb. However,nb (or ρ) may be not a good variable
for stellar matter because it suffers jumps (discontinuities) at some values of
the pressure. On the contrary, the pressure is strictly continuous in the stellar
interior and increases monotonically with decreasing distance from the star
center. Therefore, it is convenient to find the ground state of cold (T = 0) matter
at any given pressureP . This corresponds to minimizing the zero-temperature
Gibbs free energy per nucleon,h = (E + P )/nb.

Let us start withP = 0, i.e., h = E = E/nb. In this case the minimum
energy per nucleon is reached for a body-centered-cubic (bcc) lattice of56Fe,
and isE(56Fe) = 930.4 MeV. It corresponds toρ = 7.86 g cm−3 andnb =
4.73 × 1024 cm−3 = 4.73 × 10−15 fm−3. It is worth to mention that56Fe is
not the most tightly bound free atomic nucleus. The maximum binding energy
per nucleonb ≡ [(A− Z)mnc

2 + Zmpc
2 −M(A,Z)c2]/A in a nucleus with

the ground-state massM(A,Z) is reached for62Ni, b(62Ni) = 8.7945 MeV, to
be compared withb(56Fe) = 8.7902 MeV. Let us notice thatb(58Fe) = 8.7921
MeV is also higher thanb(56Fe).

The bcc56Fe crystal remains the ground state of cold matter up to pressures
∼ 1022 dyn cm−2, at which the matter is compressed to∼ 106 g cm−3 (Salpeter

1The results can be found athttp://nucleardata.nuclear.lu.se/database/masses/; a recent re-
view is given by Lunneyet al. (2003).
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1961, BPS). At such a high density, the matter is a plasma of nuclei and electrons
which form a nearly uniform Fermi gas. At a given pressure, the values of
the average electron densityne and the number density of the nucleinN are
determined from the relations

ne = ZnN , P = Pe(ne, Z) + PL(nN , Z) , (3.1)

wherePe is the electron pressure andPL is the “lattice” contribution (also called
the electrostatic correction) resulting from the Coulomb interactions (see§2.3.5
for details).

Let us divide the system into electrically neutral unit (Wigner-Seitz) cells
containing one nucleus. The number density of the nuclei isnN = nb/A,
and the volume of any cellVc = 1/nN , with the equivalent cell radiusrc =
(4πnN/3)

−1/3 (in Chapter 2 the radiusrc was denoted byai and called the ion-
sphere radius; see§2.1.3). For a given(A,Z) nuclide, the Gibbs free energy
per one unit cell is

Gcell(A,Z) =WN(A,Z) +WL(Z, nN ) + [Ee(ne, Z) + P ]/nN , (3.2)

whereWN is the energy of the nucleus (including rest energy of nucleons),
WL is the lattice energy per cell (BPS), andEe is the mean electron energy
density. Neglecting quantum and thermal corrections and the nonuniformity of
the electron gas (§2.3.3), we have

WL = −CM Z2e2/rc, CM ≈ 0.9. (3.3)

The lattice contribution to the pressure, Eq.(3.1), is thusPL = 1
3WLnN .

The Gibbs free energy per nucleonh = Gcell/A is just the baryon chemical
potentialµb(A,Z) for a given nuclide. To determine the ground state at a given
P , one has to minimizeµb(A,Z) with respect toA andZ.

For densities below the neutron-drip density (ρ < ρND) the lattice correction
toP andµb is small. One can theneasily see the reason for matter neutronization
using the approximationµb(A,Z) ≃WN(A,Z)/A+Zµe/A,P ≃ Pe. Notice
that for ρ ≫ 106 g cm−3, the electrons are ultra-relativistic and, therefore,
µe ∝ P 1/4. With increasingP , it is energetically advantageous to replace
(A,Z) by (A′, Z ′) with higherWN but smallerZ ′/A′, because the increase in
WN/A is more than compensated by the decrease of theZµe/A term.

We will follow the determination of the ground state of cold dense matter
by Haensel & Pichon (1994) (hereafter referred to as HP). There are small dif-
ferences between the approximations used by HP and BPS. HP obtained the
values ofWN from the atomic masses by subtracting not only the electron rest
energies, but removing also the atomic electron binding energies. On the con-
trary, BPS kept the atomic binding energies in the definitionofWN , to simulate
the electron screening effects in dense matter. Also, HP used a better approxi-
mation for the electron screening effects in dense matter. Their expression for
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Ee takes into account a weak nonuniformity of the electron density resulting
from the electron screening effects. HP included also a small exchange term
in Ee, which had been neglected in BPS. Forρ≫ 106 g cm−3 the HP formula
becomesEe(ne, Z) = (1.00116−1.78×10−5Z4/3) EFGe (ne), whereEFGe (ne)
is the energy density of a uniform, free Fermi gas (§2.3.1).

To a very good approximation, a density jump, at which optimal values
(A,Z) change into(A′, Z ′), is given by

∆ρ

ρ
≈ ∆nb

nb
≈ Z

A

A′

Z ′ − 1 . (3.4)

This equation follows from the continuity of the pressureP ≃ Pe.
A sharp discontinuity inρ andnb is a consequence of the assumed one-

component plasma model. Detailed calculations of the ground state of dense
matter by Jog & Smith (1982) show, that actually the transition between(A, Z)
and(A′, Z ′) shells takes places through a very thin layer of amixed stateof
these two species. However, since the pressure interval, where this mixed phase
exists, is∼ 10−4P , the approximation of a sharp density jump is quite adequate.

HP took experimental masses of nuclei from the tables of Audi(1992, 1993
– private communication).2 Because of pairing effect, only even-even nuclei
are relevant for the ground-state problem. For the remaining isotopes, up to
the last one stable with respect to the emission of a neutron pair, HP used
theoretical masses obtained from the mass formula of Möller (1992, private
communication); the formalism is described by Möller & Nix(1988)).

The baseline HP calculationwas done using the (central) experimental atomic
masses (without considering experimental errors). As discussed by HP, these
errors may become substantial for short-lived nuclei with largest neutron excess.
The equilibrium nuclides present in the cold catalyzed matter are listed in Table
3.1. In the fifth column one finds the maximum densityρmax at which a given
nuclide survives. The sixth column gives the electron chemical potentialµe at
ρ = ρmax. The transition to the next nuclide has a character of a first-order phase
transition. The corresponding fractional density jump∆ρ/ρ is given in the last
column. The last row above the horizontal line, which divides the table into two
parts, corresponds to the maximum density, at which the ground state of dense
matter contains a nucleus with mass measured in laboratory.Notice, that in the
original HP table the “laboratory region” included also78Ni nucleus with the
mass evaluated through a semi-empirical method. Here, we restrict ourselves
to masses measured in laboratory. Experimental uncertainties in masses of
short-lived nuclei with very large neutron excess, as well as uncertainties given

2Some masses of unstable nuclei in these tables are actually semi-empirical evaluations based on the knowl-
edge of masses of neighboring isotopes. More recent evaluations of nuclear masses are given by Audiet al.
(1997) and Audiet al. (2003).
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Table 3.1. Nuclei in the ground state of cold dense matter (after Haensel & Pichon 1994, with a
modification explained in the text). Upper part is obtained with experimentally measured nuclear
masses. Lower part: from mass formula of Möller. The last line corresponds to the neutron drip
point.

element Z N Z/A ρmax µe ∆ρ/ρ

(g cm−3) (MeV) (%)
56Fe 26 30 0.4643 7.96× 106 0.95 2.9
62Ni 28 34 0.4516 2.71× 108 2.61 3.1
64Ni 28 36 0.4375 1.30× 109 4.31 3.1
66Ni 28 38 0.4242 1.48× 109 4.45 2.0
86Kr 36 50 0.4186 3.12× 109 5.66 3.3
84Se 34 50 0.4048 1.10× 1010 8.49 3.6
82Ge 32 50 0.3902 2.80× 1010 11.4 3.9
80Zn 30 50 0.3750 5.44× 1010 14.1 4.3
78Ni 28 50 0.3590 9.64× 1010 16.8 4.0
126Ru 44 82 0.3492 1.29× 1011 18.3 3.0
124Mo 42 82 0.3387 1.88× 1011 20.6 3.2
122Zr 40 82 0.3279 2.67× 1011 22.9 3.4
120Sr 38 82 0.3167 3.79× 1011 25.4 3.6
118Kr 36 82 0.3051 (4.32× 1011) (26.2 )

by the mass formula beyond the experimental limits are discussed in HP. The
last row of Table 3.1 corresponds to the neutron drip point which is determined
theoretically.

A rough estimate of the neutron drip density can be obtained using a sim-
plified version of the nuclear mass formula. Neglecting Coulomb, surface and
all other finite-size terms and keeping only quadratic term in δ = (N −Z)/A,
one can write the energy per nucleon in an atomic nucleus (subtracting the rest
energy and neglecting neutron-proton mass difference) as

EN(A,Z)/A ≃ E0 + S0 δ
2 , (3.5)

whereE0 is the energy per nucleon in the symmetric nuclear matter andS0 is
the symmetry energy, both calculated at saturation density(see§5.4). In this
approximation, the neutron and proton chemical potentials(without rest energy
contribution) are

µ′n = E0 + (2δ + δ2) S0 , µ′p = E0 + (−2δ + δ2) S0 . (3.6)
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The value ofδ corresponding toρND can be calculated from the condition
µ′n = 0,

δND =
√

1− (E0/S0)− 1 . (3.7)

Putting the experimental valuesE0 = −16 MeV andS0 = 32 MeV (§5.4) we
getδND = 0.225. On the other hand, the beta equilibrium condition reads

µe = µn − µp ≃ 4S0 δ (3.8)

(to be compared with the consideration in Appendix D). Usingthe formula
µe = 0.516 (ρ6Z/A)

1/3 MeV, we get a rough estimate

bulk approximation : ρND ≃ 2.2 × 1011 g cm−3, (3.9)

which is quite close to the refined theoretical value.
In order to calculateρND precisely, one has to consider the matter composed

of nuclei and an outside dilute neutron gas. The density of the neutron gas in the
vicinity of the neutron drip point is so small that its influence on the properties
of the nuclei can be neglected. In order to determine the ground state of matter
in this dripped phase, it is convenient to perform the minimization procedure at
a fixed baryon number densitynb. The quantity to be minimized is the mean
energy density,

E(d) = nN [WN(A,Z)+WL(nN , Z)]+(1− VNnN) En(nn)+Ee(ne) , (3.10)

whereEn is the the energy density of the neutron gas (including rest energy) and
VN is the volume of the nucleus. To a good approximation, the electron gas is
spatially uniform and fills all the volume of the system. Close to the neutron drip
point, the nuclear volume can be approximated by the volume of the nucleus
in vacuum,VN ≃ 4π

3 R
3
N

, with the nuclear radius given byRN ≃ 1.2A1/3 (see,
e.g., Preston & Bhaduri 1975). Let us notice, that atρ ∼ ρND the fraction of
the volume occupied by nuclei isVN/Vc ∼ ρND/ρ0 ∼ 10−4. At a fixednb,
one can expressnn andnN in terms ofne,

nN =
ne
Z
, nn =

nb − nNA

1− VNnN

, (3.11)

and minimizeE(d) as a function ofne. The resulting quantityE(d)(A,Z) can
then be minimized with respect toA andZ. The pressure in the dripped phase
(which is frequently called theNne or theAne phase) can be obtained from
the formula

P = Pe + PL + Pn . (3.12)

At a givennb, the drippedphase is the actual ground state of the coldcatalyzed
matter ifE(d) < E , whereE is the energy density of theAe phase (containing
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only electrons and nuclei). Notice, that because of pairingphenomenon, the
stability of nuclei with respect to neutron drip in vacuum corresponds to the
stability of even-even nuclei with respect to two-neutron emission. This con-
dition, as well as the condition of non-absorption of the outside neutrons by
the nuclei is automatically satisfied, provided the minimization is performed
and the state with a dripped neutron gasis energetically preferredover the state
without free neutrons. Calculation shows, that the values of A,Z do not change
across the neutron drip point, and thereforenn(P → PND) = 0.

Single-particle energy levels in nuclei are discrete, withlarge energy gaps
between “major shells.” The local maxima in the binding energies of the nuclei
with “magic numbers”Z = 28 andN = 50, 82 are associated with filling up
these major shells (see, e.g., Preston & Bhaduri 1975). The effect of closed
proton and neutron shells on the composition of the ground-state matter is
very strong; except for the56Fe nucleus, present in the ground state at lowest
densities, all the nuclides are those with a closed proton orneutron shell (Table
3.1). A sequence of three increasingly neutron-rich isotopes of nickel (Z = 28)
is followed by a sequence ofN = 50 nuclides with decreasingZ, ending
at the last experimentally identified78Ni. This last nuclide is doubly magic
(N = 50, Z = 28).

In the density range1011 g cm−3 . ρ < ρND, HP get a sequence ofN = 82
nuclides, with decreasing proton number, fromZ = 44 down toZ = 36; they
obtain the neutron drip atρND = 4.3 × 1011 g cm−3 (Table 3.1). As shown
by HP, the results obtained using the mass formula of Pearsonet al. (1992) are
quite similar to those obtained using the mass formula of Möller.

While the persistence of theN = 50and/orZ = 28nuclei in the ground state
of the outer crust may be treated as anexperimental fact, the strong effect of the
N = 82 shell, dominating at1011 g cm−3 . ρ < ρND, might be in principle
an artifact of the extrapolation via the semiempirical massformulae. It should
be mentioned, that according to some many-body calculations of masses of
very neutron rich nuclei the effect of the closedN = 82 shell might be much
weaker, and could even be replaced by the strong effect of theclosure of the
Z = 40 subshell (Haenselet al., 1989). Recent theoretical calculations of the
composition in the bottom layers of the outer crust also givemodel-dependent
results (Rüsteret al., 2006). Clearly, there is a need for a better understanding
of the shell effects in nuclei close to the neutron drip.

The ground-state composition at a given pressure corresponds to the absolute
minimum of the baryon chemical potentialµb(N,Z) in the N − Z plane.
Typically, there is only one well distinguished minimum. A well pronounced
second minimum appears only close to the transition pressure between two
nucleus species (this is the origin of a thin shell with a mixed phase found by
Jog & Smith 1982 and mentioned above). With increasing pressure it becomes
a new absolute minimum. Absolute minima lie in a valley, which may be called
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the “beta stability valley” in dense matter. With increasing pressure, the valley
shifts in theN -direction, with a slight change of the inclination angle (HP).

3.3. Ground state of the inner crust atρ . 1014 g cm−3

The existence of the inner neutron star crust, where very neutron rich nuclei
are immersed in a gas of dripped neutrons, has been realized long before the
discovery of pulsars (Harrisonet al., 1958). The first approach to describe the
inner crust consisted in employing a semiempirical mass formula to calculate
(or rather estimate) the masses of nuclei; this formula was combined with an
expression for the energy of a neutron gas (Harrisonet al., 1958, 1965; Tsuruta
& Cameron, 1965; Langeret al., 1969; Betheet al., 1970). It is worth to
mention that as early as in 1965 Tsuruta and Cameron estimated the neutron
dripdensityand the densityat the crust-core interface asρND ≃ 3×1011 g cm−3

andρcc ≃ 8×1013 g cm−3, surprisingly close to the presently accepted values.
Further work concentrated on a consistent description of ambient neutron gas
and the nuclear matter inside neutron rich nuclei, using a unified expression for
the energy density of the nuclear matter as a function of neutron and proton
number densities and density gradients (Baymet al. 1971a, hereafter referred
to as BBP; Buchler & Barkat 1971a,b; Arponen 1972). The most ambitious
early attempt to calculate the ground state of the inner crust was the Hartree-
Fock calculation of Negele & Vautherin (1973). Later calculations focused on
a consistent description of the bottom layers of the crust including an updated
treatment of pure neutron matter and effective NN interaction (Hashimotoet
al., 1984; Oyamatsuet al., 1984; Oyamatsu, 1993; Lorenzet al., 1993; Cheng
et al., 1997; Douchinet al., 2000; Douchin & Haensel, 2000).

It should be stressed that many-body calculations of properties of the inner
crust, employing the realistic interaction, are beyond thereach of the modern
nuclear theory. They would require a precise treatment of a system of up to
thousand nucleons in a unit cell, interacting via complicatedbare NN interac-
tion (determined from NN scattering data and deuteron properties). Moreover,
it would be necessary to include three-nucleon forces (§5.5.2), required to
describe correctly the properties of light nuclei (3H, 4He) and the saturation
parameters of nuclear matter.

The best calculations performed for the inner crust cannot go beyond calcula-
tions for heavy laboratory nuclei. They are based on phenomenologicaleffective
NN interactions, describing the interaction of nucleons in nuclear matter.They
can be divided into three groups, according to the many-bodytechnique used.
These groups include the Hartree-Fock approximation employing an effective
NN interaction; the semi-classical Extended Thomas-Fermi(ETF) approxima-
tion; and the compressible liquid drop model (CLDM).
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3.3.1 Hartree-Fock calculations with effective
nucleon-nucleon interaction

Let us divide matter into unit cells. Let a unit cell containN neutrons andZ
protons. The effective nuclear Hamiltonian for such a system ofA = N + Z
nucleons is

Ĥeff
N =

A∑

j=1

t̂j +
∑

k<j≤A
v̂effjk , (3.13)

wheret̂j is the kinetic energy operator ofj-th nucleon, whilêveffjk is an operator

of an effective two-body interaction between ajk nucleon pair. Usually,̂veff

contains a component which is an effective two-body representation of three-
body forces, important in dense nucleon medium (§5.5.2).

The effective nuclear Hamiltonian̂Heff
N has to reproduce – as accurate as

possible within the Hartree-Fock approximation – relevantproperties of the
ground state of a many-nucleon system, particularly, the ground state energy
E0. This last condition can be written as〈Φ0|Ĥeff

N |Φ0〉 ≃ 〈Ψ0|ĤN|Ψ0〉, where
Φ0 andΨ0 are, respectively, the Hartree-Fock and exact wave functions, and
ĤN is the exact nuclear Hamiltonian.

The basic assumption which justifies a Skyrme-type effective NN interaction
(Skyrme, 1956) is that its range is small as compared with theinternucleon
distances. This means, that in momentum representation theeffective NN
interactionˆ̃veff(k,k′) can be approximated by a momentum independent term
plus terms quadratic in the initial and final relative momenta of an interacting
nucleon pair,k andk′, with the appropriate spin dependence. Its standard
parametrization is

ˆ̃veff12 (k,k
′) = t0 (1 + x0P̂σ) +

1

2
t1 (1 + x1P̂σ)

(
k2 + k′2

)

+t2 (1 + x2P̂σ)(k · k′) + t3 (1 + x3P̂σ)n
γ
b , (3.14)

whereP̂σ = 1
2 (1 − σ1 · σ2) is the spin exchange operator. Numerical values

of the parameterst0, x0, . . . , γ are to be determined from fitting masses of
laboratory nuclei in ground states and low-lying excited states. In coordinate
space, the first and the last terms of Eq. (3.14) generate zero-range (contact)
component of̂veff12 (r), proportional toδ(r), wherer = r1−r2. The remaining
terms contain spatial gradient operators. The basic features of the Skyrme
model ofv̂eff (zero range plus quadratic gradient terms) represent an enormous
practical advantage.

The complete Hamiltonian of the unit cell iŝHeff
cell = Ĥeff

N + VCoul + Ĥe,
whereVCoul describes Coulomb interaction between protons and electrons, and
Ĥe corresponds to a uniform electron gas. The Hartree-Fock approximation
for the many-body nucleon wave function is
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ΦNZ = CNZ det
[
ϕ(p)
αi

(ξk)
]
det
[
ϕ
(n)
βj

(ζl)
]
, (3.15)

whereϕ(n)
βj

(ζl) andϕ(p)
αi (ξk) are single-particle wave functions (orbitals) for

neutrons (j, l = 1, . . . , N ) and protons (i, k = 1, . . . , Z), respectively, and
CNZ is a normalization constant. The space and spin coordinatesof a k-th
proton are represented byξk; ζl is the same for anl-th neutron;{αi} and{βj}
are sets of quantum numbers of occupied single-particle states for protons and
neutrons, respectively.

Further approximation used by Negele & Vautherin (1973) consisted in im-
posing spherical symmetry; the unit cell was approximated by a sphere of radius
rc. The Hartree-Fock equations forϕ(p) andϕ(n) were derived by minimizing
the Hartree-Fock energy functional at a fixed volumeVc of the unit cell,

Ecell

[
ϕ(p)
α , ϕ

(n)
β

]
= 〈ΦNZΦe |Ĥeff

cell|ΦNZΦe〉 = minimum , (3.16)

whereΦe is the plane-wave Slater determinant for an ultra-relativistic electron
gas of constant densityne = Z/Vc. The minimization was performed at fixed
average neutron and proton densities,nn = N/Vc, np = Z/Vc = nNZ. For
details the reader is referred to the original paper (Negele& Vautherin, 1973).

The boundary conditions for unbound neutrons at the edge of the unit cell
used by Negele & Vautherin (1973) deserve a separate comment. The authors
argue, that because unbound neutrons are described by a statistical theory, one
is free to choose “any convenient boundary condition which is consistent with a
statistical neutron density distribution at the cell edge”. Their actual boundary
condition was to require that atr = rc all single-particle neutron wave func-
tions of even parity (evenℓ, orbital angular momentum) vanish, and the radial
derivatives of odd-parity single-particle functions vanish as well. The arbitrari-
ness of this boundary condition, together with the simplifying assumption of
spherical symmetry, may be worrying at∼ 1014 g cm−3, where the nuclear
radius becomes comparable torc.

Once the Hartree-Fock orbitalsϕ(n)
β andϕ(p)

α are determined, one finds the
minimum (ground state) value ofEcell(N,Z), filling the lowestN neutron and
Z proton states. Then, the absolute ground state configuration is found by
minimizingEcell(N,Z) at a fixedA = N + Z. Let us notice, thatαZ andβN
correspond to “Fermi levels” for protons and neutrons, respectively. In terms of
the single-nucleon orbitals, the neutron drip point corresponds to the threshold
density at which the neutron Fermi level becomesunbound, i.e.,ϕ(n)

βN
extends

over the entire unit cell.
A sample of neutron and proton density profiles is shown in Fig. 3.2. One

notices wiggles in density profiles within the nuclei; they result from specific
radial quantum oscillations of the neutron and proton orbitals. Even at highest
densities considered, no proton drip occurs. With increasing density of the
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Figure 3.2. Density profiles of neutron and protons, at several average densitiesρ, along a line
joining the centers of two adjacent unit cells. Based on Fig.3 of Negele & Vautherin (1973)
with the permission of the authors.

matter, the number density of neutrons outside the nuclei grows up and the
number density of protons within the nuclei goes down. As Negele & Vautherin
(1973) find, atρ & 8× 1013 g cm−3 the differences in energy between various
local minima ofEcell(N,Z) become so small, that it is not meaningful to
proceed with their calculational scheme to higher densities.

One of the most interesting results of Negele & Vautherin (1973) was
the prediction of the strong shell effect for protons. It manifests itself by
the persistence ofZ = 40 (closed proton subshell) from the neutron drip
point to ρ ∼ 3 × 1012 g cm−3, andZ = 50 (closed major proton shell) for
3× 1012 g cm−3 . ρ . 3× 1013 g cm−3, Fig. 3.3.

Negele & Vautherin (1973) derived suitable analytical formulae, which
smoothly reproduced their EOS for the inner crust. However,we should warn
the reader that the authors based their expression for the effective NN interaction
on the microscopic calculations of asymmetric nuclear and pure neutron matter
by Siemens (1970) and Siemens & Pandharipande (1971), in which the Reid
soft-core bare NN interaction (Reid, 1968) was used. Since then, the knowl-
edge of the bare NN interaction and of the EOS for nuclear matter and pure
neutron matter atρ < ρ0 has become much more precise. Fortunately, the re-
sults of Siemens & Pandharipande (1971) for pure neutron matter at subnuclear
densities were found to be in nice agreement with more advanced microscopic
calculations (Pethicket al., 1995).

Alas, after the monumental work of Negele & Vautherin (1973)no attempts
of a Hartree-Fock calculation of nuclear structures in the ground state of the
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Figure 3.3. Numbers of protons per nucleus in the ground state of the inner crust obtained by
various authors. Solid lines: RBP – Ravenhallet al. (1972); FPS – as quoted in Pethick &
Ravenhall (1995); DH – Douchin & Haensel (2000). Crosses – Negele & Vautherin (1973).

inner crust were carried out in the next thirty years. This might result from
an unsolved problem of correct boundary conditions at the spherical unit cell
edge, supplemented by the difficulties in finding an absoluteminimum of the
Hartree-Fock energy functional. These problems did not prevent carrying out
Hartree-Fock unit-cell calculations of nuclear structures in hot dense matter,
relevant for collapsing stellar cores (Bonche & Vautherin,1981; Wolff, 1983).
For the hot matter atkBT & 1 MeV, the thermal averaging and a much smaller
contribution of the nucleon gas outside the nuclei (in the relevant case of entropy
per nucleon∼ (1− 2) kB) make the results much less sensitive to the boundary
conditions.

Let us mention also the problem of pairing correlations between nucleons.
Pairing may be treated by extending the Hartree-Fock schemeto the Hartree-
Fock-Bogoliubov framework (see, e.g., Ring & Schuck 1980).Superfluid prop-
erties of the inner neutron star crust (pairing in nuclei andin a free neutron liquid,
§1.3.4) were studied by many authors (see, e.g., Lombardo & Schulze, 2001;
Sandulescuet al., 2004, and references therein) but the results are drastically
different and very model dependent. Luckily, superfluidityhas almost no effect
on the EOS of dense matter. However, it might influence the composition of the
inner crust (Baldoet al., 2005). Clearly, this problem requires further studies.
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In principle, the boundary conditions in the spherical Wigner-Seitz cell ap-
proximation are incompatible with periodic symmetry of thecrystal. In order
to respect crystal symmetry, one has to use the appropriate Bloch single particle
functions (see Carteret al., 2005, for a discussion of this point).

3.3.2 Extended Thomas-Fermi (ETF) calculations
In the neutron drip regime, the number of nucleons in the unitcell grows

rapidly with increasing density. Atρ ∼ 1013 g cm−3 one hasAcell ∼ 1000
(Negele & Vautherin, 1973), and the implementation of the self-consistent
Hartree-Fock scheme would require an enormous amount of work and com-
puter time. Large sizes of the nuclei suggest further simplifications of the
Hartree-Fock model viasemiclassical approximation, in which the relevant
quantities are represented “on the average”, with quantum fluctuations (oscil-
lations) being averaged out. The energy of the unit cell is a sum of the nuclear
energyEN (which includes nucleon rest energies), the Coulomb energyECoul,
and the energy of the electron gas,Ee. In the ETF approximation (e.g., Ring &
Schuck 1980, Chapter 13; Bracket al.1985), the nuclear energy of a unit cell
is

EN =

∫

cell

{
EN [nn(r), np(r),∇nn(r),∇np(r)] +mnc

2nn(r)

+mpc
2np(r)

}
d3r . (3.17)

The nuclear energy density functionalEN is nonlocal, as it depends on density
gradients. For the ETF approximation to be valid, characteristic length-scales
for variations ofnn(r) andnp(r) have to be much larger than the internucleon
distance. Then one can keep only quadratic gradient terms inEN. To a very
good approximation, the electron gas is uniform,3 with ne = Z/Vc, and the
Coulomb energy of the unit cell is given by

ECoul =
1

2

∫

cell
e [np(r)− ne]φ(r) d3r , (3.18)

whereφ(r) is the electrostatic potential to be calculated from the Poisson equa-
tion,

∇2φ(r) = 4πe [np(r)− ne] . (3.19)

To determine the ground state at a givennb, one has to findnn(r) andnp(r),
which minimizeEcell/Vc under the constraints

Vcnb =

∫

cell
[nn(r) + np(r)] d

3r ,

∫

cell
[np(r)− ne] d3r = 0 . (3.20)

3This approximation can be relaxed and one can treatne(r) within the ETF model as a quantity to be
determined from the conditionEcell/Vc = min. However, the effect of the electron density nonuniformity
is small; the electron screening length is much larger thanrc (Chapter 2).
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The problem is simplified assuming spherical symmetry; in this case the unit
cell is approximated by a sphere of the radiusrc = (3Vc/4π)

1/3. The boundary
conditions are such that far from the nucleus surface the nucleon densities are
uniform. This requires the nuclear radius to be significantly smaller thanrc.

The ETF method was first applied for studying the matter in theinner crust
by Buchler & Barkat (1971a); see also Buchler & Barkat (1971b) and Barkatet
al. (1972). According to these authors, the presence of the outer neutron fluid
strongly alters the properties of the nuclei, which casts doubts on the validity
of the previous calculations based on the extrapolation of semi-empirical mass
formulae (Harrisonet al., 1965; Langeret al., 1969; Betheet al., 1970). The
dependence ofEN onnn(r) andnp(r) was taken form the results of Brueckner
et al. (1968, 1969) for asymmetric nuclear matter and pure neutronmatter.
The coefficient of the quadratic gradient-term was determined by fitting masses
of laboratory nuclei. The minimization problem was reducedto solving the
appropriate Euler-Lagrange equations with required boundary conditions. The
neutron drip was found atρND ≈ 4×1011 g cm−3, and the crust bottom was at
ρcc ∼ 1014 g cm−3. The Buchler-Barkat values ofZ stayed roughly constant
Z ∼ 30 for 1011 g cm−3 . ρ . 5 × 1013 g cm−3, and then decreased to
Z ∼ 20 atρ ≃ 1014 g cm−3.

In the 1980s the main effort was focused on dense and hot matter, relevant
for the gravitational collapse of stellar cores and type II supernova explosions.
An exception from this rule was the paper by Ogasawara & Sato (1983), who
devoted their§3.1 to cold catalyzed matter. Their calculational scheme was
similar to that used by Barkatet al. (1972). However, Ogasawara & Sato
(1983) used different models for the potential energy of asymmetric nuclear
matter. They obtained the neutron drip densityρND ≈ (3− 4)× 1011 g cm−3

and the valuesZ = 35 − 45, higher than those of Barkatet al. (1972). The
results of Ogasawara and Sato are in good agreement with the Hartree-Fock
results of Negele & Vautherin (1973).

Significant progress in the 1980s was achieved in calculations of the prop-
erties of asymmetric nuclear matter and pure neutron matterwith realistic bare
NN interactions (see Friedman & Pandharipande 1981; Wiringa et al. 1988).
On the other hand, calculations based on the HF method and itssemi-classical
simplifications, with new models of effective NN interaction, reached a high
degree of precision in reproducing the properties of atomicnuclei. The ETF
calculation in the 1980s focused on the possible appearanceof nonspherical
nuclei in the crust bottom, as will be described in§3.4. Oyamatsu (1993) stud-
ied the ground state of the inner crust within the ETF approximation using four
different energy density functionalsEN. These functionals were constructed
in such a way as to reproduce the gross properties of laboratory nuclei and to
match the EOS of pure neutron matter obtained by Friedman & Pandharipande
(1981) for a realistic bare NN interaction. Oyamatsu performed explicit mini-
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Figure 3.4. Neutron and proton density profiles at two average mass densities along a line joining
the centers of adjacent unit cells. Based on Fig. 5 of Chenget al.(1997), with the permission of
the authors.

mization of the TF energy functional within a family ofparameterizednn(r)
andnp(r) density profiles [Eq. (B.7) of Appendix B]. At a given averagenu-
cleon densitynb, the ground state configuration was obtained by minimizing
Ecell/Vc with respect to the parameters of the nucleon density profiles. In the
density interval from the neutron drip to1014 g cm−3 Oyamatsu getsZ ≃ 40
for all four models, in good agreement with the Hartree-Fockcalculations of
Negele & Vautherin (1973).

Simultaneously with the application of the relativistic Brueckner-Hartree-
Fock (RBHF, see§5.9.1, page 240) approach to neutron star matter at supranu-
clear densities, the semi-classical ETF approximationbased on the RBHF model
was applied to the inner crust. Starting from the RBHF results for the bulk asym-
metric nuclear matter, Sumiyoshiet al. (1998) employed the ETF scheme of
Oyamatsu (1993), with his parameterization of the nucleon density profiles.
The quadratic gradient term in the energy density functional was determined
by fitting the properties of terrestrial nuclei. The authorsfound the neutron
drip at ρND ≈ 2.4 × 1011 g cm−3. Their values ofZ in the inner crust are
systematically lower than obtained in previous works, withZ ≃ 35 near the
neutron drip, decreasing down to about 20 atρ ≃ 1014 g cm−3. This may be
attributed to a relatively large Coulomb energy of nuclei intheir model owing
to smaller nuclear radii. Notice that their RBHF value0.185 fm−3 for the sat-
uration density of the symmetric nuclear matter is significantly larger than the
experimental value of0.16 fm−3 which may explain the compactness of their
nuclei.
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The relativistic Hartree energy functional, calculated inthe nonlinear rel-
ativistic mean field model of dense nucleon matter, can be simplified using
the relativistic extended Thomas-Fermi (RETF) approximation proposed by
Centelleset al. (1992, 1993). In the RETF approximation, one gets theEN
functional containing the terms quadratic in∇nn and∇np, which are com-
pletely specified within the model. The RETF model was applied by Cheng
et al. (1997) to determine the ground state of the inner crust, using the non-
linearσ–ω–ρ model Lagrangian by Boguta & Bodmer (1977). Three sets of
the Lagrangian parameters were used. Chenget al. (1997) exactly solved the
Euler-Lagrange equations fornn(r) andnp(r) in a spherical unit cell. A sample
of their density profiles atρ . 1014 g cm−3 is shown in Fig. 3.4. Notice the
absence of any wiggles in the neutron density distributionswithin the nuclei,
characteristic for the Hartree-Fock results of Negele & Vautherin (1973); cf.
Fig. 3.2. The wiggles are absent because of the semi-classical character of
the ETF approximation. Chenget al. (1997) did not publish their values ofZ
as a function of the matter density. However, an analysis of their figures and
tables indicates that, similarly to Sumiyoshiet al. (1998), they got the nuclei
which are relatively small, with the values ofZ significantly lower than those
obtained in nonrelativistic calculations. Shen (2002) used the combination of a
Relativistic Mean Field model for the bulk energy and the parameterization of
the surface energy proposed by Oyamatsu (1993). He obtainedthe inner crust
extending fromρND ≈ 4× 1011 g cm−3 to ρcc ≈ 1014 g cm−3.

3.3.3 Compressible liquid drop model (CLDM)
The nature of the Hartree-Fock and ETF calculations does notallow one to

study separate physical contributions and effects, whose interplay leads to a
particular structure of the crustal matter. The compressible liquid drop model
(CLDM) enables one to separate various terms inEcell and identify their con-
tribution.

There are also other practical advantages of the CLDM. On theone hand, it
can be considered as a suitable and economical parameterization of the results
of microscopic calculations of the Hartree-Fock or ETF type. On the other hand,
the CLDM avoids technical complications related to the choice of the boundary
conditions in the Hartree-Fock approach (§3.3.1). Finally, the CLDM allows
for thermodynamically consistent and systematic treatment of bulk and finite-
size effects and is particularly convenient for studying phase transitions in dense
matter (see§3.4). In particular, the CLDM treats two major effects of theouter
neutron gas on the nuclei: 1) the decrease of the surface tension with growing
density under the action of free neutrons; 2) the compression of the nuclear
matter within the nuclei by the pressure of the ambient neutron gas. However,
all these attractive features of the CLDM are meaningful only when finite-size
contributions are calculated using a microscopic Hartree-Fock or ETF approach
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Figure 3.5. Local proton and neutron number densities within a spherical unit cell in the inner
crust. Solid lines are actual density profiles, dashed linescorrespond to the compressible liquid
drop model.

from the same effective nucleon Hamiltonian as used for the calculation of the
bulk (volume) terms. In particular, only then the decrease of the surface tension
due to the presence of the ambient neutron gas is treated in a correct way.

In the CLDM, one divides the nuclear contributionEN (without the Cou-
lomb interactions) into the bulk and surface terms,EN,bulk andEN,surf . Let
ECoul be the Coulomb contribution to the energy of the unit cell. The elec-
trons are assumed to form an uniform Fermi gas and give the rest and kinetic
energy contribution denoted byEe (§2.3.1). The total energy of the unit cell
is, therefore,

Ecell = EN,bulk + EN,surf + ECoul + Ee . (3.21)

Contrary toEN,bulk, EN,surf andECoul depend on sizes and shapes of nuclear
structures.

In the CLDM the nucleons are distributed between the three subsystems: the
denser nucleon fluid to be labeled by “i”; the less dense neutron fluid labeled by
“o”; and the nuclear surface (“i-o” phase interface) labeled by “s”. One requires
mechanical and chemical equilibrium between these subsystems. Far from the
nuclear surface, the nucleon densities are constant, beingequal tonn,i andnp,i in
the “i” phase, andnn,o andnp,o = 0 in the “o” gas. The definition of the surface
term is ambiguous. For the spherical nuclei in the inner crust it is convenient
to define it by thereference proton radiusrp, such that4πr3pnp,i/3 = Z. This
definition is convenient because of the presence of the Coulomb term inEcell

determined solely by the proton density distribution. Similarly, the neutron
radiusrn is defined by4π3 [r3n(nn,i − nn,o) + r3cnn,o] = Ncell (see Fig. 3.5). In
view of a significant neutron excess, the interface includestheneutron skinof



Structure and EOS of neutron star crusts 135

the thicknesssn = rn − rp formed by the neutrons adsorbed on the nucleus
surface.

The bulk energy of the nucleons in the cell is

EN,bulk = Vc [w EN,i + (1− w) En,o] , (3.22)

whereEN,i is the energy density in the nucleus far from the surface andEn,o is
the energy density of the ambient neutron gas. The volume fraction occupied
by the phase “i” (i.e., protons) isw = Vp/Vc = (rp/rc)

3.
Fundamentals of the thermodynamics of surfaces can be foundin §§154, 156,

157 of Landau & Lifshitz (1993). The nuclear surface-energyterm,EN,surf ,
gives the contribution of the interface between the neutrongas and nuclear
matter; it includes the contribution from the neutron skin (Lattimeret al., 1985;
Pethick & Ravenhall, 1995; Lorenz, 1991),

EN,surf = Aσ +Ns µn,s , (3.23)

whereσ is thesurface thermodynamic potential per unit area,A is the area of the
nuclear surface (A = 4πr2p for spherical nuclei),Ns is the number of neutrons
in the neutron skin, andµn,s is the chemical potential of neutrons adsorbed
on the nucleus surface. In the simplest approximation, in which the curvature
corrections inEN,surf , proportional toA/rp , are neglected,σ is approximatedby
thesurface tensionσs, andNs = νsA ≃ (nn,i−nn,o)snA, whereνs = Ns/A
is the surface density of adsorbed neutrons. A more precise expression for
EN,surf can be obtained by including the curvature corrections (Lorenz, 1991;
Douchin, 1999). In view of the possibility of nuclear structures with infinite
volumes (§3.4) it is convenient to introduce the contribution of neutrons from
the neutron skin to the total (average) nucleon density,ns (Lorenz, 1991). For
spherical nuclei, the number of neutrons in the neutron skinper unit volume is
ns = Ns/Vc (Lorenz, 1991).

In order to calculateECoul, one uses the Wigner-Seitz approximation. Ne-
glecting the diffuseness of the proton distribution one gets

ECoul =
16π2

15
(np,ie)

2 r5pf3(w) , f3(w) = 1− 3

2
w1/3 +

1

2
w . (3.24)

At T = 0 the equilibrium can be determined by minimizing the total energy
density,E = Ecell/Vc, at a fixed value ofnb. The quantityE is a function
of seven independent variables. A convenient set of variables is: nn,i, np,i,
ns, nn,o, rp, rn, rc; in this way all independent variables will be finite even
for infinite nuclear structures considered in§3.4. Fixing nb and requiring
charge neutrality of the cell, we reduce the number of independent variables
to five. Therefore, there will be five conditions of equilibrium resulting from
the stationarity ofE with respect to variations of thermodynamic variables. All
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these conditions has well defined physical meaning. The firstcondition requires

(∂E/∂nn,i)[np,i][ns][rp][rc]
= 0 , (3.25)

where quantities in square brackets are kept constant. Neglecting the curvature
corrections, it implies the equality of the neutron chemical potentials in the
bulk phases of nucleon matter,µbulkn,i = µbulkn,o . The second equation results
from minimization with respect to the number of protons,

(∂E/∂np,i)[ns][nn,o][rp][rc]
= 0 , (3.26)

and yields the beta equilibrium condition between neutrons, protons, and elec-
trons. Neglecting the curvature corrections, it reads

µbulkn,i − µbulkp,i − µe =
8π

5
e2 np,i r

2
p f3(w) . (3.27)

We also need the condition on the number of surface neutrons.It results from
the requirement of stationarity with respect to transfer ofa neutron from the
nucleus interior to the surface, all other particle numbersbeing fixed,

(∂E/∂ns)[np,i][wnn,i+ns][rp][rc]
= 0 . (3.28)

Neglecting the curvature corrections, this condition implies that the chemical
potential of the surface neutrons is equal to the bulk chemical potentials in both
phases,µn,s = µbulkn,i = µbulkn,o .

To these three conditions, expressingchemical equilibrium within the system,
we have to add two equations of mechanical equilibrium. The condition number
four results from the requirement of stationarity with respect to variations of
rp. It expresses the equality of the pressure inside and outside the nucleus,

(∂E/∂rp)[np][ns][nn][rc]
= 0 , (3.29)

where the constancy ofnn = Ncell/Vc andnp = Z/Vc is equivalent to keeping
constant numbers of protons and neutrons in a fixedVc . Neglecting the curvature
corrections, this condition reads

P bulk
i − P bulk

o =
2σs
rp
− 4π

15
e2 n2p,i r

2
p (1− w) , (3.30)

whereP bulk
j = n2j ∂(Ebulkj /nj)/∂nj.

Finally, the fifth equation determines the equilibrium sizeof the cell. It
results from the condition of stationarity with respect to variations of the cell
radius, whilew and all the densities includingns are kept constant,

(∂E/∂rc)[nn,i][np,i][ns][w]
= 0 . (3.31)
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Becausew is constant here, the condition involves only the Coulomb and surface
terms inEcell. In our approximation it can be written as

EN,surf = 2 ECoul . (3.32)

This is the “virial theorem” of the simplified CLDM with no curvature correc-
tions (BBP); it enables one to expressrp in terms of the remaining variables.
Generalization of the “virial theorem” to the case of nonstandard nuclear shapes
will be discussed in§3.4.

Let us write an explicit expression for the nuclear component of the energy
density, neglecting, for simplicity, the curvature corrections in EN,surf . Both
the surface tensionσ ≃ σs and the neutron skin thicknesssn = rn − rp are
calculatedunder the conditionof thermodynamic and mechanical equilibrium of
the semi-infinite “i” and “o” phases, separated by a plane interface. Therefore,σ
andsn depend only on one thermodynamic variable, e.g., on the proton fraction
in the bulk “i” phase,xi = np,i/ni, whereni = nn,i + np,i. The formula for
the energy densityEN reads then

EN = w EN,i + (1− w) En,o +
3w

rp
[σs + (nn,i − nn,o) snµn] . (3.33)

Let us remind, that according to Eq. (3.28) the chemical potential of neutrons
adsorbed on the nuclear surface is equal to the value ofµn common for both
bulk phases.

Historically, the first CLDM calculations for the ground state of the inner
crust were performed in the classical paper by BBP, who laid the foundation of
subsequent CLDM calculations. Unfortunately, BBP used simplified qualita-
tive expressions, based on dimensionality arguments, to describe the reduction
of σ with increasing density. This resulted in a too rapid increase ofZ with
increasing density, which was corrected by Ravenhallet al. (1972). Later
CLDM calculations were performed by Lorenz (1991); Douchinet al. (2000),
and Douchin & Haensel (2000). They were based on the effective NN inter-
actions particularly suitable for strongly asymmetric nuclear systems. Lorenz
used the FPS model (FriedmanPandharipandeSkyrme, derived by Pandhari-
pande & Ravenhall 1989) consistent with the results of many-body calculations
of dense asymmetric nuclear matter (see Chapter 5 and Friedman & Pandhari-
pande 1981) with a realistic bare NN interaction and a phenomenological three-
nucleon force. Douchin and Haensel used the SLy (Skyrme Lyon, Chabanat
et al. 1997, 1998) effective forces, adjusted to the properties ofneutron-rich
nuclei, and adjusted also, atρ > ρ0, to the results of many-body calculations
of the properties of dense asymmetric nuclear matter by Wiringaet al. (1988)
(based on the bare two-nucleon interaction AV14 and the phenomenological
UVII three-nucleon interaction).
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Figure 3.6. Radius of the spherical unit cellrc, the proton radius of spherical nucleirp, and the
fraction of volumew filled by protons (in percent) versus matter densityρ. Based on the results
of Douchin & Haensel (2000).

Figure 3.7. Mass number of spherical nucleiA and their proton numberZ versus the average
matter densityρ. The dotted line gives number of the nucleons after subtracting the neutrons
belonging to neutron skin. Based on the results of Douchin & Haensel (2000).
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For illustration, let us discuss the CLDM results for spherical nuclei obtained
by Douchin & Haensel (2000). Geometrical parameters of the nuclei in the inner
crust, up toρ = 1014 g cm−3, are shown in Fig. 3.6. More detailed information
can be found in Fig. 3.7. The number of nucleons in a nucleus,A, grows
monotonically and reaches∼300 atρ = 1014 g cm−3, whereAcell ≃ 1000.
However, the number of protons changes rather weakly,Z ≃ 40. The values of
Z for spherical nuclei are quite similar to those obtained by Oyamatsu (1993)
and Ravenhallet al. (1972), but they are somewhat higher than those obtained
using relativistic mean-field models (Sumiyoshiet al., 1998; Chenget al., 1997).
An interesting quantity is the number of neutrons forming the neutron skin,Ns.
As seen from Fig. 3.7, forρ & 1

3ρ0 the value ofNs decreases with increasing
density; this happens becausenn,i andnn,o become more and more alike.

Since forρ ≃ 1014 g cm−3 the spherical nuclei are very heavy, withA ≃
300, the problem of their stability with respect to deformationand fission arises.

Originally, the Bohr-Wheeler condition for fission (e.g., Preston & Bhaduri
1975) was derived for isolated nuclei which were treated as drops of incompress-
ible and charged nuclear matter. LetECoul andEsurf denote the Coulomb and
surface energies of a spherical nucleus. The Bohr-Wheeler condition, which
applies to nuclei in vacuum, states that forE

(0)
Coul ≥ 2Esurf a spherical nucleus

is unstable with respect to small quadrupolar deformations. It is, therefore,
expected to to undergo spontaneous deformation and fission into smaller frag-
ments. Here,E(0)

Coul is the Coulomb energy in vacuum, to be distinguished from
ECoul in the inner crust. In the crust, one has to correct the Bohr-Wheeler condi-
tion for the presence of electron background and other nuclei. Such corrections
were calculated by Brandt (1985; as quoted by Pethick & Ravenhall 1995). The
leading corrections were found to be of the order of(rp/rc)

3, in contrast to the
corrections toECoul, where the leading correction term is linear inrp/rc [see
Eq. (3.24)]. Keeping only the leading correction to the Coulomb energy, one
can rewrite the equilibrium condition (3.32) in the approximate form

Esurf ≃ 2E
(0)
Coul

(
1− 3

2

rp
rc

)
. (3.34)

The Coulomb energyE(0)
Coul in vacuum is larger than the total unit cell energy,

equal to one half ofEsurf . As the density increases,E(0)
Coul can become suffi-

ciently large for the Bohr-Wheeler condition to be satisfied. Within the linear
approximation, this would happen forrp/rc > 1/2, i.e., when the nuclei fill
more than(1/2)3 = 1/8 of space. As seen from Fig. 3.6, this does not happen
for spherical nuclei atρ < 1014 g cm−3 for the Douchin & Haensel (2000)
model of the inner crust. However, atρ ∼ 1014 g cm−3 the value of(rp/rc)3

is rather close to the critical value of1/8.
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3.4. Ground state of the bottom layers of the crust
Forρ . 1013.5 g cm−3 the ground state of the inner crust contains spherical

nuclei. We will see that this structure is stable with respect to the transition
into different nuclear shapes or into a uniformnpe matter. Of course, we
expectthe nuclei to be spherical (or quasispherical) as long asrp ≪ rc. This
is particularly clear within the CLDM, where it is the spherical shape which
minimizes the shape-dependent (finite-size) contributionEN,surf + ECoul for
rp ≪ rc. However, the situation is far from beingobvious atρ & 1013.5 g cm−3,
whererp/rc & 0.5.

In order to get familiar with the state of matter near the bottom of the crust,
in §3.4.1 we discuss the simplest bulk approximation. Then in§3.4.2 we study
possible shapes of nuclear structures. Finally, in§3.5 we present an alternative
(with respect to the CLDM model) method of determining the density ρcc of
the crust-core interface.

3.4.1 The bulk approximation
The bulk approximation consists in neglecting the Coulomb and surface

effects. At a given mean nucleon densitynb, nucleons are generally present
in both of the coexisting “i” and “o” fluids, characterized bythe constant local
number densitiesnn,i, np,i, nn,o, andnp,o (the latter number density is nonzero
in the proton drip regime, atnb > nPD). The equilibrium between the “i” and
“o” fluids, ensured by the (strong) NN interaction, implies the equality of the
chemical potentials of nucleons and the equality of the nucleon pressures,

µn,i = µn,o, µp,i = µp,o , PN,i = PN,o , (3.35)

where the label N indicates the nucleon contribution to the pressure, and the
condition on the proton chemical potentials applies only atnb > nPD. At a
givennb, Eqs. (3.35) enable one to determinenn,i, np,i, nn,o, andnp,o.

As before, letw be the volume fraction occupied by the “i” phase. At a given
mean nucleon number densitynb = w ni+(1−w)no, the total energy density
is

E = w EN,i + (1− w) EN,o + Ee , (3.36)

whereEe is the electron energy density. Beta equilibrium implies the relation
between the chemical potentials of neutrons, protons and electrons,

µn = µp + µe , (3.37)

while the requirement of the overall charge neutrality leads to

ne = wnp,i + (1− w)np,o . (3.38)

The set of Eqs. (3.35)–(3.38) determines completely the equilibrium state at a
givennb.
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Figure 3.8. Ground state of the inner crust in the bulk approximation forthe SLy4 effective NN
interaction (Douchin & Haensel, 2000). Two-fluid phase to the left, one-fluid (uniform) phase
to the right of the vertical dotted line (atn2↔1 = 0.091 fm−3); np,o is not shown, because it is
too small. Proton drip occurs at0.085 fm−3 and the maximum value ofnp,o (reached atn2↔1)
is only ∼ 5 × 10−4 fm−3. In the lower panel, the thin dash-and-dot vertical line shows the
crust-core transition in the CLDM. At the actual transitionnb = ncc = 0.078 fm−3 the bulk
approximation givesw ≃ 0.3, in good agreement with the CLDM.

The two-fluid phase is stable at thosenb at which the energy per nucleon
is lower than in the one-fluid phase (which is the uniformnpe matter). This
stability condition breaks down at a densityn2↔1. As seen from Fig. 3.8,
while nb approachesn2↔1 from the lower density (two-fluid) side, the volume
fractionw → 1 and the (denser) fluid “i” fills the entire volume (cf. Pethicket
al. 1995). Therefore, the2 ↔ 1 transition is continuous, without any density
jump. These properties are characteristic to the bulk approximation. Because
the surface and Coulomb contributions increase the energy density, the real
transition to a uniformnpematter occurs at a baryon number densityncc lower
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Figure 3.9. Unit cells for a set of nuclear shapes (spheres, rods, plates) in the inner crust. The
size of the unit cell isrc. Hatched regions show nuclear matter, while blank regions show neutron
gas. In “bubbular phases” (tubes, spherical bubbles) one has to exchange the blank and hatched
regions.

thann2↔1. Thus,n2↔1 is a robustupper boundto ncc. For the SLy4 effective
NN interaction one gets the proton drip densitynPD = 0.085 fm−3 andn2↔1 =
0.091 fm−3 (Douchin & Haensel, 2000).

3.4.2 Unusual nuclear shapes
As pointed out long ago by BBP, the nuclei will turn “inside-out” when the

fraction of the volume occupied by the nuclear matter exceeds 50%. Then
spherical bubbles of the neutron gas in the nuclear matter will become energet-
ically preferable (BBP). This result was obtained within the CLDM neglecting
the curvature contribution to the surface energy. Generally, while minimizing
the energy, the nuclear shape has to be treated as a thermodynamic variable.
The actual shape of nuclei in the ground state corresponds tothe minimum of
E at a givennb.

Historically, the first studies of such a type were connectedwith the struc-
ture of matter in gravitational collapse of massive stellarcores. Calculations
performed within the CLDM for dense hot matter, withT & 1010 K and the
entropy per nucleon(1−2) kB, indicated that before the transition into the uni-
form plasma the matter undergoes a series of phase transitions accompanied by
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changes of nuclear shapes. It was demonstrated by Ravenhallet al.(1983) who
considered a basic set of spherical, cylindrical, and planar geometries, corre-
sponding todimensionalityd = 3, 2, 1. For eachd, they restricted themselves
to the simplest shapes with a single curvature radius (maximal symmetry). For
d = 3, Ravenhallet al.(1983) considered spherical nuclei in a nucleon gas and
spherical bubbles in a denser nuclear matter, referred to as3N and 3B, respec-
tively. Ford = 2, the nuclear structures were cylindrical nuclei (rods, 2N)and
cylindrical holes in the nuclear matter filled with the nucleon gas (tubes, 2B).
Finally, for d = 1 the authors considered parallel plates of the nuclear matter
separated by the nucleon gas; in that case the “bubbular” and“nuclear” phases
coincided and were denoted by 1N.4 With increasing density, Ravenhallet al.
(1983) found a sequence of phase transitions3N → 2N → 1N → 2B → 3B
which preceded the transition to the uniform matter. These transitions were
accompanied by the increase of the fraction of volume occupied by denser (nu-
clear matter) phase. These results were confirmed in later calculations (see
Watanabeet al.2001, and references therein).

One of the virtues of the CLDM is its flexibility as far as the shape of nuclei
is concerned. The termsEN,bulk andEe are shape independent. The surface
and Coulomb terms do depend on the shape, but they can easily be calculated
neglecting the curvature corrections. In what follows we present the formulae
forEN,surf andECoul in this simple approximation. For the sake of completeness,
we include also the case of spherical nuclei (phase 3N) already considered in
§3.3.3. Using elementary considerations, one can show that the general formula
for the surface energy is

EN,surf =
w d

rp
[(nn,i − nn,o)µnsn + σs] , (3.39)

whered is the dimensionality andw = (rp/rc)
d is the filling factor.

The Coulomb contribution is more complicated, but the result can also be
represented by a universal expression (Ravenhallet al., 1983). The calculation
is based on the Wigner-Seitz approximation. The unit cells for the 3N, 2N
and 1N phases are shown in Fig. 3.9.5 In the case of rods, the unit cell is
approximated by a cylinder, coaxial with a rod, of radiusrc. The number of
rods per unit area of the plane perpendicular to the rods is1/(πrc)

2. In the case
of plates, the boundary of the unit cell consists of two planes parallel to a slab

4For obvious reasons, culinary terms are also frequently used to denote various phases; 3B, 2N, and 1N are
frequently referred to asSwiss cheese, spaghetti, andlasagnaphases, respectively.
5The exact shape of the unit cells is such as to fill the entire space. Therefore, in 3N and 3B phases, which
form bcc lattices, the exact cell is rhombic dodecahedron, while rods and tubes would require unit cells in
the form of regular hexagonal prism. Replacing the exact unit cells by spheres (3N, 3B) and cylinders (2N,
2B) simplifies enormously the calculations and turns out to be precise within better than one percent in the
relevant range ofw (e.g., Pethick & Potekhin 1998).
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of nuclear matter, at a distancerc from the slab symmetry plane. For the phases
of spherical nuclei (3N), nuclear matter rods (2N), and plates (1N) one obtains

ECoul =
4π

5
(np,i e rp)

2wfd(w) , (3.40)

where

fd(w) =
5

(d+ 2)

[
1

d− 2

(
1− 1

2
w1−2/d d

)
+

1

2
w

]
. (3.41)

In the case ofd = 2 (rods) one has to take the limit ofd→ 2 which gives

f2(w) =
5

8

(
ln

1

w
− 1 + w

)
. (3.42)

These formulae hold also for neutron gas tubes (2B) and neutron gas bubbles
(3B) but in these cases one has to replacew → 1 − w, andrp stands for the
radius of tubes or bubbles.

The virial theorem, which states thatEN,surf = 2ECoul in equilibrium, is valid
for anyphase. It is a consequence of scalingof the Coulombandsurface energies
with respect torp, EN,surf ∝ r−1

p , ECoul ∝ r2p. The pressure equilibrium
condition for spheres, rods and plates reads

P bulk
i − P bulk

o = (d− 1)
σs
rp

+
4π

5
e2 n2p,i r

2
p fd(w)

[
2

d
+ w

f ′d(w)

4fd(w)
− 1

]
.

(3.43)
For bubbular phases (bubbles, tubes), one has to put minus infront of the surface
term, and replacew by 1− w.

The beautiful simplicity of the formulae is lost when one introduces the
“curvature corrections” to the finite-size terms. In the case of the surface terms,
they result from the dependence of the nuclear surface energy on the surface
curvatureκ. In the case of the five nuclear shapes under consideration the
curvature is given byκ = (d − 1)/rp for the 3N and 2N phases, andκ =
−(d− 1)/rp for the 3B and 2B phases. The surface thermodynamic potential,
calculated including the lowest-order curvature correction, is then given by
σ = σs + κσc. It should be stressed, that in contrast to the surface tension σs,
thecurvature tensionσc does depend on the choice of the “reference surface,”
which in our case is taken atr = rp (e.g., Kolehmainenet al.1985; Douchinet
al. 2000). The curvature corrections to the Coulomb energy appear when we
include the diffuseness of the proton surface. These corrections were studied
in detail by Lorenz (1991) (also see Douchin 1999).

One should stress important differences in physical conditions prevailing in
a collapsing stellar core (the case considered by Ravenhallet al.1983) and in
the cold catalyzed matter. First, in contrast to the cold catalyzed matter, the
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Figure 3.10. Energy density of a given phase of the inner crust minus the bulk energy density
versus the average baryon densitynb for the FPS and SkM effective NN interactions (from
Lorenzet al.1993, with the permission of the authors). Label “uniform” refers to the uniform
npe matter.

majority of nucleons in the collapsing matter belong to the denser (nuclear)
phase even atρ ∼ 1014 g cm−3; moreover, the nucleon gas in the collapsing
matter contains not only neutrons but also some protons. Second, because of
neutrino trapping (see§1.4.2), the average proton fraction in the collapsing
matter is about 30%, to be contrasted with a few percent fraction in the neutron
star matter atρ ∼ 1014 g cm−3.

The first detailed study of the inner crust atρ & 1014 g cm−3, performed by
Lorenzet al. (1993) within the CLDM, indicated that the presence of unusual
nuclear shapes before the transition to the uniformnpe matter depends on
the model for the effective NN interaction. For the FPS model, they found a
sequence of phase transitions3N → 2N → 1N → 2B → 3B, which started
at nb ≈ 0.064 fm−3 ≃ 1

3n0 (1.1 × 1014 g cm−3) and ended at the crust-core
interface (ncc = 0.096 fm−3, ρcc = 1.6 × 1014 g cm−3) with the transition
from the 3B phase to the uniformnpe matter. It should be stressed that in the
indicated density range the differences betweenE(nb) for various shapes are
very small,. keV fm−3. This can be compared with typical energy density
differences between the crust and the uniform phases,≃ (10−20) keV fm−3

in the same density range (see Fig. 3.10).
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Figure 3.11. Energy density of a given phase of inner crust minus the bulk energy density as a
function of the average baryon densitynb for the SLy4 effective NN interaction. Label “uniform”
refers to the uniformnpe matter. Based on Douchin & Haensel (2000).

As shown by Lorenzet al. (1993), the very presence of unusual shapes
depends on the assumed model ofveffNN. In the case of the SkM force (used
by Bonche & Vautherin 1981, 1982 in their studies of dense andhot mat-
ter) spherical nuclei were energetically preferred to the very bottom of the
crust, which was found at significantly lower densityncc = 0.074 fm−3

(ρcc = 1.2 × 1014 g cm−3). Further calculations confirmed this unfortunate
ambiguity. Using parametrized density profiles in the ETF energy density func-
tional, Oyamatsu (1993) found a complete sequence of phase transitions in the
density range(1.0−1.5) × 1014 g cm−3. A similar sequence was found by
Sumiyoshiet al.(1998), who obtained however a much narrower density range
of unusual nuclear shapes(0.050−0.058) fm−3 before the final transition to
the uniformnpe matter. On the contrary, Chenget al. (1997), using an un-
constrained relativistic ETF approach, found that spherical nuclei persist in the
ground state to the crust edge, which ranged from0.058 fm−3 to 0.073 fm−3,
dependingon the parameters of theirσ–ω–ρLagrangian. Similarly, calculations
by Douchin & Haensel (2000) with the SLy4 effective NN force indicated the
absence of unusual nuclear shapes (see Fig. 3.11); the transition to the uniform
matter took place atncc = 0.078 fm−3 (ρcc = 1.3× 1014 g cm−3).

The existing calculations enable one to make some generic statements on
unusual nuclear shapes atρ . ρcc. The very phenomenon of phase transitions
between the various shapes results from the interplay of three quantities: finite-
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size (surface and Coulomb) term inEcell, the dominating bulk energy term, and
the volume fractionw of the denser nucleon fluid. If the finite-size terms are
small, thenρcc is reached at a relatively low value ofw. However, unusual
shapes become energetically advantageous only at sufficiently large values of
w. Therefore, a small surface tension may prohibit the appearance of unusual
shapes beforeρcc is reached (as in the case of the SLy4 and SkM forces, Figs.
3.10 and 3.11). It should be stressed, however, that the phase transitions them-
selves result from very small energy differences (see Figures 3.10 and 3.11) of
the energy densities; the finite-size terms are very small compared toEbulk.

In the case of the CLDM, one should stress the importance of the curvature
term inEN,surf . This term should be included in any calculation of the crust-
core transition. As mentioned above, introducing the curvature corrections
in the finite-size terms complicates the problem. Accordingto Oyamatsuet
al. (1984), in the absence of the curvature correction toEN,surf the 3N→2N
transition occurs atw = 0.2. However, in the presence of this correction the
3N phase can persist at largerw.

According to the CLDM or ETF calculations, a change of the nuclear shape
is accompanied by a very small (less than one percent) density jump leading
to a weak first-order phase transition (Lorenzet al., 1993; Oyamatsu, 1993;
Sumiyoshiet al., 1995). The EOS in the vicinities of such transitions is derived
using the Maxwell construction. Notice, however, that these results have been
obtained in the Wigner-Seitz approximation forECoul, whose precision at∼
1014 g cm−3 has to be carefully checked.

3.4.3 Quantum corrections to the CLDM energy
The CLDM model ispar excellenceclassical. Also, the ETF scheme is

a semiclassical approximation to a quantum-mechanical many-body problem.
As the differences of the energy densities between phases with different nuclear
shapes are very small, one may worry about possible importance of neglected
quantum effects, which result from a discrete character of quantum single-
particle states and from the interference of single-particle wave functions. In
terrestrial nuclear physics, there exists a systematic procedure of adding quan-
tum (shell) corrections to the smooth CLDM energies of nuclei (the Strutinsky
method, described , e.g., by Preston & Bhaduri 1975).

As we have seen in§3.3.1, the shell effects for protons in spherical nuclei
are strong, which leads to the persistence ofZ = 40 andZ = 50 in the inner
crust. The energy correction for nonspherical nuclei, resulting from the shell
effects of protons, has been calculated by Oyamatsu & Yamada(1994). It has
been found that the inclusion of the proton shell effects shifts the changes of
nuclear shapes to higher densities. In other words, the proton shell effects
make a phase with a given nuclear shape more stable. However,deviations
from the results of the CLDM turn out to be small. The shell effect for neutrons
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bound in nuclei is expected to be smaller than for protons, because neutrons
are much more numerous and occupy mostly unbound (continuum) states. In
their calculations performed for the 1N (slab) geometry, Oyamatsu & Yamada
(1994) found the shell-energy correction for neutrons an order of magnitude
smaller than for protons. Proton shell effects for spherical nuclei in the inner
crust were calculated by Duttaet al. (2004).

The shell-energy correction for dripped neutrons was studied in detail in
a series of papers by Magierski, Bulgac, and Heenen (see Magierski et al.
2001 and references therein). The shell effects for unboundneutrons result
from the possibility of forming resonant quantum states owing to neutron-
nucleus scattering. This scattering leads to an effective interaction between
nuclei immersed in a neutron gas (neglecting phase shifts ofneutron wave
functions owing to neutron collisions atT 6= 0). Such a phenomenon is similar
to the Casimir effect, familiar in the quantum field theory and in the condensed
matter physics (e.g., Itzykson & Zuber 1980, pp.138–142). As a result of
the “fermionic Casimir effect” for dripped neutrons in the presence of nuclei,
the energy density acquires a small termEn,shell, which fluctuates rapidly as a
function ofρ. At ρ ∼ 1014 g cm−3 the amplitude of oscillations ofEn,shell turns
out tobe of the same order of magnitude as the energy difference∆E between the
various phases of nuclear shapes, displayed in Figs. 3.10 and 3.11. This could
lead to complicated phase transition patterns atT . En,shell/nbkB ∼ 109 K
(while at higherT the shell effects are washed out by thermal fluctuations). As
Magierski & Heenen (2002) argue, their result suggests, that atT . 109 K and
ρ ∼ 1014 g cm−3 the number of phase transitions could significantly increase.
In particular, the order of transitions predicted by the CLDM could be reversed.
Moreover, several phases could coexist at a given density. Finally, one cannot
neglect the possibility of a mixed, disordered state of the crust.

Another quantum effect neglected in the CLDM or ETF model is pairing
of nucleons. It seems to be unimportant for phase transitions. As shown by
Magierski & Heenen (2002), neutron pairing does not change the values and
density dependence ofEn,shell. On the other hand, Baldoet al. (2005) find a
rather strong effect of nucleon pairing on the values ofZ in the inner crust.
Clearly, the effect of nucleon pairing on the structure of the inner crust requires
a further study.

3.5. Reaching the crust-core interface from the core side
The determination of the bottom edge of the crust based on theCLDM

of nuclei requires a highly precise calculation of the finite-size contribution,
EN,surf + ECoul, in Ecell. One has to construct a CLDM representation of
the ground state of the inner crust and then find the crust-core transition from
the condition of thermodynamic phase equilibrium. One should use the same
nuclear Hamiltonian for the crust and the core phases. One needs also a very
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precise many-body method to describe nuclear structures atthe crust bottom,
which is a very difficult task (see Figs. 3.10 and 3.11). Luckily, the crust-core
phase transition isvery weakly first-order(see above). Therefore, one can locate
this transition using a completely different method well known in the theory of
phase transitions in condensed matter. This will serve as anindependent test
for the precision of the CLDM calculation ofρcc, described above. We will
locate the crust edge by checking the stability of the uniform npe matter. We
start from high densities, where the homogeneous phase is certainly stable with
respect to the formation of spatial inhomogeneities (BBP, Pethicket al.1995).
By lowering the density, we will eventually find the threshold density, at which
the uniformnpe matter becomes unstable. This threshold gives a very good
approximation of the actualρcc.

For a givennb, the ground state of the uniformnpe matter minimizes the
energy densityE(nn, np, ne) = E0 at a fixed baryon number density (nn+np =
nb) and under the condition of electric charge neutrality (ne = np). This implies
beta equilibrium between the matter constituents and ensures vanishing of the
first variation ofE due to small perturbationsδnj(r) (wherej = n, p, e) of
the equilibrium solution (at a fixed total nucleon number anda global charge
neutrality of the system). However, this does not guaranteethe stability of the
spatially homogeneous state of thenpematter; the stability requires the second
variation ofE , quadratic inδnj , be positive.

The energy functional of a slightly nonuniform matter can becalculated using
the semi-classical ETF treatment of the kinetic and the spin-gradient terms in
the nucleon contribution toE (Brack et al., 1985). Assuming small spatial
gradients, we keep only the quadratic gradient terms in the ETF expressions.
This approximation is justified because characteristic wavelengths of periodic
perturbations are indeed much larger than internucleon distances. In this case
the change of the energy (per unit volume) induced by densityperturbations
can be expressed (BBP, Pethicket al.1995) as

E − E0 =
1

2

∫
dq

(2π)3

∑

j,k

Fjk(q) δnj(q) δnk(q)
∗ , (3.44)

where we use the Fourier representation

δnj(r) =

∫
dq

(2π)3
δnj(q) e

iqr . (3.45)

The Hermitian matrixFik(q) determines the stability of the uniformnpematter
with respect to spatially periodic perturbations with a wave vectorq. Due to the
isotropy of the uniformnpe matter,Fik depends only onq = |q|. The matrix
elementsFik can be calculated from the second variation of the microscopic
energy functionalE [nj(r),∇nj(r)] (BBP, Pethicket al.1995).
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The condition for theFij matrix to be positive-definite is equivalent to the
requirement that the matrix determinant is positive (Pethick et al., 1995). At
any densitynb, one has thus to check whetherdet[Fij(q)] > 0. Let us start
with somenb, at whichdet[Fij(q)] > 0 for anyq. By decreasingnb, we find
eventually a wave-numberQ at which the stability condition is violated for the
first time; let it happen at a densitynQ. Fornb < nQ the homogeneous state
ceases be the ground state of thenpe matter.

Calculations performed using several effective nuclear Hamiltonians indicate
that nQ ≃ ncc, within a percent or better (Pethicket al., 1995; Douchin &
Haensel, 2000). For the ETF approximation to be correct, thewavelength
λQ = 2π/Q of critical density perturbations must be significantly larger than
the mean inter-nucleon distance. The critical wave numbersQ are typically
∼ 0.3 fm−1 so thatλQ ∼ 20 fm. At nQ ∼ 0.1 fm−3 the fraction of protons is
only about 3–4% butλQ ∼ 20 fm is still 2–3 times larger than an inter-proton
distance. The ratio ofλQ to the inter-neutron distance is typically about eight.
Calculations ofnQ show that the actual precision of the ETF approximation is
much better than guessed from the ratio ofλQ to the inter-nucleon distance.
This feature is well known from the ETF calculations of the energy of terrestrial
atomic nuclei (Ring & Schuck, 1980).

The instability atnQ signals a phase transition with a loss of translational
symmetry of thenpematter, producing nuclear structures. The agreement ofnQ
andncc is a good test for the precision of calculated values ofncc. It indicates
that the approximation of the spherical unit cell for 3N or 3Bphases remains
valid atρ ≈ ρcc. It means also that the linear approximation of the curvature
correction inσ is sufficiently precise. Finally, it is a convincing argument for
the validity of the CLDM at very large neutron excesses.

3.6. The equation of state of the neutron star crust
In the present section we discuss the EOS of the outer and inner crusts, built

of cold catalyzed matter.
The EOS in the outer crust is rather well established. We suggest to use the

HP EOS given in Table A.1 of Appendix A. It is similar to the older BPS EOS.
In some pressure intervals the two EOSs give a few percent difference inρ,
resulting from the difference in nuclides present at those pressures.

As soon as one leaves the region of experimentally known nuclei, the EOS
of cold catalyzed matter becomes uncertain. The uncertainty increases at
ρ > ρND. The properties of nuclei are affected by the ambient neutron gas which
contributes more and more to the total pressure. Therefore,the problem of cor-
rect modelling of the EOS of pure neutron gas at subnuclear densities becomes
important. The real EOS of cold catalyzed matter stems from the real nucleon
Hamiltonian, which is expected to describe nucleon interactions atρ . 2ρ0
(while at higherρ non-nucleon degrees of freedom can be important, Chapter
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5). In practice, in order to make the solution of the many-body problem feasible,
the task was reduced to finding aneffective nucleon Hamiltonian, which would
enable one to calculate reliably the EOS for1011 g cm−3 . ρ . ρ0, including
the crust-core transition.

Usually, an effective nuclear interaction is constructed in such a way as
to reproduce the properties of laboratory nuclei. A minimalcondition is to
reproduce experimental saturation parameters of the symmetric nuclear matter
(§5.4). In the crust atρ & 1013 g cm−3, the pressure is mostly supplied by
free neutrons. Therefore, an effective nuclear force has togive an accurate
description of the EOS of the neutron gas at subnuclear densities. We have
no direct experimental access to the EOS of the neutron matter. However, we
have precise numerical calculations of the ground-state properties of the neutron
matter atnn . n0, based on the modern many-body theories with bestbare
nucleon interactions; they be used in lieu of experimental data (Pethicket al.,
1995; Pethick & Ravenhall, 1995).6 In Fig. 3.12 we plot the energy per neutron,
E/nn, in the neutron matter versusnn for several effective nuclear interactions.
One notices good overall agreement of the SLy curve with the microscopic
many-body results of Wiringaet al. (1988) and Akmalet al. (1998); for the
remaining interactions the agreement is worse. Let us stress that the SLy force
was constructed to fit the results of Wiringaet al. (1988) atnb & n0.

Of course, forρ . 4 × 1011 g cm−3 one can use an EOS based on exper-
imental or semi-empirical nuclear masses, but it is reassuring to check that
this EOS is in nice agreement with a “theoretical EOS”, basedon the effec-
tive NN FPS and SLy interactions. As seen from Fig. 3.13, significant dif-
ferences between the SLy and FPS EOSs occur in the density interval from
4×1011 g cm−3 to4×1012 g cm−3. They result mainly from the difference of
the neutron drip thresholds,ρND(SLy) ≃ 4×1011 g cm−3 (in good agreement
with the “empirical EOS” of HP) versusρND(FPS) ≃ 6 × 1011 g cm−3. For
4× 1012 g cm−3 . ρ . 1014 g cm−3 the SLy and FPS EOSs are very similar.
The behavior of the two EOSs near the crust-core transition is shown in Fig.
3.14. The FPS EOS is softer there.

In the SLy EOS the crust-core transition takes place as a veryweak first-
order phase transition, with the relative density jump∼ 1%. Let us remind
that for this model spherical nuclei persist to the very crust bottom. As seen
from Fig. 3.14, the crust-core transition is accompanied bya noticeable jump
of the slope (stiffening) of the EOS. For the FPS EOS, the crust-core transition
is preceded by a sequence of phase transitions with changes of nuclear shapes.
They make the crust-core transition smoother than in the SLycase, with a
gradual increase of the stiffness, which nevertheless undergoes a visible jump

6These statements may be over-optimistic. Monte Carlo calculations by Sarsaet al. (2003) give an EOS of
neutron matter which is noticeably stiffer than the EOSs of Wiringa et al. (1988) and Akmalet al. (1998).
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Figure 3.12. Energy per neutron versus neutron number density for pure neutron matter. We
show the results of Wiringaet al. (1988) (the UV14+UVIII interaction; filled triangles); Akmal
et al. (1998) (the UV18+δv+UIX* interaction; filled squares); Pethicket al. (1995) (the FPS
effective nuclear interaction; the dotted line); the SLy model (the solid line); the SkM∗ model (the
long-dashed line); the Sk1′ model (the long dashed-and-dot line); Sumiyoshi et al. (Sumiyoshi
et al. 1995 and Sumiyoshi 2000, private communication; the Relativistic Mean Field Theory;
the dashed line).

at the bottom of the bubble-layer edge. All in all, while exotic nuclear shapes
may strongly affect the transport phenomena, neutrino emission, and elastic
properties of the matter, their effect on the EOS is small.

The overall SLy EOS of the crust, calculated including adjacent segments
of the core and the outer crust, is shown in Fig. 3.15. In the outer crust,
the SLy EOS cannot be visually distinguished from the HP EOS (based on
experimental nuclear masses). An important stiffness parameter of the EOS is
the local adiabatic index,γ = (nb/P ) dP/dnb, which can be approximated
by γ ≃ (ρ/P ) dP/dρ at subnuclear densities. In Fig. 3.16 we plotγ versus
ρ for the SLy EOS at densitiesρ > ρND. At ρ < ρND, we show two plots
of γ. The solid line corresponds to the precise calculation ofγ from the HP
model, but neglecting density discontinuities associatedwith density jumps
owing to changes of ground-state nuclides. To a very good approximation,
this adiabatic index is4/3 (see also BPS). This is because before the neutron
drip the pressure is very well approximated by the sum of the pressurePe of
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Figure 3.13. Comparison of the SLy and FPS EOSs.

ultra-relativistic electrons and the lattice contributionPL; both are proportional
to ρ4/3 (see§§ 2.3.5 and 3.2). Averaging the pressure over density jumps
performed implicitly in the CLDM softens the EOS and yields lower value of
γ. After a dramatic softening in the density region followingthe neutron drip
point, the EOS stiffens gradually, with a visible increase of γ nearρcc. Then
follows a jump inγ associated with the disappearance of nuclei, and subsequent
stiffening (due to NN interaction) in the uniformnpe liquid.

The tabulatedEOSs discussedabove are given in Appendix A; their analytical
approximations are presented in Appendix C.

3.7. Elastic properties of neutron star crust
In contrast to the liquid core, the solid crust can sustain anelastic strain. As

neutron stars are relativistic objects, a relativistic theory of elastic media in a
curved space-time should be used. Such a theory of elasticity was developed
by Carter & Quintana (1972) who applied it to rotating neutron stars (Carter &
Quintana, 1975a,b). However, for the sake of simplicity, wewill restrict our-
selves to the Newtonian version of the theory of elasticity (Landau & Lifshitz,
1984). This approximation can be used to obtain the elastic moduli of the crust,
which are the same as those appearing in the general relativistic formulation.
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Figure 3.14. Comparison of the SLy and FPS EOSs near the crust-core transition. Thick solid
lines refer to the inner crust with spherical nuclei. The dashed line is for “exotic nuclear shapes”.
Thin solid lines refer to the uniformnpe matter.

The state of thermodynamic equilibrium of a matter element corresponds
to equilibrium positionsof nuclei, which will be denoted byr. Neutron star
evolution (e.g., spin-down, accretion) or some outer effects maydeform the
crust. In what follows, we neglect the thermal contributions to thermodynamic
quantities.

A deformation of a crust element implies adisplacementof the nuclei into
their new positionsr′ = r + u, whereu = u(r) is the displacement vector.
In the continuum-medium limit, relevant for macroscopic phenomena, bothr
andu are treated as continuous fields. The displacementu produces an elastic
strain (i.e., a force which tends to return the matter element to the equilibrium
state with the minimum energyE0),7 and determines thedeformation energy
Edef = E(u) − E0. A uniform translation does not contribute toEdef . The
deformation is described by the symmetricstrain tensor

uik = uki =
1

2

(
∂ui
∂xk

+
∂uk
∂xi

)
, (3.46)

7In this section, by “energy” we mean energy per unit volume (energy density)
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Figure 3.15. The SLy EOS. Dotted vertical lines show the neutron drip and crust-core interface.

wherei, j = 1, 2, and 3. This expression is valid as long as the displacementu

is small and terms quadratic inu can be neglected (Landau & Lifshitz, 1984).
Any deformation can be decomposed into thecompressionandshearcom-

ponents,
uik = ucomp

ik + ushearik , (3.47)

whereucomp
ik = 1

3 δik ∇ · u andushearik = uik − ucomp
ik . The deformation

changes the volume of a matter element according todV ′ = (1 +∇ · u) dV .
A pure compression, which does not affect the shape of the matter element, is
described byuik = a δik. A pure shear deformation keeps the volume of the
matter element constant, so that∇ · u = 0.

To the lowest order, the deformation energy is quadratic in the deformation
tensor,

Edef =
1

2
λiklm uik ulm , (3.48)

where summation is over repeated indices. SinceEdef is a scalar,λiklm are
components of a rank-four tensor. While the total number of these components
is 81, general symmetry relations reduce the maximum numberof linearly inde-
pendent components (elastic moduli) to 21. The number of independent elastic
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Figure 3.16. Adiabatic indexγ for the ground state of the neutron star matter for the HP model
before neutron drip and the CLDM of Douchin & Haensel (2000, 2001) at higherρ. Dotted
vertical lines indicate the neutron drip and crust-core interface. The dashed line before the
neutron drip showsγ obtained using the Douchin-Haensel model.

moduli decreases with increasing symmetry of elastic medium and becomes as
small as three for a bcc crystal, and two for an isotropic solid. The elastic stress
tensorσik is derived from the deformation energy viaσik = ∂Edef/∂uik.

3.7.1 From bcc lattice to isotropic solid
Although microscopically the ground state of the neutron star crust at

ρ . 1014 g cm−3 corresponds to a bcc lattice, one usually assumes that
its macroscopic properties, relevant for neutron star models, are those of an
isotropic bcc polycrystal. This simplifying assumption ismade, because it is
likely that the crustal matter is better approximated by a polycrystal than a
monocrystal. The elastic properties of an isotropic solid are described by two
elastic moduli,

Edef =
1

2
K (∇ · u)2 + µ

(
uik −

1

3
δik∇ · u

)2

. (3.49)



Structure and EOS of neutron star crusts 157

Figure 3.17. Melting temperature (left) and electron and ion plasma temperatures (right) of the
ground-state matter in the crust. Solid lines are based on the models of Haensel & Pichon (1994)
and Negele & Vautherin (1973) for the outer and inner crusts,respectively. Jumps are associated
with changes of nuclides. Dot-and-dashed lines are based onthe CLDM of Douchin & Haensel
(2000); their smooth behavior is an approximation inherentto the model. Thick vertical dashes
indicate the neutron drip.

Here,µ is theshear modulusandK is thecompression modulus. Then the
stress tensor is

σik =
∂Edef
∂uik

= Kδik∇ · u+ 2µ

(
uik −

1

3
δik∇ · u

)
. (3.50)

For a pure uniform compression

K = nb (∂P/∂nb) = γP , (3.51)

whereγ is the adiabatic index.
Detailed calculations of the direction-averaged effective shear modulus of a

bcc Coulomb solid, appropriate for the polycrystalline crusts, were performed
by Ogata & Ichimaru (1990). These authors considered a one component bcc
Coulomb crystal, neglecting screening by degenerate electrons, as well as quan-
tum zero-point motion of ions.

For an ideal bcc lattice there are only three independent elastic moduli de-
noted traditionally asc11, c12, andc44 (Chapter 6 of Kittel 1986). A shear
deformation (∇·u = 0) is determined only by two independent elastic moduli,
because

Edef = b11
(
u2xx + u2yy + u2zz

)
+ 2c44

(
u2xy + u2xz + u2yz

)
, (3.52)

whereb11 = 1
2(c11 − c12). ForT = 0, Ogata & Ichimaru (1990) findb11 =

0.0245nN (Ze)2/rc, c44 = 0.1827nN (Ze)2/rc. These values agree with the
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Figure 3.18. Effective shear modulusµ versus density atT = 0 for bcc lattice. The solid line
is for the models of Haensel & Pichon (1994) and Negele & Vautherin (1973) (in the outer and
inner crust, respectively;§§3.2 and§3.3). The dot-and-dashed line is for the model of Douchin
& Haensel (2000) (§3.3).

classical result of Fuchs (1936). A significant difference betweenb11 andc44
indicates a strong elastic anisotropy of an ideal bcc monocrystal.

While treating the crust as an isotropic solid is a reasonable approximation
(we most probably deal with a bcc polycrystal), the choice ofan “effective”
shear modulus deserves a comment. In numerous papers treating the elastic
aspects of neutron star dynamics, a standard choice wasµ = c44 (Baym &
Pines 1971; Pandharipandeet al.1976; McDermottet al.1988b, and references
therein). It is clear, that replacingµ by a singlemaximalelastic modulus of a
strongly anisotropic lattice is not accurate. The correct effective value ofµwas
calculated by Ogata & Ichimaru (1990) by direct averaging over rotations of
Cartesian axes. ForT = 0 their result is

µ =
1

5
(2b11 + 3c44) = 0.1194

nN (Ze)2

rc
, (3.53)

about 1.5 times smaller thanµ = c44 used in previous papers.
Now return to the isotropic solid. Equation (3.53) can be rewritten as

µ = 0.0159 (Z/26)2/3 Pe , (3.54)
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wherePe is the pressure of ultra-relativistic degenerate electrons. Therefore,

µ/K = 0.016 (Z/26)2/3 (Pe/γP )≪ 1 . (3.55)

The crust is much more susceptible to shear than to compression; its Poisson
coefficientσ ≃ 1/2, while its Young modulusE ≃ 3µ.

Strictly speaking, the above formulae hold for the outer crust, whererN ≪ rc
andP ≃ Pe. In the inner crust they are only approximate.

3.7.2 Exotic nuclei
Some models predict the existence of unusual nuclei (rods, plates, tubes,

bubbles) in the crust bottom, atρ & 1014 g cm−3 (§3.4). Let us concentrate
on two unusual shapes, rods and plates, which are expected tofill most of the
bottom layer. The elastic moduli for the tube-phase can be obtained from those
for rods by replacingw → 1−w. The properties of matter containing rods and
plates are intermediate between those of solids and liquids. For example, any
displacement of a plate along its surface or a rod along its axis is not opposed
by restoring forces, which is a typical property for a liquid. However, an elastic
strain opposes any bending of planes or rods, a property specific for a solid.
These intermediate kinds of matter are usually referred to as mesomorphic
phases, orliquid crystals (see, e.g., Landau & Lifshitz 1984; de Gennes &
Prost 1993). The elastic properties of rod and plate phases were studied by
Pethick & Potekhin (1998) (also see Pethick & Ravenhall 1995).

As stressed by Pethick & Potekhin (1998), the physical reasons for forming
mesomorphic phases in neutron star matter are very different from those in
laboratory. For a laboratory liquid crystal, it is the interaction between very
nonspherical molecules which drives them to form rods or plates. In the neutron
star interior one deals withspontaneous symmetry breakingresulting from the
competition between the Coulomb energy and nuclear surfaceenergy.

In our discussion of the elastic properties of rod and plate phases in neutron
star matter we closely follow Pethick & Potekhin (1998). Theenergies of meso-
morphic phases are calculated using the generalized LiquidDrop Model (§3.4).
It is assumed that the average (total) nucleon density remains constant. Also, it
is assumed that the fraction of the total volume occupied by nuclear matter, and
the densities of the nuclear matter and the neutron gas, remain constant. Thus,
only the Coulomb and surface energies are altered by deformations.

The plate phase has rotational symmetry about any axis perpendicular to the
plates. Therefore, it is similar to thesmectics Aphase in the nomenclature of
liquid crystals physics (de Gennes & Prost, 1993). Let thez-axis coincide with
the symmetry axis of the equilibrium (nondeformed, or relaxed) configuration.
Only a displacement in thez-direction can be opposed by a restoring force, so
that we can setu = (0, 0, u). The deformation energy of a unit volume can
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Figure 3.19. Shear coefficientC (in units ofECoul) and bend coefficientK3 (in units ofECoulr
2
c )

of the rod (columnar) phase of neutron star matter versus thefilling factor w = (rp/rc)
2. The

dashed line in the left panel is the approximation given by Eq. (3.62). Based on Pethick &
Potekhin (1998).

then be written as (de Gennes & Prost, 1993)

Edef =
1

2
B

[
∂u

∂z
− 1

2
(∇⊥u)

2

]2
+

1

2
K1

(
∇2

⊥u
)2

, (3.56)

where∇⊥ ≡ (∂/∂x, ∂/∂y, 0). By considering appropriate types of deforma-
tions and calculating correspondingEdef within the generalized Liquid Drop
Model, Pethick & Potekhin (1998) found

B = 6 ECoul , K1 =
2

15
r2c ECoul

(
1 + 2w − 2w2

)
. (3.57)

Here,ECoul is the Coulomb energy in equilibrium. According to Eq. (3.40),

plates − equilibrium : ECoul =
2π

3
(enp,irc)

2(1− w)2w2 , (3.58)

whererc is the half-distance between the plates (Fig. 3.9) andnp,i is the proton
number density in the nuclear matter, whilew is the volume fraction occupied
by the nuclear matter. All quantities are calculated for therelaxed system. The
corrections to the above expressions forB andK1, resulting from the curvature
term in the nuclear surface energy and from the changes in theplate thickness,
measured along thez-axis, are small (Pethick & Potekhin, 1998).

Now let us consider the rod phase (which can also be calledcolumnar phase,
see de Gennes & Prost 1993). The basic parameters describingthe ground
(relaxed) state are the rod radiusrp and the unit cell radiusrc (Fig. 3.9). The
number of rods per unit area perpendicular to them is1/πr2c . The ground-state
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configuration forms a two-dimensional triangular lattice.The Coulomb energy
in equilibrium (3.42) reads

rods− equilibrium : ECoul =
π

2
(enp,irc)

2w2

[
ln

(
1

w

)
− 1 + w

]
. (3.59)

The displacements which affect the elastic energy are of theform u =
(ux, uy, 0). Then

Edef =
1

2
B

(
∂ux
∂x

+
∂uy
∂y

)2

+
1

2
C

[(
∂ux
∂x
− ∂uy

∂y

)2

+

(
∂ux
∂y

+
∂uy
∂x

)2
]

+
1

2
K3

(
∂2u

∂x2

)2

+B′
(
∂ux
∂x

+
∂uy
∂y

)(
∂u

∂z

)2

+
1

2
B′′
(
∂u

∂z

)4

. (3.60)

The elasticity constantB is associated with a uniform transverse compression
or dilatation, while the elasticity moduliC andK3 are associated with trans-
verse shearing and bending of the rod lattice, respectively. The second line
of Eq. (3.60) contains higher-order terms, which may be important for large
longitudinal deformations. All three terms containingB, B′, andB′′ result
from the change of the the unit cell radius induced by the deformation. The
calculation ofEdef within the generalized Liquid Drop Model yields (Pethick
& Potekhin, 1998)

B =
3

2
ECoul , B′ = −3

4
ECoul , B′′ =

3

8
ECoul . (3.61)

The elasticity constantC turns out to be a sensitive function of the filling
factorw, as shown in Fig. 3.19. Within the relevant range of filling factors,
0.2 . w . 0.4, it can be very well fitted by (Pethick & Potekhin, 1998)

C ≃ 102.1(w−0.3)ECoul . (3.62)

The “bend constant”K3 determines the deformation energy associated with
bending of rods. Its dependence onw andrc can be understood from Fig. 3.19.
At 0.2 . w . 0.4 one can use the approximationK3 ≃ 0.06 ECoul r

2
c .

3.8. Deviations from an idealized ground state model
The ground-state crust, described in the preceding sections, is built of an

idealized one-component plasma of atomic nuclei and assumes full thermody-
namic equilibrium. The real crust may deviate from these idealized models.
The knowledge of “imperfections” of the crust is particularly important for its
transport properties (§1.3.6). On the other hand, a crust which is out of nu-
clear equilibrium, constitutes a reservoir of energy whichcould be released and
influence neutron star evolution.
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3.8.1 Crust formation in a newly-born neutron star
Let us consider a newly born neutron star. Crystallization during its cooling

is first-order phase transition in a Coulomb plasma. Just after the temperature
falls below the local melting temperatureTm(ρ) at a given densityρ (Fig. 3.17),
the matter becomes an overcooled liquid. This state is metastable, and the
crystallization is expected to start atT < Tm(ρ) via the formation of nucleation
seeds and subsequent crystal growth. A possible scenario ofcrystallization at
ρ = 8× 1013 g cm−3 was studied by De Blasio (1995).

The initial temperature of a newly born neutron star exceeds1010 K. The
composition of the hot matter is characterized by a statistical distribution of
(A,Z) nuclei. An initial spread of(A,Z) is wide (Burrows & Lattimer, 1984)
but thermodynamic functions deviate little from a single-nucleus approxima-
tion. With decreasing temperature, the(A,Z) peak becomes narrower and the
single-nucleus approximation is more precise (Burrows & Lattimer, 1984). Af-
ter the solidification of the crust its composition is expected to be almost frozen,
reflecting the situation at the crystallization point rather than in the ground state.
For instance, consider the outer crust with the melting temperature ranging from
Tm ∼ 108 K at ρ = 108 g cm−3 to Tm ∼ 109 K at ρ = 1011 g cm−3 (Fig.
3.17). In contrast to the ground-state composition atT = 0, transitions between
shells(A1, Z1) and(A2, Z2) atT ≃ Tm will be continuous. A one-component
plasma can exist only sufficiently far from transition layers. Two-component
transition layers were studied by De Blasio (1998, 2000).

Higher temperatures are characterized by larger fraction of evaporated nu-
cleons. The most sensitive region is around the neutron drippoint in the cold
catalyzed matter,ρND ≃ 4 × 1011 g cm−3. At T ≃ 5 × 109 K, there is a
non-negligible fraction of free neutrons for1011 g cm−3 . ρ . ρND (see the
lower panel of Fig. 3.1). In general, one notices a significant excess of free
neutrons for the densities1011 g cm−3 . ρ . 1012 g cm−3 as compared to the
matter atT = 0. With further cooling, there will be a tendency to absorb these
excess neutrons by nuclei, which in turn will increase theirA and modify their
Z due to weak-interaction processes. AtT . 109 K andρ ∼ 1011 g cm−3 the
fraction of dripped neutrons is negligibly small (Fig. 3.1). However, the temper-
ature may be too low to reach full nuclear equilibrium, mainly because of high
Coulomb barriers and the lack of free protons andα-particles. Therefore, one
may expect deviations from the ground-state composition inthe cooled crust
at 1011 g cm−3 . ρ . 1012 g cm−3 (Bisnovatyi-Kogan & Chechetkin, 1979).
However, theoretical estimates of this effect depend on thenuclear properties at
(N −Z)/A ≃ 0.3 and rely on extrapolations of semiempirical mass formulae.
It would be desirable to reconsider this problem using modern description of
very neutron-rich nuclei.

Now let us outline a general problem of thermal fluctuations of Z andNcell

atTm & 109 K (Jones, 2001c). We neglect a small fraction of dripped protons
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(Fig. 3.1) and setZcell ≃ Z. Because thermal fluctuations are accompanied by
fluctuations of volume of an electrically neutral cell, the calculation has to be
done at fixedP andT . First consider the case ofT = 0. At a given pressure,
the enthalpy per nucleon,h, is a function ofZ andNcell. Some examples of the
h(Z,Ncell)maps for the outer crust, whereNcell = N , are presented by Haensel
& Pichon (1994). Unfortunately, in the inner crust, only themaps of the energy
per nucleone(Z,Ncell) at a givennb are available (Negele & Vautherin, 1973).
At nb = 5.76 × 10−3 fm−3 (ρ = 9.6 × 1012 g cm−3) the difference between
the absolute and secondary minima ofe(Z,Ncell) is ∆e ∼ 10 keV. Similar
differences are expected between the values of the free enthalpy per nucleon
h = e + P/nb at a given pressure. LetZmin andNmin denote the values of
Z andNcell which correspond to the absolute minimum. The properties of
matter in the inner crust atT = 0 suggest, that atT = Tm & 109 K thermal
fluctuations ofZ andNcell may be large. The reason is that the formation
enthalpy of impurities withZimp = Zmin + ∆Z, Ncell,imp = Nmin + ∆Ncell

corresponding to the secondary minimum is expected to be smaller thankBTm
(these two minima are associated with proton shell closure at Z = 40 and
Z = 50). Because the minima ofh(Z,Ncell) are rather flat, one may obtain
substantial concentrations of nuclei withZ 6= Zmin andNcell 6= Nmin during
the solidification. Jones (1999) calculated the formation enthalpy of impurities,
using the CLDM and adding the shell and pairing effects. His results indicate
a high heterogeneity ofZ which becomes frozen after the temperature falls
belowTm, with a substantial population of two closedZ-shells. Let us mention
that high values ofTm (high thermal energies) and large number densities of
neutrons (predominantly unbound) in the inner crust are favorable for impurity
fractions higher than those in the outer crust.

These calculations of impurity fractions should be regarded as preliminary.
Unfortunately, kinetics of phase transitions is notoriously difficult for theoret-
ical modeling, especially if the approximations cannot be tested in laboratory.
The existing models can be improved by a more careful treatment of thermal
contributions atT ≃ 109 K; the use of theT = 0 approximation may be ques-
tionable for some thermodynamic quantities. Also, the importance of the shell
and pairing effects during solidification should be clarified. Fortunately, the
EOS in the crust is rather insensitive to deviations from theone-nucleus model.

Investigations of nuclear structures in the bottom crustallayers, formed dur-
ing one minute in which a proto neutron star withT & 1011 K transforms
to a hot neutron star withT . 1010 K (§1.4.2), are very complicated. One
of the approaches is based on the quantum molecular dynamicssimulations
in a box containing from a few thousand to a few tens of thousand nucleons
(see, e.g., Watanabeet al., 2004, and references therein). In addition to “nu-
clear pasta” phases with a well defined geometry (rods, spheres, tubes, etc.)
these authors find also what they call “spongelike” phase with complicated
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geometry, representing a mixture of several different geometries; it appears at
T & 3 × 1010 MeV. Similar intermediate (mixed) phases were obtained, at
subnuclear densities, from the quantum molecular dynamicssimulations for
cold dense matterwith an effective NN interaction by Watanabeet al. (2003).
Together with the Hartree-Fock calculations for the cold matter at subnuclear
densities (Magierskiet al., 2003, and references therein) these results indicate
that the structure of the bottom layers might be heterogeneous. However, even
in this case the impact of the heterogeneity on the EOS would be small.

3.8.2 Accreted crust
While a newly born neutron star is made of hot matter in nuclear equilibrium,

its subsequent evolution can lead to the formation of regions, where the matter
is out of nuclear equilibrium. This may happen in a neutron star crust, where
reshuffling of nucleons necessary for the formation of largenuclei (present in
the cold catalyzed matter) may be prohibited by high Coulombbarriers. This is
the case of an old accreting neutron star. For an accretion rate∼ 10−10M⊙ yr−1,
the typical temperature in the neutron star interior is∼ 108K (Fujimoto et al.
1984; Miralda-Escudéet al.1990).

Let us consider a standard scenario of the evolution of accreted matter. Ex-
plosive burning of the helium layer leads to the formation ofmatter consisting
mainly of 56Ni, which transforms into56Fe by electron captures. The growing
layer of the processed accreted matter pushes down the original crust. The origi-
nal catalyzed (ground-state) outer crust is replaced by a new, noncatalyzedone in
∼ 105 years. In view of low temperature(T . 108 K), the only processes which
can take place when the accreted matter sinks inwards are electron captures and
beta decays, neutron emission or absorption and, at sufficiently high densities,
pycnonuclear fusion. A detailed study of these processes was done by Sato
(1979), who considered several scenarios with different initial compositions of
the matter, and by Haensel & Zdunik (1990a) (also see Bisnovatyi-Kogan &
Chechetkin 1979 and references therein).

A noncatalyzed crust represents a reservoir of energy. The energy release
takes place owing to the nonequilibrium processes. Some aspects of this prob-
lem were first considered by Vartanyan & Ovakimova (1976). Later nonequi-
librium processes and resulting crustal heating were studied in detail by Haensel
& Zdunik (1990a). These processes lead to the appearance of very thin layers
where heat is produced at a rate proportional to the accretion rate. As shown
by Haensel & Zdunik (1990a), the associated total heat release –deep crustal
heating– in the crust can be larger than the original inward heat flow resulting
from the steady hydrogen burning between the helium flashes (Fujimotoet al.,
1984). The total heat release per one accreted nucleon,∼ 1.5 MeV, depends
rather weakly on the initial composition of ashes produced by X-ray bursts
(Haensel & Zdunik, 2003).
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In the scenario of Haensel & Zdunik (1990a), nuclei in the inner crust have
Z . 20, to be compared withZ ≈ 40−50 in the catalyzed matter. The nuclei in
the inner accreted crust appear to be much lighter than in thecatalyzed matter.
Very recently Jones (2005) argued that the deviation of the inner accreted crust
from nuclear equilibrium could be much smaller than in the scenarios of Sato
(1979) and Haensel & Zdunik (1990a), which would result in a much weaker
deep crustal heating. Clearly, the problem requires further studies.

Many neutron stars in close X-ray binaries are transient accretors (transients);
§1.4.6. They exhibit X-ray bursts separated by long periods (months or even
years) of quiescence. It is believed that the quiescence corresponds to a low-
level, or even halted, accretion onto the neutron star. During high-state accretion
episodes, the heat is deposited by nonequilibrium processes in the deep layers
(1012 − 1013 g cm−3) of the crust. This deep crustal heating can maintain the
temperature of the neutron star interior at a sufficiently high level to explain a
persistent thermal X-ray radiation in quiescence (Brownet al., 1998).

The problem of the detailed outcome of time-dependent nucleosynthesis
during X-ray bursts is very complicated and is not completely solved (see,
e.g., Rembgeset al.1997; Schatzet al.1999, 2001). The nature of the unsta-
ble thermonuclear burning at higher accretion rates10−8 M⊙ yr−1 . Ṁ .
10−9 M⊙ yr−1, is not well understood. The ashes from such a burning might
contain some admixture of nuclei beyond the iron group, withA ≃ 60−100
(Schatzet al., 1999, 2001).

The case of thermally stable burning of hydrogen and helium at sufficiently
high accretion rates should be considered separately. Thisregime corresponds
to most of the X-ray pulsars – magnetized accreting neutron stars (surface
magnetic fieldB & 1012 G), where the local accretion rate in the polar cap
region is thought to be large enough for a stable burning. A similar situation is
encountered at very high rates of accretion (Ṁ & 10−8 M⊙ yr−1) on weakly
magnetized (B ≪ 1011 G) neutron stars. At high temperatures, corresponding
to the high accretion rates, the hydrogen burns via the rapidproton capture
producing a mix of elements beyond the iron group. It is expected that the
compression of this heterogeneous matter will produce an impure solid crust.

If the starting composition is a mix with significant fractions of different
nuclides, its further evolution maykeepheterogeneityof the matter. The thermal
and electrical conductivities of such a crust could be lowerthan in a perfect
crystal. The distribution of nuclides would be rather smooth, in contrast to
the extreme case of a one-nucleus model with noticeable density jumps. The
average values ofZ andA will still be lower than in the cold catalyzed matter.





Chapter 4

ENVELOPES WITH STRONG MAGNETIC
FIELDS

Magnetic fieldsB & 1012 G, typical for isolated neutron stars (§1.3.8), dras-
tically modify many physical properties of the matter. Motion of free electrons
and ions perpendicular to the field lines is quantized into Landau orbitals (Lan-
dau, 1930) with a characteristic transverse scale equal to themagnetic length
am = (~c/eB)1/2. This brings to the scene an atomic field-strength parameter
γ = (a0/am)

2, wherea0 is the Bohr radius. If this parameter is large, the
Lorentz force acting on valence electrons in atoms exceeds the Coulomb force.
The Landau energy levels of electrons are modified by relativistic effects if the
field strength in the relativistic units,

b = ~ωc/(mec
2) = B/Br, (4.1)

becomesb & 1. Here,ωc = eB/(mec) is the electron cyclotron frequency and
Br = m2

ec
3/(e~) = 4.414 × 1013 G is often called the relativistic magnetic

field.
Introducing the notationB12 = B/1012 G, we have

γ = 425.44B12 , b = α2
f γ = B12/44.14. (4.2)

A magnetic field will be calledstrong if γ ≫ 1 (which is typical for radio
pulsars) andsuperstrongif b ≫ 1 (which occurs inmagnetars; see§1.4, par-
ticularly, §§1.4.4 and 1.4.5).

In §4.1 we review the main magnetic effects in a fully ionized plasma of
charged pointlike particles (electrons and ions). In the domain of partial ioniza-
tion, one should take into account quantum-mechanical effects of the magnetic
field on bound species. These effects are outlined in§4.2. In§4.3 we briefly
discuss thermodynamics of partially ionized layers of magnetic neutron-star
envelopes and consider the best studied hydrogen atmosphere in more detail.
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4.1. Fully ionized plasmas
4.1.1 Free electron in a magnetic field

Let us consider a uniform magnetic fieldB directed along thez-axis. In this
case, the vector potential in the Landaugauge readsA = (−By, 0, 0). Quantum
states of a free electron in the magnetic field form a completeorthogonal basis.
The basic states can be labeled by(px, pz, n, s), wheren = 0, 1, 2, . . . is the
Landau quantum number,s is the spin quantum number,pz is thez-projection of
the electron momentum, while itsx-projectionpx determines they-coordinate
of the guiding center of electronic motion,yc = px/(meωc). An explicit solu-
tion of the Dirac equation reads (e.g., Akhiezer & Berestetskĭı 1965; Sokolov
& Ternov 1974)

Ψpx,pz,n,s(r) =
exp[i(pxx+ pzz)/~]

(LxLz)1/2
ψns(pz, y − yc), (4.3)

whereLx andLz are normalization lengths. The ground Landau leveln = 0
is nondegenerate with respect to spin (spin is antiparallelto B, s = −1; the
statistical weightg0 = 1), whereas the levelsn > 0 are double degenerate
(s = ±1, gn = 2). The latter degeneracy allows different choices of the
electron basic bispinorsψns. The simplest choice which is often the most
convenient one is

ψn,1(pz, y) =
1√

2ǫ̃(ǫ̃+ 1)am




(ǫ̃+ 1)Hn−1(y/am)

0

p̃zHn−1(y/am)

−
√
2bnHn(y/am)


 , (4.4a)

ψn,−1(pz, y)=
1√

2ǫ̃(ǫ̃+ 1)am




0

(ǫ̃+ 1)Hn(y/am)
−
√
2bnHn−1(y/am)

−p̃zHn(y/am)


 . (4.4b)

Here,ǫ̃ = ǫ/(mec
2) andp̃z = pz/(mec) are, respectively, the electron energy

and longitudinal momentum in the relativistic units,

Hn(ξ) =
exp(−ξ2/2)
π1/4(2nn!)1/2

Hn(ξ) (4.5)

is a harmonic-oscillator function, andHn(ξ) = (−1)neξ2dne−ξ2/dξn is a
Hermite polynomial. The electron energy and the absolute value of pz are
inter-related as

ǫ = ǫn(pz) = c
(
m2
ec

2 + 2~ωcmen+ p2z
)1/2

, (4.6)

|pz| = pn(ǫ) = [(ǫ/c)2 − (mec)
2 − 2me~ωcn]

1/2, n ≤ nmax, (4.7)
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wherenmax is the maximum Landau number for a givenǫ. The latter number
is an integral part of the variableΥ

nmax(ǫ) = Int(Υ), Υ =
1

~ωc

p20(ǫ)

2me
. (4.8)

Instead of Eq. (4.4), one can use any other basis of the type

ψ′
ns = ψ ns cosϕ− s ψ n,−s sinϕ . (4.9)

It is sufficient to assume that0 ≤ ϕ ≤ π/2; ϕ may depend onn but should be
zero forn = 0.

In particular, by choosingϕ = arcsin
√
(1 − pz/p0)/2 we obtain the basis

of states with fixed electron helicities (i.e., spin projections on the canonical
momentum). In this case,s defines the helicity sign.

The spin magnetic moment of the electron contains a small anomalous part
whose relative magnitude is determined by the difference ofthe electron gyro-
magnetic factorge = 1.00116 (the ratio of the actual magnetic moment to the
Bohr magneton) from 1. The anomalous magnetic moment splitsthe energy
levelsn ≥ 1 and, strictly speaking, removes the spin degeneracy. In neutron
star envelopes, however, this splitting is typically negligible, because the spin
level spliting is smaller than either the thermal width∼ kBT of the Fermi level
or the collisional width of the Landau levels (see, e.g., Kaminker & Yakovlev
1981).

Non-relativistic limit. In the non-relativistic limit, the basis of bispinors (4.4)
is often most convenient, because it corresponds to fixed spin projections (s~/2)
on thez-axis (two lower components of bispinorsψns are negligible in this case).
Then the coordinate part of the wave function is formally given by Eq. (4.3)
with

ψn,1 = a−1/2
m Hn−1(y/am), ψn,−1 = a−1/2

m Hn(y/am). (4.10)

Let us also mention that in the cylindrical gauge of the vector potential,
A = (−By/2, Bx/2, 0), px is not a good quantum number; the magnetic
quantum numberm (i.e., thez-projection of the angular momentum in units
of ~) takes its place. At anyn, one hasm = n, n − 1, n − 2 . . . In the non-
relativistic limit, the coordinate parts of the basic wave functions do not depend
ons (but one should not forget different statistical weights ofthe Landau levels
with n = 0 andn > 0). These coordinate parts are

Ψ′
pz,n,m,s(r) =

eipzz/~

L
1/2
z

Φn,−m(r⊥). (4.11)
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Herer⊥ = (x, y) = (r⊥ cosφ, r⊥ sinφ),

Φn,−m(r⊥) =
eimφ√
2π am

In−m,n(r
2
⊥/2a

2
m) (4.12)

is a Landau function, Lz is the normalization length, andInn′(u)
= (−1)n′−nIn′n(u) is a Laguerre function (Sokolov & Ternov, 1974). As-
sumingn′ ≥ n, one has

In′n(u) = e−u/2u(n
′−n)/2

n∑

k=0

(−1)k
√
n′!n!

k!(n − k)!(n′ − n+ k)!
uk. (4.13)

A wave function of the relativistic electron in a magnetic field in the cylin-
drical gauge can be also expressed in terms ofΦn,−m(r⊥) (e.g., Sokolov &
Ternov 1974).

4.1.2 Thermodynamic functions of the ideal electron gas
Thermodynamic functions of the electron gas in a magnetic field are easily

derived from the first principles (Landau & Lifshitz, 1993).The number of
quantum states per longitudinal momentum interval∆pz for an electron with
given spin, magnetic, and Landau quantum numbers (s,m, n) in a volumeV
equalsV∆pz/(4π

2a2m~) (Landau & Lifshitz, 1976). This allows one to express
the electron number densityne and the thermodynamic potentialΩ = −PV as

ne =
1

(2πam)2~

∞∑

n=0

gn

∫ ∞

−∞
f (0)(ǫ− µ, T ) dpz, (4.14)

Ω = − V kBT

2π2a2m~

∞∑

n=0

gn

∫ ∞

0
ln

(
1 + exp

[
µ− ǫ
kBT

])
dpz, (4.15)

wheref (0) is the Fermi-Dirac function (2.46) andǫ is given by Eq. (4.6). Inte-
grating Eq. (4.14) by parts, we obtain

ne =

∫ ∞

mec2
NB(ǫ)

(
−∂f

(0)

∂ǫ

)
dǫ, (4.16)

where

NB(ǫ) =
1

2π2a2m~

nmax∑

n=0

gnpn(ǫ), (4.17)

andnmax is defined by Eq. (4.8). Ifnmax ≫ 1, the sum in Eq. (4.17) can be
approximated by an integral, which gives the classical result [cf. Eq. (2.3)]

N0(ǫ) = p30(ǫ)/(3π
2
~
3). (4.18)
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In particular, using Eq. (4.16) we can write the squared Thomas-Fermi wave
number (2.13) as

k2TF = 4πe2
∫ ∞

mec2

∂NB
∂ǫ

(
−∂f

(0)

∂ǫ

)
dǫ

=
2αf

πa2m
gn

∫ ∞

mec2

nmax(ǫ)∑

n=0

ǫ

cpn

(
−∂f

(0)

∂ǫ

)
dǫ. (4.19)

It is convenient to rewrite Eq. (4.16) as

ne =
τ0

2π2a2mλ
--
C

∞∑

n=0

gnF (χn, τ
−1
n ), (4.20)

F (x, y) =

∫ ∞

0

et−x

( et−x + 1)2

√
t(t+ 2y) dt, (4.21)

χn =
µ− ǫn(0)
kBT

, τn =
tr√

1 + 2bn
, (4.22)

and use the approximation (Potekhin, 1996a)

F (x, y) ≈ ln (1 + ex)
1 + y + ξ + c(y) a(ξ)

√
ξ + 2y

1 + ξ + c(y) b(ξ)
, (4.23)

whereξ = ln{1 + exp[x− x0(y)]}, x0(y) = 1/(1 + 0.623 y1.603),

c(y) = 0.9422 y1.7262 ,

a(ξ) =
√
π /2 + (0.103 + 0.043 ξ2)

√
ξ,

b(ξ) = 1 + 0.0802
√
ξ + 0.2944 ξ + 0.043 ξ3.

This approximation reproduces correct asymptotes at smalland largex andy,
and remains accurate within 0.6% at anyx andy. The chemical potentialµ at
a given densityne can be found by the numerical inversion of Eq. (4.14) with
the use of the fit (4.23).

Thex-derivative of the right-hand side of Eq. (4.23) reproducesthe exact
derivative∂F (x, y)/∂x with a maximum relative error of 2% . Using this
derivative in Eq. (4.19) and replacing∂f (0)/∂ǫ → −δ(ǫ − µ) we get the
electron screening wave number

k2TF =
2αf

πa2m

nmax∑

n=0

gn

(
∂F (x, τ−1

n )

∂x

)

x=χn

. (4.24)

Integrating Eq. (4.15) by parts, we obtain

P =

∫ ∞

mec2
NB(ǫ) f (0) dǫ = Pr

bτ
3/2
0√
2π2

∞∑

n=0

gn(1 + 2bn)1/4I1/2(χn, τn),

(4.25)
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wherePr = mec
2/λ--C

3 is the relativistic unit of pressure introduced in§2.3.1.
The Fermi-Dirac integralI1/2(χ, τ) is readily evaluated using Eqs. (2.54)–
(2.56).

Let us comment, in passing, that thekineticpressure of an electron gas, calcu-
lated as the quantum-mechanical averagene〈pαvα〉, is anisotropic in quantizing
magnetic fields. For instance, the kinetic pressure in the transverse direction,
P⊥ = ne〈pxvx〉, is much smaller thanP = ne 〈pzvz〉, if the field is strongly
quantizing. However, the kinetic pressure is only one part of the total pres-
sure in the magnetized plasma. As proven by Blandford & Hernquist (1982),
a deficit of the kinetic pressure in the transverse directionis exactly balanced
by the pressure excess caused by magnetization currents. Thus, the total actu-
ally thermodynamic pressure isisotropicat any field strength, and Eq. (4.25) is
always valid.

Strongly quantizing magnetic field. Let pF0 = ~kF0, ǫF0, andTF0 denote,
respectively, thenon-magneticFermi momentum, energy, and temperature at
a given density (§2.1.2). We reserve the notationspF = ~kF, ǫF, andTF for
the same quantities in a magnetic field.We keep the parametersxr, γr, and
βr expressed throughpF0, as in Chapter 2. For instance,xr = pF0/mec is a
convenient measure of the density regardless the magnetic field strength.

At T ≪ TF, one can replace(−∂f (0)/∂ǫ) in Eq. (4.16) by the delta function
δ(ǫ− ǫF):

ne = NB(ǫF), (4.26)

P =

∫ ǫF

mec2
NB(ǫ) dǫ

=
Pr

4π2
b

nmax(ǫF)∑

n=0

gn (1 + 2bn)1/4 [xn
√

1 + x2n − ln(xn +
√

1 + x2n)],(4.27)

wherexn = cpn(ǫF)/ǫn(0), andPr is the same as in Eq. (2.66). The Fermi
energyǫF at a givenne is found by the inversion of Eq. (4.26).

A magnetic field is calledstrongly quantizing, if it confines most of the elec-
trons to the ground Landau level. This occurs at sufficientlylow temperatures

and densities. In this case, from Eq. (4.26) one obtainsǫF = mec
2
√

1 + x2B ,
where

xB ≡ λ--CkF = 2π2a2mλ
--
Cne =

2x3r
3b
≈ 30.2

〈Z〉
A′

ρ6
B12

, (4.28)

while A′ and 〈Z〉 are the mean effective atomic mass and charge numbers,
respectively (see§2.1.1);xr andρ6 are introduced in§2.1.2. With increasing
density at a fixedB, the electron number densityne reaches some critical value
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nB, at whichǫF = ǫ1(0) and degenerate electrons start to populate the first
excited Landau level. From Eq. (4.28) we see thatnB = 1/(π2

√
2 a3m). Hence

the strongly quantizing regime occurs atT ≪ Tcycl andρ < ρB , where

Tcycl = ~ωc/kB ≈ 1.343 × 108B12 K, (4.29)

ρB =
A′mu

〈Z〉 nB ≈ 7045
A′

〈Z〉 B
3/2
12 g cm−3. (4.30)

Comparing Eqs. (4.28) and (2.3), we see thatkF = (4/3)1/3(ρ/ρB)
2/3 kF0 in

this regime. Therefore,TF is strongly reduced atρ ≪ ρB , compared to its
non-magnetic valueTF0:

TF =
γB − 1

γr − 1
TF0, xB =

(
4ρ2

3ρ2B

)1/3

xr, γB =
√
1 + x2B . (4.31)

The nondegenerate electron gas obeys classical statistics. According to the
Bohr-van Leeuwen theorem (see footnote 1 on page 54), the magnetic field
in this case does not affect the EOS. On the contrary, the EOS is changed
drastically, if the electron gas is strongly degenerate andthe magnetic field is
strongly quantizing. In that case only then = 0 term survives in Eq. (4.27),
and the EOS can be presented in the form

P =
Pr b

(2π)2
[xB γB − ln(xB + γB)] =

Pr b

2π2
xγadB

γad
∝ ργad

Bγad−1
, (4.32)

wherexB andγB are given by Eq. (4.31). In Eq. (4.32) we have introduced a
quasi-adiabatic indexγad which, in general, depends onxB , but takes on the
constant values 3 and 2 in the non-relativistic (xB ≪ 1) and ultrarelativistic
(xB ≫ 1) limits, respectively. Compared with the non-magnetic case, Eq.
(2.70),γad is higher (the density dependence ofP is steeper), but the numerical
value ofP is lower everywhere except in the vicinity of the first Landauthresh-
old. This means that a strongly quantizing magnetic field softens the EOS of
degenerate electrons.

Non-quantizing magnetic field. If the temperature or density is high enough,
the electron distribution is smeared over many Landau levels, and one can
replaceNB(ǫ) byN0(ǫ). Then the field isnon-quantizing. This happens either
atρ≫ ρB or atT ≫ TB , where

TB =

{
Tcycl, if ρ < ρB,

Tcycl/γr, if ρ > ρB
(4.33)

(in this chapter we assume thatT ≪ Tr). In the relativistic regime atρ > ρB,
TB is smaller thanTcycl, because the distance betweenexcitedLandau levels



174 NEUTRON STARS

Figure 4.1. Characteristic parameter domains in theρ–T plane for iron matter atB = 1012 G.
Solid lines showTF andTpi; the dot-dashed line presentsTm (Γ = 175). The dotted line display
TF atB = 0 (Fig. 2.2). Long-dashed lines showTB andρB and separate the regions of strong
(the lower left sector) and weak (the lower right sector) magnetic quantization, and the domain
of the non-quantizing field (T & TB).

for the electrons withǫ = ǫF is ≈ ~ωg < ~ωc, whereωg(ǫ) = eBc/ǫ is the
electron gyrofrequency.

In the non-quantizing magnetic field, many Landau levels contribute to sums
overn in Eqs. (4.16) and (4.25). In this case, the summation can be approxi-
mately replaced by the integration. Then, integrating by parts, we can reduce
Eqs. (4.16) and (4.25) to Eqs. (2.51) and (2.50), respectively.

If ρ > ρB andT . TB , the Landau quantization can remain important for
a phenomenon under study. In this case the field is calledweakly quantizing.
Usually it happens if only a few Landau levels are populated.Higher-order
thermodynamic quantities (such as the electron heat capacity, entropy, magne-
tization) are much stronger affected by magnetic fields in this regime than the
bulk quantities (for instance, the electron energy density, chemical potential,
pressure).

A density-temperature diagram. Characteristicρ–T domains for the outer
neutron-star envelope composed of iron are shown in Fig. 4.1for B = 0 and
1012 G. Partial ionization is taken into account in the mean-ion approxima-
tion. The electrons are degenerate belowTF; the ions are classical aboveTpi.
The mean-ion charge numberZeff has been evaluated assuming that the pres-
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sure created by free electrons and by free ions with thisZeff equals the pres-
sure given by the finite-temperature Thomas-Fermi model of Thorolfssonet al.
(1998) (discussed below in§4.3). For comparison, the dotted line reproduces
non-magneticTF from Fig. 2.2. Finally, the long-dashed lines separate three
regions, where the magnetic field is strongly quantizing (tothe left ofρB and
considerably belowTB), weakly quantizing (to the right ofρB atT . TB), or
classical (aboveTB).

Non-relativistic limit. Thermodynamic functions of the ideal electron gas in
a magnetic field simplify in the non-relativistic limit (pF ≪ mec, T ≪ Tr). In
this case the electron pressure and number density are givenby

Pe =
kBT

π3/2a2mλe

∑

ns

I1/2(χn), ne =
1

2π3/2a2mλe

∑

ns

I−1/2(χn). (4.34)

Here,λe is the electron thermal wavelength given by Eq. (2.27). In the nonde-
generate regime (T ≫ TF), one hasIν(χ) ≈ eχ Γ(ν+1), wereΓ(ν+1) is the
gamma-function. Therefore, Eq. (4.34) yieldsPe = nekBT and

χ0 = ln(neλ
3
e/2)− ln ζe + ln(tanh ζe), (4.35)

where

ζe ≡
~ωc

2kBT
=
Tcycl
2T

. (4.36)

This provides an explicit analytical form of the Helmholtz free energyF (e)
id =

(χ0 − 1)NekBT (in this chapter we do not include the rest energyme c
2 into

the free energy). In the non-quantizing field (ζe ≪ 1), the last two terms
in Eq. (4.35) cancel out and the classical non-magnetic result is recovered,
F

(e)
id = NekBT [ln(neλ

3
e/2) − 1]. In the strongly quantizing, nondegenerate

regime (ρ < ρB andTF ≪ T ≪ Tcycl), the last term of Eq. (4.35) vanishes,
which yields

F
(e)
id = NekBT

[
ln(2πa2mλene)− 1

]
. (4.37)

4.1.3 Magnetic oscillations
In the equations of§4.1.2, the summation over discrete Landau numbers

n reflects consecutive population of new Landau levels with growing density,
which leads to magnetic quantum oscillations of thermodynamic and kinetic
functions (see, e.g., Lifshitz & Pitaevskĭı 1980). When the field is weakly
quantizing, these quantities oscillate, as a rule, around their values obtained
neglecting the magnetic quantization. For first-order (bulk) thermodynamic
quantities (P , U , µ), the oscillations are relatively weak, whereas for second-
order quantities (CV , CP , kTF) they are more pronounced. For example, the
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oscillations of the density exponentχρ defined by Eq. (2.38), will be shown in
Fig. 4.11 on p. 204. The oscillations are smoothed by the thermal broadening of
the Fermi distribution function and by the quantum broadening of the Landau
levels (particularly, owing to electron collisions; see Yakovlev & Kaminker
1994, for references).

For example, we can mention the well known de Haas-van Alpheneffect —
oscillations of magnetic susceptibility (e.g., Landau & Lifshitz 1993). In quan-
tizing magnetic fields, these oscillations can be large, resulting in high mag-
netization. Canuto & Chiu (1971) suggested that this effectcould lead to a
spontaneous magnetization of the electron gas in neutron star envelopes, the
so called Landau orbital ferromagnetism – LOFER. They foundthat the os-
cillations of the kinetic pressure due to the Landau quantization of degenerate
electron gas may result in a state of permanent quasistable macroscopic mag-
netism, which is stronger for higher pressure. Neglecting the broadening of
the Landau levels, the authors obtained a density dependence of the maximum
LOFER field strength, which implied that in the outer neutronstar crust (at
ρ . 1011.5 g cm−3) LOFER could produceB up to∼ 1012 G (and still larger
B in the inner crust). However, the thermal and quantum broadening of oscil-
lations prevents the spontaneous magnetization. For instance, Schmid-Burgk
(1973) showed that LOFER is smeared out by the thermal broadening in the
outer crust of a neutron star atT & 104 K.

The de Haas-van Alphen effect may also violate the conditionfor thermo-
dynamic equilibrium which states that the field strength should increase with
the growth of the magnetic induction. This instability leads to the formation of
domains with alternating magnetization (Lifshitz & Pitaevskĭı, 1980). Bland-
ford et al. (1983) showed that in a neutron star envelope withB = 1012 G this
instability may develop atT up to 107 K. However, since the magnetization
is weak (a few percent of the field strength), this effect can hardly have any
observable consequences.

4.1.4 The effects of the magnetic field on plasma ions

The effects of the magnetic field on plasma ions are twofold. First, the
magnetic field acts on the ions directly; second, it affects them through the
electrons. The direct influence becomes appreciable when the ion cyclotron
frequencyωci = Z (me/mi)ωc exceeds the ion plasma frequencyωpi [Eq.
(2.30)] and the ion cyclotron energy~ωci exceeds the thermal energykBT .
This happens atB12 & 100

√
ρ6 andB12 & T/105 K. In this case, transverse

motion of the ions is quantized in the Landau orbitals with the energy of an
elementary excitation equal to~ωci. In contrast to the case of electrons, the spin
degeneracy of the Landau levels is taken off completely because of relatively
large abnormal magnetic moments of the nuclei.
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The effects of the second type are caused by the electron polarization in
quantizing magnetic fields. For a weakly coupled Coulomb plasma which
composes, for instance, warm neutron star atmospheres, these effects will be
discussed in§4.1.5.

Below we consider the direct effect of a quantizing magneticfield on the
free energy of the ideal ion gas. The opposite case of the ion crystal will be
analyzed in§4.1.6.

Ion gas in a strongly magnetized outer envelope.Under realistic conditions
in outer neutron-star envelopes, the ions are nondegenerate and non-relativistic.
Then the ideal part of the free energy can be written explicitly. In its essence, it
differs from Eq. (4.37) by the inclusion of excited Landau levels, which can be
summed up explicitly using the Boltzmann distribution overthese levels. The
result reads

F
(i)
id

NNkBT
= ln(2πa2mλinN)+ ln

[
1− exp

(
−~ωci

kBT

)]
− 1+

∆F

NNkBT
, (4.38)

whereλi is the ion thermal wavelength, Eq. (2.27). As in Eq. (2.71), the ion
rest energy is excluded. The term∆F arises from the zero-point energy,1

2~ωci,
and the spin energy. This contribution is the same for free and bound atomic
nuclei. Therefore, it affects neither ionization equilibrium nor pressure, but it
does affect the internal energy and specific heat. For example, for protons

∆F = NN

{
1

2
~ωcp − kBT ln

[
2 cosh

(
gp~ωcp

4kBT

)]}
, (4.39)

wheregp = 5.5857 is the proton spin gyromagnetic factor (the doubled ratio
of the proton magnetic moment to the nuclear magneton, Landau & Lifshitz
1976), and~ωcp the proton cyclotron energy.

Equations (4.38) and (4.39) provide a good approximation tothe ionic part
of the free energy in not too cold neutron-star atmospheres,where the ions are
nearly ideal.

Ideal-gas model for the ultra-magnetized inner crust. At densitiesρ &
a few × 1011 g cm−3, typical for the inner crust of a neutron star, non-
relativistic magnetic fieldsB . Br are nonquantizing (see Eq. (4.1)). There-
fore, they cannot directly affect the EOS of the inner crust,which is mainly
determined by degenerate, weakly quantized electrons and free neutrons. A
superstrong field, however, can strongly quantize particlemotion and thus af-
fect the EOS. In the inner crust, the strong quantization impliesB & 1017 G.
This effect was studied, for instance, by Suh & Mathews (2001) using the sim-
plest model in which the crust matter was approximated by a gas of degenerate
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noninteracting neutrons, protons and electrons. The authors found that super-
strong magnetic fields shift beta-equilibrium and increasethe proton fraction. In
addition, forB & 1018 G the softening of the EOS caused by the Landau quan-
tization is overridden by the stiffening associated with the anomalous magnetic
moments of the nucleons. The EOS of matter composed of strongly degenerate
nucleons and electrons in strong magnetic fields was studiedin more detail by
Brodericket al. (2000) for the conditions prevailing in neutron star cores;they
considered not only idealnpe gas but also the mean-field model. The latter
study shows that the results of Suh & Mathews (2001) are qualitatively correct.

It is also possible that a superstrong magnetic fieldB & 1017 G can change
the nuclear shell energies and nuclear magic numbers and, consequently, af-
fect the nuclear composition and the EOS of the inner crust ofa neutron star
(Kondratyev, 2002).

Note, however, that the field strengthsB & 1018 G are unrealistic from
the point of view of neutron star physics (see§1.3.8). Moreover, there is no
observational indication on the existence of fieldsB > 1016 G in neutron star
crusts (see§1.4).

4.1.5 Weakly non-ideal Coulomb plasma
Theoretical studies of thermodynamics of interacting charged particles in

strong magnetic fields have a long history, but the results are much less com-
prehensive than in the field-free case. Only some limiting cases have been
considered which we review briefly in this section.

According to the Bohr-van Leeuwen theorem (p. 54) the magnetic field does
not affect thermodynamics of classical charged particles.Thus the excess free
energyFii(Γ) for a classical OCP of ions is independent ofB at any ion coupling
parameterΓ (defined by Eq. (2.22)). The classical regime for an electron-ion
plasma corresponds tors ≫ 1andΓ≪ 1 in the absence of electron degeneracy.
In this case the excess Coulomb free energy is given by the Debye-Hückel
formulaFC

ex = −NekBT Z
√

(1 + Z)/3 Γ3/2 (compare to Eq. (2.73)). Indeed,
it is easy to check that for classical plasma particles this law holds independently
of B (Abrahams & Shapiro, 1991a; Cornu, 1998).

The magnetic field, however, affects quantum contributionsto FC
ex. These

effects have been studied either in the regime of lowT and highρ (considered
in the following section), or at low densities. In the lattercase, a general
power-series expansion for the free energy of a Coulomb plasma in an arbitrary
magnetic field (up to the terms∝ ρ5/2) was derived by Cornu (1998). The
coefficients of this expansion are not given by analytical expressions but require
numerical evaluation. For the OCP, a Wigner-Kirkwood-typeexpansion in
powers of~ is available (Cornu, 1998). Its lowest-order term (the quantum
diffraction term∝ ~

2) was first obtained by Alastuey & Jancovici (1980).
It generalizes Eq. (2.85) to the case of a quantizing magnetic field. For the



Envelopes with strong magnetic fields 179

nondegenerate electrons, this term can be written as

F
(e)
diff = NekBT

Γ2
e

8rs

(
2

ζe tanh ζe
− 2

ζ2e
+

1

3

)
, (4.40)

with ζe defined by Eq. (4.36). The bracket in Eq. (4.40) goes to 1 atζe → 0,
recovering the well known zero-field result, and to1/3 at ζe ≫ 1, indicating
that two of the three degrees of freedom of electron motion are frozen out in
a strongly quantizing field. Equation (4.40) is valid in the low-density regime
(one can show that the validity conditions implyrs ≫ max(Γ,Γ−1)). In this
regime, the correction (4.40) is smaller than the classicalOCP corrections to the
Debye-Hückel formula owing to ion correlations. In the electron-ion plasmas,
F

(e)
diff is exactly canceled because of the local neutrality relation (Cornu, 1998).

Thus Eq. (4.40), although elegant by itself, can hardly be useful for neutron star
modeling.

If (Γrs)−1 ≈ 3.167T6 & 1 andΓ/r2s ≈ 0.118 ρ 〈Z〉/(A′ T6 g cm−3) . 1,
a high-temperature expansion of the free energy in powers ofe2 is applicable.
These conditions are often fulfilled in the atmospheres of neutron stars. The
expansion is in powers of two small parameters,s1 =

√
Γ/rs ands2 =

√
Γrs.

In the field-free case, the expansion terms up toρ5/2 were obtained by DeWittet
al. (1995). The lowest-order term∝ e2 is also known in an arbitrary magnetic
field (Steinberget al., 1998):

FHF

NekBT
= −3Γ2

8rs
f1(ζe), (4.41)

where the function

f1(ζe) =
cosh(2ζe)

cosh2 ζe

tanh ζe
ζe

arctanh(
√

1− ζ−1
e tanh ζe)√

1− ζ−1
e tanh ζe

(4.42)

goes to 1 at smallζe and decreases asln(4ζe)/ζe at very largeζe.
Steinberget al. (1998) calculated also the corrections∝ e4 (the Montroll–

Ward and exchange terms) in the magnetic field. For the electron gas, these
corrections can be written in the form

F4

NekBT
=

3
√
π

16

Γ5/2

√
rs

[f ee2 (ζe) + f ee3 (ζe) ln 2], (4.43)

wheref ee2 (ζe) andf ee3 (ζe) go to 1 atζe → 0, reproducing the field-free result
(DeWitt et al., 1995), and decrease at largeζe.

For the electron-ion plasma, the polarization screening contribution Fie

should be taken into account. AtB = 0, it has been calculated in a num-
ber of papers and fitted by analytical expressions (see§2.4.4). However, the
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magnetic field effect onFie is known in a more restricted range ofρ, T , andB,
than in the OCP of ions considered above.

In the regime of low electron degeneracy and weak Coulomb coupling, the
lowest order contribution of the low-density expansion wasobtained by Stein-
berget al. (1998):

F
(4)
ie

NNkBT
=
π

4

(
1 +

me

mi

)1/2(Ze2
kBT

)2

λenef
ie
2 (ζe, ζi), (4.44)

whereζi = ~ωci/2kBT = ζe Z me/mi, and the functionf ie2 is known in an
integral form. Atζe → 0, this function tends to 1, reproducing the well known
zero-field result (e.g., DeWittet al.1995). Becausemi ≫ me, one can use an
analytical approximation (Potekhinet al., 1999b) accurate to 0.5%:

f ie2 =
1

2
+ t0.9

arctanh
[
(1− t)0.6

]

2 (1 − t)0.6 , (4.45)

wheret ≡ (0.4ζe)
−1 tanh(0.4ζe). Integral representations for coefficients of

the low-density expansion have been obtained by Cornu (1998).

4.1.6 Strongly coupled Coulomb plasma
The effects of strong magnetic fields on a strongly coupled Coulomb plasma

can be important for the physics of magnetars. Let us summarize available
results.

4.1.6 a Ground-state energy

The ground-state exchange energy of the electron gas (per one electron) in a
strongly quantizing field (Danz & Glasser, 1971; Fushikiet al., 1989) behaves
as

−2.25 [ln(γr2s)− 0.457 + . . .] (γr3s)
−1 e2/a0,

compared with
−0.75 (9π/4)1/3(πrs)−1 e2/a0

in the non-magnetic case (e.g., Perrot & Dharma-wardana 1984). Thus, the
magnetic field suppresses the exchange energy atT ≪ TF by a factor of
0.2036 γr2s/[ln(γr

2
s) − 0.457]. Note that the condition for the strong mag-

netic quantization,ρ < ρB , requires thatγr2s > 2.23, so that the suppression
factor is greater than 1. This result is applicable atT ≪ TF andρ < ρB , that
is in the outer envelopes of very cold or ultra-magnetized neutron stars.

Using the linear response theory in the Thomas-Fermi limit,Fushiki et al.
(1989) have analytically evaluated the electron polarization energyFie for a
dense plasma in a strongly quantizing magnetic field at zero temperature. A
comparison with the analogous zero-field result (2.158) shows that the strongly
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quantizing magnetic field (γr2s > 2.23) increasesFie at high densities (rs ≪ 1)
by a factor of0.8846 γ2r4s .

In order to incorporate these results and the results reviewed in§4.1.5 into the
analytical free-energy model, Potekhinet al.(1999a) suggested an interpolation
which reproduces the known limiting cases ofrs ≫ 1 (the classical electron-
ion plasma),γr2s ≪ 1 (the non-quantizing regime),γr2s ≫ 1 andT ≪ TF
(the strongly quantizing degenerate regime), andγr2s ≫ 1 andT ≫ TF (the
strongly quantizing nondegenerate regime). The interpolation reproduces also
Eq. (4.41) in its validity range. Nevertheless, the accuracy of the interpolation
remains uncertain in a large range ofρ, T , andB, where none of these limiting
cases can apply.

4.1.6 b Coulomb crystal in a superstrong magnetic field

The magnetic field affects phonon spectrum of Coulomb crystals and re-
spective ion thermodynamic properties. This happens at sufficiently highB
(to change the phonon spectrum) and lowT for the field to become quantizing.
The magnetic field changes also polarizability of the electron gas and affects the
ion thermodynamics in this way. As a rule, magnetic fields of ordinary pulsars
cannot affect noticeably the ion thermodynamics in the degenerate layers of the
envelope, but superstrong magnetic fieldsB ≫ 1014 G of magnetars can.

In a superstrong magnetic field, thermodynamic functions ofa Coulomb
crystal become dependent on the magnetic field strength, crystal orientation
with regard toB, and the crystal type. Kaplan & Glasser (1972) argued that a
superstrong magnetic field could increase the stability of aquantum crystal of
charged fermions against melting at high densities and suggested that the ground
state in this case would be a hexagonal lattice. Nagai & Fukuyama (1982; 1983)
compared the energies of zero-point vibrations for body-centered cubic (bcc),
face-centered cubic (fcp), and hexagonal closed-packed (hcp) Coulomb lattices
at zero temperature and found that the hcp lattice becomes more stable than the
bcc one, ifRS . 104, whereRS is the ion density parameter defined by Eq.
(2.32).

Usov et al. (1980) derived dispersion equations for a Coulomb crystal in
a quantizing magnetic field, qualitatively studied the phonon spectrum, and
obtained an asymptotic dependence of the heat capacity in the limit of ultra-
high B and lowT . Their method was further used by Baiko (2000), who
performed a more detailed study of vibration and thermodynamic properties of
strongly magnetized Coulomb crystals with a rigid electronbackground.

The results of Baiko (2000) extend those of§2.3.3 to the case of strong
magnetic fields. For simplicity, he focused on bcc crystals with the magnetic
field directed from one ion to a closest neighbor (which minimizes the Coulomb
energy). The dependence of the free energy on the crystal type (bcc or fcc)
has turned out to be weak, as well as the dependence on the magnetic field



182 NEUTRON STARS

Figure 4.2. Vibration spectrum of a bcc crystal as a function ofkai in a magnetic field for a
fixed direction of the wave vector,k/k=(0.720, 0.615, 0.323), at several values ofωci/ωpi. From
Baiko (2000) with the kind permission of the author.

orientation. The magnetic field strongly affects lattice thermodynamics as long
asωci & ωpi, which translates toB12 >& 106

√
ρ6 the outer layers of neutron

star crusts (atρ . 108 and1010 g cm−3 forB = 1015 and1016 G, respectively).
The crystal vibration spectrum in a magnetic fieldB is calculated in the

same manner as is in the field-free case but taking into account the Lorentz
force acting on vibrating ions. The dispersion equation is rather simple. For
a bcc crystal it gives three vibration branches,ω1(k) ≤ ω2(k) ≤ ω3(k). An
example is shown inFig. 4.2. The vibration frequencies are seen tobe noticeably
affected by the magnetic field atkai . ωci/ωpi. Their behaviour atk → 0 is
of special interest. Let us recall that in the field-free case(§2.3.3) we have two
acoustic vibration modes,ω1,2(k) ∝ k, and one optical modeω3(k) → ωpi.
The magnetic field violates this simplicity. The vibration modeω1(k) remains
acoustic (ω1(k) ∝ k) only if k is parallel toB. In other cases one hasω1 ∝ k2
at sufficiently smallk (which means the “softening” of this mode). The modes
ω2(k) andω3(k) appear to be optical (ω2,3(k)→ const ask → 0).

Baiko (2000) numerically realized a procedure suggested byUsov et al.
(1980) to quantize ion vibrations (which is much more sophisticated than at
B = 0 because of Larmor motion). This enabled him to calculate (bythe
same technique as in the field-free case) the phonon entropy,heat capacity, and
pressure for a wide range of plasma parameters. For example,Fig. 4.3 shows
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Figure 4.3. Harmonic lattice heat capacity (per one ion, divided bykB) of bcc crystal as a
function ofT/Tpi for different magnetic fields. From Baiko (2000) with the kind permission of
the author.

the temperature dependence of the harmonic-lattice heat capacityC = Ci per
one ion (normalized bykB) at several values of the magnetic field (compare with
the results of§2.4.6 forB = 0). At high enoughT , as expected, the magnetic
field is non-quantizing and its effect disappears. Ifωci/ωpi ≫ 1, we can notice
a substantial reduction ofCi atTpi . T ≪ TBi, wherekBTBi = ~ωci. At low
T ≪ min(TBi, Tpi), the magnetic field increases the heat capacity by orders
of magnitude and changes its temperature dependence, in agreement with the
prediction of Usovet al. (1980). In this case, one hasCi ∝ T 3/2 (instead of
Ci ∝ T 3 at B = 0). The effect is explained by the appearance of the soft
vibration mode (ω1(k) ∝ k2 atk → 0).

An additional contribution to the specific heat comes from the free energy
correction (4.39) produced by magnetic moments of atomic nuclei. One can
easily show that this contribution has a noticeable maximum∼ kB per ion at
kBT ∼ gi~ωcp but becomes insignificant at much low and higherT (gi being a
gyromagnetic factor of a nucleus).
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Figure 4.4. Schematic view of the effects of a strong magnetic field on atoms and molecules.
(a–c) The H atom in the ground state becomes compressed and elongated with increasing the
field strength from (a) B ≪ 109 G, to (b) B ∼ 1010 G, and to (c) B ∼ 1012 G. (d) The
field stabilizes molecular chains (H3, for example). (e) An atom moving across the fieldB
becomes decentered (with the relative guiding centerrc perpendicular toB and to the atomic
pseudomomentumK). The grey areas are ellipsoids, where the probability to find an electron
exceedse−1; the solid dots show protons. The radius of the grey sphere incase (a) is≈ 1.08 a0.
Coaxial ellipsoids ind correspond to electron orbitals with zero Landau quantum number and the
smallest consecutive magnetic quantum numbers, which formthe ground state of the molecular
chain in the strong magnetic field.

4.2. Bound species in strong magnetic fields
In this section, we outline the main properties of bound species at the con-

ditions typical for magnetized neutron star atmospheres. For a more detailed
review see, e.g., Lai (2001).

4.2.1 Atoms
4.2.1 a Hydrogen atom

The effects of a strong magnetic field on bound species are spectacular. Fig-
ure 4.4 schematically shows some of them for the simplest case of hydrogen in
the ground state. The H atom becomes increasingly compressed and elongated
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with the growth ofB. In a sufficiently strong field, molecular chainsHN can
be formed. An atomic center-of-mass motion across the field shifts the electron
cloud off the nucleus. These effects will be briefly discussed below.

Atoms in strong magnetic fields have been intensively studied by many au-
thors (see, e.g., Ruderet al. 1994, for review). Atγ ≫ 1, an electron cloud
bound to a nucleus acquires the shape of a cylinder with the radius ∼ am and
much larger length. The binding energies of the ground and some excited states
of the H atom increase as(ln γ)2 (such atomic states are calledtightly bound).
The energies of other (hydrogenlike) states remain restricted within∼ 1 Ry,
where Ry= mee

4/2~2 = 13.605 692 eV.
Quantum-mechanical characteristics of strongly magnetized hydrogen at-

oms are obtained by solving numerically the Schrödinger equation (Canuto
& Ventura, 1977; Rösneret al., 1984; Forsteret al., 1984; Potekhinet al.,
1997b) or the Dirac equation (Lindgren & Virtamo, 1979; Chen& Goldman,
1992). Atγ & 0.1, an atomic state can be characterized by the electron Landau
quantum numbern, the projection~m of the relative electron-to-proton angular
momentum on the field direction (m ≤ n), and by the number of nodesν of a
wave function in the field direction. Atγ & 1, only the states withn = 0 remain
bound; other discrete states are quasibound (can decay through autoionization
channels). The atomic binding energy can be written as

Ebind = −Enmν , Enmν = E‖
nmν −m~ωcp + n~(ωc + ωcp), (4.46)

whereE‖
nmν is the “longitudinal” energy (which is negative for discrete spec-

trum states). The proton spin energy in a magnetic field is dropped from Eq.
(4.46), because proton spin-flip processes (forbidden in the electric dipole ap-
proximation) are so inefficient that the subsystems with proton spin “up” and
“down” can be treated as independent in most of the applications where bound
species are involved.

As already mentioned, an electron cloud atγ & 1 is elongated. Its sizes
transverse to the magnetic field are those of the Landau function Φn,−m given
by Eq. (4.12), that islx = ly ≈

√
2n−m+ 1 am ∼ a0/

√
γ. The longitudinal

size is much larger:lz ∼ a0/ ln γ for the tightly bound states (ν = 0) and
lz ∼ a0ν

2 for the hydrogenlike states (ν ≥ 1). At γ ≫ 1, an atomic wave
function is well described by theadiabatic approximation:

ψnmν(r) ≈ Φn,−m(r⊥) gnmν(z). (4.47)

This approximation was widely used in early papers (e.g., Canuto & Ventura
1977 and references therein). Accurate wave functions and binding energies
were obtained by Rösneret al. (1984) using the expansion

ψnmν(r) =

∞∑

n′=0

Φn′,−m(r⊥) gn′,nmν(z), (4.48)
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Table 4.1. Parametersai and maximum fractional error of Eq. (4.49)

state a1 a2 a3 a4 a5 a6 err. (%)
1s0/(000) 1 0.09016 0.13966 0.02328 0.017538 0.0008506 0.12
2p−1/(010) 5 0.2603 0.11135 0.010359 0.010278 0.0005253 0.23
3d−2/(020) 12 0.5924 0.13558 0.008498 0.008176 0.0006525 0.52
4f−3/(030) 21 1.1523 0.17860 0.007172 0.002976 0.0008771 0.87

wheregn′,nmν(z) were found from a system of ordinary differential equations
which arises after substituting Eq. (4.48) into the Schrödinger equation. This
solution was used by Forsteret al. (1984) to calculate oscillator strengths of
radiative transitions. Potekhinet al.(1997b) extended this method to continuum
states and calculated the photoionization cross sections.In particular, they
found that the coupling of different(n,m)-channels of electron scattering leads
to the appearance of resonances in the photoionization cross sections (Beutler–
Fano type resonances).

The longitudinal energies of tightly bound states can be approximated by
(Ho et al., 2003)

E
‖
0m0=−

(|m|+ 1)−2 + (|m|+ 1)x/a1 + a3 x
3 + a4 x

4 + a6 x
6

1 + a2 x2 + a5 x3 + a6 x4
Ry,(4.49)

wherex = ln(1 + a1γ) and the parametersa1–a6 are given in Table 4.1 for
three values ofm. The last column of the table gives the maximum fractional
error of the fit in the interval0 < γ < 108. The fit reproduces also the exact
asymptotes

E
‖
0m0 = −

[
1

(|m|+ 1)2
+ (|m|+ 1) γ +O(γ2)

]
Ry at γ ≪ 1, (4.50)

E
‖
0m0 ≃ −(ln γ)2 Ry at γ →∞. (4.51)

Another fit forE‖
0m0 with −7 ≤ m ≤ 0, accurate for0.1 < γ < 104 (typical

for radio pulsars), is given by Eq. (10) of Potekhin (1998).
The longitudinal energies of hydrogenlike states tend to the Rydberg series,

E‖
nmν = − 1 Ry

(ℓ+ δ)2
, where

{
ℓ = (ν + 1)/2, δ ∼ γ−1 (oddν)
ℓ = ν/2, δ ∼ (ln γ)−1 (evenν).

(4.52)
The quantum defectδ is different for even- and odd-parity states. For oddν,
one has

δ ≈ (aν + bν
√
γ + 0.077γ)−1, (4.53)
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Table 4.2. Parameters of the analytical approximations (4.52)–(4.54) for the energies of hydro-
genlike states|00ν〉 at1 ≤ γ ≤ 104.

ν 1 2 3 4 5 6
aν 0.785 0.578 0.901 0.631 0.970 0.660
bν 1.724 0.765 1.847 0.717 1.866 0.693

with aν ≈ 1 andbν ≈ 2. For evenν,

δ ≈
[
aν + 1.28 ln(1 + bνγ

1/3)
]−1

, (4.54)

with aν ≈ bν ≈ 2
3 . Accurate values ofaν andbν are given in Table 4.2 (for

n = 0, after Potekhin 1998). Atγ ≥ 1, typical errors of Eqs. (4.53) and (4.54)
lie within 10−3.

Finally, note that binding energies of a non-relativistic,non-moving H atom
in an arbitrary magnetic field can be calculated exactly (Kravchenkoet al.,
1997).

4.2.1 b Other atoms and ions

Some calculations of the binding energies of multi-electron atoms and ions
in strong magnetic fields were done in the Thomas-Fermi approximation (e.g.,
Rögnvaldssonet al. 1993) and using the DFT – the density functional theory
(Jones, 1985; Relovsky & Ruder, 1996; Medin & Lai, 2006a). Since these
methods are statistical, they are expected to be adequate when the number of
electrons is large.

For several atoms from He to Fe, the Hartree-Fock approximation was used
in combination with the adiabatic approximation [cf. Eq. (4.47)], employing
basis functions which contain free-electron transverse parts (Neuhauseret al.,
1987; Miller & Neuhauser, 1991) [cf. Eq. (4.47)]. If the fieldis sufficiently
strong, this adiabatic Hartree-Fock approximation is reasonably accurate for
not too large chargeZnuc of the atomic nucleus.

With growingZnuc, inner atomic shells become progressively distorted by
the Coulomb attraction, making the adiabatic approximation less accurate. In
the 1990s, a more accurate “two-dimensional” Hartree-Fockapproximation
was used, which allowed one to vary radial parts of the basis functions. It was
applied for calculating binding energies of various quantum states of He atom
(Thurneret al., 1993; Ivanov, 1994; Joneset al., 1996), H− ion (Joneset al.,
1996), B atom and B+ ion (Ivanov & Schmelcher, 2001), and also the ground
state of atoms and their singly positive ions up to Ne (Ivanov& Schmelcher,
2000). A comparison with the “adiabatic Hartree-Fock” results shows that the
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latter are accurate within 10% as long as, for instance,B12 > 0.1 andZnuc ≤ 6,
orB12 > 0.5 andZnuc ≤ 10. ForB12 ≥ 5 andZnuc ≤ 10, the inaccuracy in
the ground-state energy does not exceed 1.3%.

The dipole oscillator strengths, required for modelling ofstrongly magne-
tized neutron star atmospheres, were calculated for the He atom in the two-
dimensional Hartree-Fock approximation by Thurneret al. (1993) and Jones
et al. (1998) and for the Fe atom in the adiabatic approximation by Miller &
Neuhauser (1991).

All calculations of multi-electron atoms and ions mentioned in this section
used the approximation of an infinitely massive nucleus (whose position was
fixed). This is an essential simplification. For instance, the characteristics of hy-
drogenlike ions with fixed nuclei obey a scaling withZnuc (Wunneret al., 1981).
In particular, the binding energies scale asE(Znuc, B) = Z2

nucE(1, B/Z2
nuc).

As we shall see in§4.2.3, motion across a strong magnetic field can qualitatively
modify atomic states and violate this scaling.

4.2.2 Molecules and chains
Neutral molecules. The properties and the very existence of various types
of molecules in strong magnetic fields were debated during decades and still
remain a subject of investigation.

For a non-moving diatomic molecule whose axis is directed along the field
the three-dimensional problem reduces to a two-dimensional one because of the
cylindrical symmetry. It is, therefore, natural that thisparallel configuration
has been best studied.

For obvious reasons, the H2 molecule is the best explored one (see, e.g.,
Demeuret al. 1994; Lai & Salpeter 1996; Detmeret al. 1998). Fit formulae
for dissociation energies in the parallel configuration atγ & 103 are given by
Lai & Salpeter (1996, 1997). At such fields, the dissociationenergy grows as
(ln γ)2, approximately at the same rate as the atomic ground-state energy. For
example, atB = 1012 G, the cohesive energy of the H2 molecule (that is the
difference between the ground-state energies of two atoms and the molecule) is
45.5 eV and the adiabatic dissociation energy is 91 eV (compare with 4.48 eV at
B = 0). The equilibrium internuclear distance decreases as1/ ln γ, becoming
as small as14a0 atB = 1012 G, again roughly proportional to the longitudinal
size of the H atom.

However, according to Detmeret al. (1998), the ground state of the H2
molecule is unbound at weaker fields,0.18 < γ < 12.3, most typical for
millisecond pulsars.

There are relatively few results on heavier molecules in strong magnetic
fields. Some of them have been reviewed by Lai (2001). More recently, Medin
& Lai (2006a) applied DFT for calculating binding energies of different hy-
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drogen, helium, carbon, and iron molecules at several field strengths between
1012 G and2× 1015 G (see also references therein to earlier works).

Molecular ions. One-electron molecular ions in strong magnetic fields have
been studied thoroughly. Detailed papers by Wille (1986) and Kappeset al.
(1994) were devoted to the H2+ molecular ion. The authors considered vari-
ous orientations of the molecular axis with respect to the field. In particular,
Wille (1986) showed that low-lying rotational states of theion transform into
vibrational ones as the field increases. This happens because the lowest energy
in the transverse configuration (i.e., for the molecular axis perpendicular to the
field lines) is higher than the ground-state energy in the parallel configuration.
Thus the angular dependence of the energy creates a potential barrier to rota-
tion. If the field is strong enough, the barrier becomes higher than the lowest
rotational levels. Then the lowest rotational states correspond to oscillations
of the molecular axis about the field direction. Kappes & Schmelcher (1996)
calculated potential surfaces of the H2

+ ion as a function of an internuclear
distance and an angle between the ion axis and the magnetic field direction
for various electron-vibrational-rotational states atB ≤ 1010 G. Wille (1987)
considered also the (H-He)2+ system atB ≤ 108 G.

ForB > 1010 G, the parallel configuration of the H2+ ion has been ana-
lyzed especially thoroughly (e.g., Kravchenko & Liberman 1997 and references
therein). Non-parallel configurations were studied by Turbiner & López Vieyra
(2003, 2004). In particular, the latter authors found that at B & 1011 G large
inclination angles lead to the decay H2

+ → H + p.
The H3

++ ion in a strong magnetic field was studied by López Vieyra &
Turbiner (2002) and Turbineret al. (2005) using a variational method. They
found that H3++ with the protons in a line along the field is stable atB > 1010 G.
They also found that a configuration of protons forming an equilateral triangle
perpendicular to the magnetic line is quasi-bound (metastable) at108 < B <
1011 G and decays into the H atom and two protons.

Molecular chains. Strong magnetic fields stabilize polymer chains aligned
with the fields, as first suggested by Ruderman (1971). In the 1970s, it was
commonly accepted that such chains in the strong fields can beformed of any
atoms. This belief was refuted by Müller (1984), who performed variational
calculations and demonstrated that a molecular chain composed of iron is un-
bound at1 ≤ B12 ≤ 5. Later density-functional (Jones, 1985) and Hartree-
Fock (Neuhauseret al., 1987; Laiet al., 1992; Demeuret al., 1994) calculations
confirmed this result and showed that, atB ∼ 1012−1014 G, infinite chains are
stable only for the elements with atomic numbersZnuc . 4− 6, while heavier
elements do not form a stable molecular bond in the strong fields. On the con-
trary, Thomas-Fermi-like models, such as the Thomas-Fermi-Dirac-Weizsäcker
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model of Abrahams & Shapiro (1991b) still yield a strong binding. Recent DFT
calculations by Medin & Lai (2006b) show that hydrogen, helium, carbon and
iron infinite chains all are bound relative to individual atoms for magnetic fields
B & 1012 G (and may be lower), but iron chains are not significantly bound as
long asB . 1014 G. Since all these studies are approximate and give different
results, it remains unclear, whether the chains of heavy atoms can be really
bound in the strong fields.

4.2.3 Effects of motion
Motion across the magnetic field (non-negligible in warm neutron star at-

mospheres) breaks down the cylindrical symmetry of an atom.The quantum-
mechanical operator that generates velocity boosts is the pseudomomentumK
(a pedagogical and insightful introduction of this quantity is given by Johnson
et al.1983). Therefore,K is relevant to describe atomic motion in a magnetic
field. The pseudomomentum is collinear with the atomic velocity, but differs
from the canonical center-of-mass momentum. With increasingK⊥ (the trans-
verse component ofK), the binding energy decreases, while the atomic size
increases, producing a constant dipole moment perpendicular toB andK. At
γ ≫ 1, the effects of collective motion (Avronet al., 1978; Johnsonet al.,
1983; Vincke & Baye, 1988) become especially pronounced. Inparticular,
the so-called decentered states (with an electron localized mostly in the “mag-
netic well” displaced from the Coulomb center; see Fig. 4.4)are likely to be
populated. For the hydrogen atom, these exotic states were first predicted by
Burkovaet al. (1976).

Quantum-mechanical effects of motion of hydrogenlike ionsin strong mag-
netic fields were analyzed by Bezchastnovet al. (1998). For multi-electron
atoms, ions, and molecules, such effects remain unexplored.

Now let us consider in more detail the simplest but importantexample of a
hydrogen atom moving in a strong magnetic field.

4.2.3 a Hydrogen atom moving in a strong magnetic field

The first numerical solutions of the Schrödinger equation for an atom mov-
ing arbitrarily in strong magnetic fields were presented by Vinckeet al.(1992).
At superstrong fields, the binding energies were calculatedby Lai & Salpeter
(1995) in the non-relativistic approximation. Potekhin (1994) used the expan-
sion of a wave function analogous to Eq. (4.48), but supplemented the sum
over n by the sum over magnetic quantum numbersm (becausem is not a
good quantum number for a moving atom). He numerically solved the corre-
sponding system of coupled-channel equations and calculated binding energies,
wave functions, and radiative transition rates. Analogoussystem of equations
for continuum states was solved by Potekhin & Pavlov (1997).They extended
the results of Potekhinet al.(1997b), mentioned above, to the case of a moving



Envelopes with strong magnetic fields 191

atom, and adapted theR-matrix formalism (Wigner & Eisenbud, 1947) to this
case.

According to these studies, an atom moving across the field lines acquires
a constant electric dipole moment in the direction oppositeto its guiding cen-
ter rc = c (eB2)−1B ×K. WhenK⊥ is small enough, the dipole moment
is also small, and the energyE‖(K⊥) increases byK2

⊥/(2m
⊥
nmν). Here,

m⊥
nmν is the so-calledeffective transverse mass, which exceeds the atomic

massmH and grows with the field strength. In this case, the average trans-
verse velocity isv⊥ = K⊥/m⊥

nmν . WhenK⊥ reaches some critical value
Kc ≈

√
2mHE‖(0) ∼ 102~/a0, the atom becomesdecentered: v⊥ attains

its maximum and starts to decrease, while the electron-proton separation ap-
proachesrc. Note thatrc is proportional toK⊥ and inversely proportional to
B; an accurate fit ofKc as a function ofB is given by Potekhin (1998). Thus,
for decentered states, the transverse pseudomomentumK⊥ characterizes the
electron-proton separation, rather than the velocity.

In the limiting case whereK⊥ ≫ γ(ν + 1
2)

2
~/a0, all longitudinal energies

approach the asymptoteE‖ ∼ −e2/rc. In this case all the states withm 6= 0
become unbound. Indeed, sinceE‖ is small for largeK⊥, the binding energy
(4.46) becomes negative atm < 0, However, atm = 0 and arbitrarily large
K⊥, there still remains an infinite series of truly bound states(enumerated by
ν).

Sincerc = a20K⊥/γ~, the decentered states atγ . 1have huge sizes. Hence,
they are likely destroyed by collisions with surrounding particles in laboratory
and in atmospheres of magnetic white dwarfs. However, in neutron star atmo-
spheres atγ & 103 the decentered states may be significantly populated, as will
be shown below.

Photoionization of an H atom moving in a strong magnetic fieldwas studied
by Bezchastnov & Potekhin (1994) and Kopidakiset al.(1996), using different
modifications of the adiabatic approximation. A complete numerical treatment
beyond the adiabatic approximation has been developed by Potekhin & Pavlov
(1997). These authors showed that none of the versions of theadiabatic ap-
proximation can provide accurate photoionization cross sections for all values
of K⊥ and for any photon polarization, particularly because the continuum-
channel coupling strongly affects the absorption of circularly polarized photons
at sufficiently largeK⊥.

For astrophysical applications, it is useful to have analytical fits to the binding
energies, quantum-mechanical sizes, and main oscillator strengths of moving
H atoms. Such fits have been constructed by Potekhin (1998) for 7 × 1011 G
≤ B . 3×1013 G. Figure 4.5 demonstrates the dependence of binding energies
of the hydrogen atom onK⊥.

For field strengths outside the above range, reliable fittingformulae are ab-
sent. At stronger magnetic fields, tables of binding energies and all relevant
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Figure 4.5. Energy spectrum of the hydrogen atom moving across a strong magnetic field as a
function of the transverse component of pseudomomentum in atomic units (a.u.).

bound-bound oscillator strengths and bound-free cross sections were calculated
by Potekhin & Chabrier (2004). For weaker magnetic fields, the binding ener-
gies and bound-bound transition rates of a moving H atom werefirst calculated
by Lozovik & Volkov (2004).

Finally, let us mention that the coupling of center-of-massand relative mo-
tions of an electron and a nucleus in a strong magnetic field affects also the
probabilities of free-free transitions and correspondingopacities, especially if
the radiation frequency isω . ωci, whereωci is the ion cyclotron frequency
(see, e.g., Potekhin & Chabrier 2003).

4.2.4 Magnetic condensation
Ruderman (1971) pointed out that polymer chains aligned with the strong

magnetic fields shouldattract one another because of the quadrupole-quadrupole
interactions, and eventually form a solid. The magnitude ofsuch an interaction
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for hydrogen chains was estimated by Lai & Salpeter (1997) who concluded that
hydrogen may form a solid stellar surface at superstrong fields (B ≫ 1013 G).

For iron and other heavy elements, the situation is very uncertain. Hartree-
Fock studies cited above, as well as earlier DFT calculations (Jones, 1986)
indicated that the stellar surface may be diffuse even at zero temperature, con-
trary to Thomas-Fermi-like models with a gradient correction (Abrahams &
Shapiro, 1991a; Fushikiet al., 1989; Rögnvaldssonet al., 1993). However,
finite-temperature corrections, introduced in these models, transform the solid
surface into a diffuse atmosphere (Abrahams & Shapiro, 1991a; Thorolfssonet
al., 1998).

Lai (2001) formulated approximate conditions for the magnetic surface con-
densation. According to his study, the critical condensation temperature in-
creases with the growth of the magnetic field strength, and can be as high as
106 K (for a Fe surface atB ∼ 1013 G or an H surface atB ∼ a few×1014 G).
This means, in particular, that the thermal radiation of a neutron star can di-
rectly emerge from the degenerate metallic condensed surface, without passing
through a gaseous atmosphere. According to Lai (2001), the zero-pressure
density of the condensed matter can be estimated as

ρs ≃ 560 η AZ−3/5B
6/5
12 g cm−3, (4.55)

whereη is an unknown correction factor of the order of unity (η = 1corresponds
to the uniform electron gas model in the Wigner-Seitz approximation). The
estimate Eq. (4.55) agrees, within a factor of a few, with thetypical density
of the plasma phase transition for strongly magnetized hydrogen (Potekhin
et al., 1999b; Potekhin & Chabrier, 2004). Medin & Lai (2006b) performed
DFT calculations of the cohesive energies and work functions for zero-pressure
condensed hydrogen, helium, carbon, and iron at1012 G ≤ B . 1015 G. For
instance, they found that the cohesive energy per carbon atom ranges from∼ 50
eV atB = 1012 G to 20 keV at1015 G. The cohesive energy per iron atom
varies from∼ 0.8 keV atB = 1013 G to 33 keV at1015 G.

Calculations of the dielectric tensor and the thermal radiation spectrum of a
strongly magnetized condensed surface were attempted previously by several
research groups (e.g., Brinkmann 1980; Turollaet al.2004). The most accurate
calculations were done by van Adelsberget al. (2005) and Pérez-Azorı́net al.
(2005).

4.3. Models of strongly magnetized outer envelopes of
neutron stars

There are three main effects of a strong magnetic field on outer envelopes of
neutron stars.

First, the bottom density of the photosphere greatly increases due to the
reduction of radiative opacities. Since the same magnetic field that reduces
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the opacities also suppresses the electron degeneracy, theatmosphere remains
typically nondegenerate in spite of this density increase.Consequently, at a
given density, the pressure in the magnetized atmosphere isconsiderably lower
than in the non-magnetic one.

Second, the increase of atomic binding energies tends to lower the ionization
degree, as first guessed by Cohenet al.(1970). Hence, there can be a significant
amount of bound species in a highly magnetized atmosphere, even if it was
negligibly small at the same temperature in the field-free case.

Third, the quantum-mechanical effects of atomic and ionic thermal motion
across the field (§4.2.3) have a great impact on the EOS. In general, the motion
lowers the binding energies but increases the statistical weight of the atoms. The
net effect on the ionization degree results from a balance ofthese two factors.

Let us mention that a strong magnetic field affects convection in neutron
star envelopes. The super-adiabatic gradient (2.41) is a necessary but not suf-
ficient condition for the convective instability. Miralleset al. (1997) argue that
magnetic fieldsB ∼ 1011–1013 G stabilize the atmosphere against convection.
The influence of a low magnetic field on the convection remainsquestionable.
Rajagopal & Romani (1996) suggest that even the lowest knownneutron-star
magnetic field (∼ 108 G) should strongly suppress convection, while according
to Miralles et al. (1997) there may be rapid convective flows in neutron star
envelopes atB . 109 G. Moreover, according to Urpin (2004, 2005), even
a strongly magnetized neutron star ocean can be unstable, ifthe temperature
varies along the surface.

4.3.1 Strongly magnetized iron envelopes
In the low-density regime, where the electrons are nondegenerate, a model

of a magnetized iron atmosphere was developed by Rajagopalet al. (1997)
who generalized the equation of ionization equilibrium given by Khersonskii
(1987a):

nj
nj+1

=
neλ

3
e

2

sinh ζj
ζj

ζj+1

sinh ζj+1

tanh ζe
ζe

Zint,j

Zint,j+1
exp

(
Ej,ion
kBT

)
. (4.56)

This equation differs from the non-magnetic Saha equation (2.171) by the three
ratios containing sinh and tanh. In these factors,ζj ≡ ~ωcj/2kBT , ζe ≡
~ωc/2kBT , andωcj = jeB/mjc is the ion cyclotron frequency of anjth-
ionized atom. These factors naturally come from partition functions of free ions
and electrons whose transverse motion is quantized in the equidistant Landau
levels. Obviously, for a neutral atom one should setsinh ζ0/ζ0 = 1. The
difference of these factors for the ions and electrons (sinhversustanh) is caused
by different treatments of their spin energies in the magnetic field. The electron
spin energy±~ωc/2 provides an additional factor(eζe + e−ζe) to the electron
partition function, while analogous factors due to the nuclear spin energies
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at ionization stagesj andj + 1 are equal and cancel each other in Eq. (4.56).
However, the contribution of the nuclear spin energy must betaken into account,
for instance, in calculating the specific heat (cf.§4.1.4).

Constructing the models of magnetized iron atmospheres, Rajagopalet al.
(1997) took into account the effects of atomic motion in an approximate way,
based on the perturbation theory (Pavlov & Mészáros, 1993). Because of the
high mass of iron atoms, this can be a reasonable approximation in relatively
cold iron atmospheres. Based on the non-magnetic results for the Coulomb non-
ideality, Rajagopalet al. (1997) estimated the influence of this non-ideality on
the EOS and found it to be small (up to∼ 10%) throughout the atmosphere.

The main uncertainty in the EOS of Rajagopalet al. (1997) comes from
neglecting the effects of plasma non-ideality on bound species (particularly,
on the pressure destruction). In order to achieve a convergence of the internal
partition functionsZj, the authors arbitrarily replaced high-lying levels by a
series of equidistant levels. This may be severely inaccurate if excited levels
are significantly populated.

The EOS of subphotospheric stellar layers composed of heavyelements was
calculated by a number of authors in the Thomas-Fermi approximation with
gradient corrections. Fushikiet al. (1989) performed the first calculations of
this kind and showed that the magnetic field strongly affectsthe EOS of a
cold plasma. Using the approximation of zero temperature, they obtained a
solid boundary (atρ ∼ 103 g cm−3 for B ∼ 1012 G). Abrahams & Shapiro
(1991a) showed that the boundary can be smeared away by the thermal effects.
Rögnvaldssonet al.(1993) included into consideration the population of excited
Landau levels. Both effects, of finite temperatures and higher Landau levels,
were incorporated by Thorolfssonet al. (1998). The latter authors showed that
the pressurePTF, calculated in the Thomas-Fermi approximation, is noticeably
suppressed relative to the pressureP

(e)
id of the ideal electron gas as long as the

field is stronglyquantizing. However,PTF rapidlyapproachesP (e)
id whenhigher

Landau levels are populated with increasingρ or T .
A comparison of different versions of Thomas-Fermi-like models presented

by Abrahams & Shapiro (1991a) demonstrates a large uncertainty of the EOS
for outer atmospheric layers, indicating that a more detailed model is required.

Nevertheless, we expect that the existing models give correct order-of-
magnitude estimates of the magnetic-field effects. Solid lines in Fig. 4.6 show
the finite-temperature Thomas-Fermi EOS of Thorolfssonet al. (1998) at two
magnetic field strengths and two temperatures. For comparison, by dot-dashed
lines we also plot the EOS of fully ionized iron in the same magnetic fields
(taking into account the electron degeneracy but neglecting non-ideality), and
by dotted lines we plot the EOS of fully ionized iron atB = 0. All the ef-
fects discussed above are clearly seen. In the strongly quantizing field (i.e.,
at ρ ≪ 104 g cm−3 andρ ≪ 105.5 g cm−3 for B = 1012 G and1013 G, re-
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Figure 4.6. EOS of iron matter atB = 1012 G (left) and1013 G (right). Solid lines refer to the
Thomas-Fermi model (Thorolfssonet al., 1998), dot-dashed lines to fully ionized gas, dotted
lines to non-magnetic fully ionized gas. A lower line of eachtype corresponds tokBT = 10 eV,
(T = 1.16× 105 K) and an upper one to 1 keV (1.16 × 107 K)

spectively), the magnetic effects are very pronounced at the lower temperature.
The EOS of fully ionized and magnetized matter is much softerthan its non-
magnetic counterpart because of the delayed onset of the electron degeneracy
(see Eq. (4.32) and a discussion therein). Even lower pressure is provided by
the Thomas-Fermi EOS, which takes into account electron-ion attraction and,
in an approximate way, partial ionization. Afterρ reaches and exceedsρB , all
three types of lines converge. In this case the EOS only slightly differs from
the EOS of the ideal non-magnetic electron gas (§2.3.1e). Some oscillations
of the pressure around this non-magnetic value are still visible. They reflect
consecutive filling of excited Landau states. At such high densities, the field is
weakly quantizing.

The higher-T curves reveal the same features but less pronounced, because
higher temperatures partly remove the electron degeneracyand destroy bound
states. That is why, for example, the upper curves of all three types on the left
panel (B = 1012 G) nearly coincide.

4.3.2 Strongly magnetized hydrogen atmosphere
The effects of strong magnetic fields on the thermodynamics of the atmo-

spheric plasma have been studied most thoroughly for hydrogen atmospheres.
The equation of ionization equilibrium was first derived by Gnedinet al.(1974),
who neglected the quantization of proton motion and and the effects of atomic
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motion on the internal structure of hydrogen atoms (§4.2.3). The next step was
made by Khersonskii (1987a). He took into account the quantization of proton
motion (the terms containing the proton cyclotron frequency ωcp in Eq. (4.46)),
but neglected the effects of motion on atomic states. Khersonskii (1987b) an-
alyzed also dissociation equilibrium of the H2

+ molecular ion (ignoring the
effects of motion on its states) and showed that its abundance in a neutron star
atmosphere is typically very small.

The importance of effects of motion on atomic quantum statesfor the ioniza-
tion equilibrium was fully recognized by Venturaet al. (1992) who, however,
did not include them in calculations. Lai & Salpeter (1995, 1997) were the
first who quantitatively evaluated these effects. Nevertheless, their treatment
has a limited applicability since it was based on crude approximations for bind-
ing energies of moving atoms and for the pressure ionization(as discussed by
Potekhinet al.1999b). A more detailed model will be considered in§4.3.2b.

In §4.3.2a, following Potekhinet al.(1999b), we describe an EOS of partially
ionized, strongly magnetized hydrogen plasma constructedin the framework
of the chemical picture.

4.3.2 a Free energy model

Consider a plasma consisting ofNe electrons,Np = Ne protons, andNH

hydrogen atoms in a volumeV . The free energy model is a straightforward
generalization of the non-magnetic model presented in§2.5.2,

F = F
(e)
id + F

(p)
id + F neu

id + Frad + FC
ex + F neu

ex . (4.57)

The free energies of the ideal electron and proton gases,F
(e)
id andF (p)

id , are given
in §§4.1.1 and 4.1.4, respectively. The Coulomb partFC

ex has been discussed in
§4.1.5. The standard radiation termFrad, Eq. (2.176), can be important only at
low ρ or very highT . Here we focus on the ideal and non-ideal contributions,
F neu
id andF neu

ex , produced by bound species.
The coupling between atomic motion and binding energies precludes the

separation of the translational free energy from the internal one [which is quite
standard in the non-magnetic case, Eq. (2.35)]. Because quantum-mechanical
characteristics of an atom in a strong magnetic field depend on the transverse
pseudomomentum ina non-trivial way, the distributionof atoms overK⊥ cannot
be written in a closed form. It is only the distribution overKz that remains
Maxwellian. Let us consider bound states atγ ≫ 1. In this case the Landau
numbern = 0, and we do not write it explicitly. Letpmν(K⊥) d

2K⊥ be the
probability to find an atom with given(m, ν) in an elementd2K⊥ near a point
K⊥ of the transverse pseudomomentum plane. For the Maxwell distribution,
we would havepmν(K⊥) = (2π~)−2λ2H exp[−K⊥

2/(2mH)]. Here,λH is the
thermal wavelength of the H atom, given by Eq. (2.27). Generally, the number
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of atoms in an elementd3K of pseudomomentum space is

dN(K) = Nmν
λH
2π~

exp

(
− 1

kBT

K2
z

2mH

)
pmν(K⊥) d

3K, (4.58)

whereNmν =
∫

dNmν(K) is the total number of atoms with specified discrete
quantum numbers. The distributionNmνpmν(K⊥) is not given in advance but
should be calculated self-consistently via minimization of the total free energy,
including the non-ideal terms.

It is convenient to introduce the deviations from the Maxwell-Boltzmann
distribution through the occupation probabilitieswmν(K⊥):

pmν(K⊥) =

(
λH
2π~

)2 wmν(K⊥)
Zmν

exp

(
Emν(K⊥)− Emν(0)

kBT

)
, (4.59)

Nmν

NH
=
Zmν
Zint

exp

(
Emν(0)− Egr−st

kBT

)
, (4.60)

where

Zmν =
λ2H
2π~2

∫ ∞

0
wmν(K⊥) exp
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Emν(K⊥)− Emν(0)

kBT

)
K⊥ dK⊥, (4.61)

Zint =
∑

mν

Zmν exp
(
Emν(0)− Egr−st

kBT

)
, (4.62)

andEgr−st ≡ E00(0).
The number of atoms per a unit phase-space cell equals (e.g.,Landau &

Lifshitz 1976) [dN(K)/d3K] (2π~)3/V . The calculation ofF = U − TS
for this distribution gives

FH
id =

∑

mν

Nmν

{
kBT

∫
ln
[
nmνλ

3
Hwmν(K⊥)

]
pmν(K⊥) d

2K⊥

− kBT (lnZmν + 1) + Egr−st − Emν(0)
}
. (4.63)

To this expression we should add the contribution of molecules. This has
been done by Potekhinet al.(1999b) for ground-state H2 molecules, in order to
estimate the validity range of the model where molecules areneglected. A more
realistic treatment of molecules would require extensive quantum-mechanical
calculations (with allowance for the center-of-mass motion and rotation).

The contribution of atoms to the non-ideal partFex of the free energy can
be calculated in the hard-sphere approximation using the van der Waals one-
fluid model according to Eq. (2.178). An obvious generalization of the sum in
Eq. (2.179) includes

∫
pmν(K⊥) d

2K⊥; the root-mean-square proton-electron
distancelκ = lmν(K⊥) was approximated by analytic formulae by Potekhin
(1998).
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4.3.2 b Equilibrium conditions

Minimization of the free energy yields the ionization equilibrium (general-
ized Saha) equation:

nH
np

= ne
λpλe
λ3H

(2πa2m)
2

[
1− exp

(
−~ωcp

kBT

)]

×Zint exp

(
Egr−st +∆µdeg

kBT

)
, (4.64)

where

∆µdeg = µe +
∂µe
∂ lnne

− ∂Pe
∂ne
− kBT ln(2πa2mλene)

takes into account the effects of electron degeneracy and population of excited
Landau levels. Here,µe andPe refer to the ideal electron gas (§4.1.2), and we
have excluded the rest energymec

2 from µe in this non-relativistic treatment.
The distributions of atoms over discrete quantum numbers and over trans-

verse pseudomomenta are given by Eqs. (4.60) and (4.59), respectively. We do
not present theK-dependent occupation probabilitieswmν(K⊥) in the latter
equations (they are given in the original paper by Potekhinet al. 1999b), but
discuss the results.

4.3.2 c Occupation numbers

Figure 4.7 displays the distribution of atoms over two quantum numbers,
m andν, for B = 1012 G at two relatively low densities,ρ = 0.001 g cm−3

and0.1 g cm−3. The left panel shows the relative occupation numbers for the
tightly bound statesν = 0 with different quantum numbersm. The distribution
is broader for higher density. This apparently surprising feature is easily ex-
plained by the presence of the third quantum parameterK⊥. At low densities,
the majority of atoms reside in states with large values ofK⊥ because of the
large statistical weight of such states, which all havem = 0 (§4.2.1). At higher
densities, these strongly decentered states are removed bythe excluded-volume
(pressure-ionization) effects, and the distribution overm grows broader. Con-
versely, on the right panel we observe a narrowerν-distribution at higher density,
because the excluded-volume effects eliminate hydrogenlike states. Ultimately,
at still higher densities, only the ground centered state survives (m = ν = 0,
K⊥ < Kc).

Figure 4.8 shows the ionization curves atB = 1012 G andT = 106 K.
The heavy solid line represents the total fraction of atomsxH = nH/n0 in all
quantum states, calculated from Eq. (4.64);n0 = nH + np. The thin solid line
shows the fraction of atoms in the ground state (m = ν = 0, but anyK⊥), and
the dashed line shows the fraction of atoms in the centered states (K⊥ < Kc,
anym andν). For reference, triangles display the atomic fraction atB = 0.
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Figure 4.7. Distribution of atomic occupation numbers atT = 106 K for B = 1012 G. The
distribution over the quantum numberm at ν = 0 and overν at m = 0 is shown for two
densities,ρ = 0.001 g cm−3 (hatched histograms) and0.1 g cm−3 (shaded histograms).

Figure 4.8. Ionization isotherms atB = 1012 G andT = 106 K: The total fraction of atoms
xH = nH/n0 (the thick solid line) and the fractions of ground-state (the thin solid line), centered
(short dashes), and optically identifiable (Inglis-Teller; long dashes) atoms. For comparison,
triangles givexH atB = 0.
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We see that a strong magnetic field generally increases the neutral frac-
tion. The excited and decentered atoms contribute significantly at low densi-
ties. Since the effective size of the decentered atoms is proportional toK⊥, the
integration in Eq. (4.61) gives roughlyZmν ∝ n

−2/3
0 , and, therefore,x00 de-

creases asymptotically asn1/30 . Because of the broadening of theν-distribution

(roughly, max ν ∝ n
−1/6
0 ), the low-density wing of the curve for the total

neutral fraction has a slopexH ∝ n
1/6
0 , which is very moderate compared to

xH ∝ n1/20 in the non-magnetic case (triangles).

The centered atoms, whose pseudomomentum is bounded from above by the
critical valueKc, have nearly density-independent internal partition function
at low ρ. Therefore, their fraction behaves asxcen ∝ n0, and they disappear
much faster at lowρ.

At high densities, on the contrary, the decentered states become depleted due
to the excluded-volume effects, so that the dashed line in the figure merges with
the solid one atρ & 10 g cm−3. At still higher densities,ρ & 102 g cm−3,
all excited states disappear, and only the statem = ν = 0 survives. Because
of the reduced atomic volume, the pressure ionization occurs at densitiesρ ∼
102 − 103 g cm−3, orders of magnitude larger than for the field-free case.

Not all neutral atoms that contribute to the EOS may be identified spectro-
scopically (cf.§2.5.1). The interaction of plasma species produces a significant
fraction of clusters. Such clusters contribute to the EOS similarly to atoms, low-
ering the pressure, but their radiation-absorption properties are clearly different
from those of an isolated atom. Therefore, they should be removed from the
neutral fraction used for the calculation of bound-free andbound-bound opac-
ities. Analogously, at lowρ we should not include those highly excited states
that disobey the Inglis & Teller (1939) criterion for the dissolution of spectral
lines under the Stark effect. The “dissolved” lines form an “optical contin-
uum.” The fraction of atoms that are not strongly perturbed by microfields
and, therefore, do exhibit spectral characteristics of isolated atoms can be esti-
mated by generalizing Hummer-Mihalas’s occupation probabilities (Hummer
& Mihalas, 1988) to the case of strong magnetic fields. At every s, ν, and
K⊥, we calculate the “optical” occupation probabilitywo

νs(K⊥), replacing the
Inglis-Teller criterion by an approximate criterion basedon the average atomic
size [Eq. (14) of Pavlov & Potekhin 1995]. Weakly perturbed atoms, which
contribute to the bound-bound and bound-free opacities, constitute a fraction
wo
νs(K⊥)/wt

νs(K⊥) < 1 of the total number of atoms. Here,wt
νs(K⊥) is the

“thermodynamic” occupation probability derived from the free energy. In Fig.
4.8 this “Inglis-Teller” fraction is shown by the long-dashed line. Its rapid
decrease at high densities indicates that atomic spectral features disappear at
ρ ∼ 10 g cm−3, long before the pressure ionization (cf.§2.5.2).
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Figure 4.9. Dependence of the atomic fractionxH (solid lines) and the fraction of optically
identifiable atoms (dashed lines) on the magnetic field strength for ρ = 0.01 g cm−3 (left),
ρ = 10 g cm−3 (right), T = 105.5 K (upper curves), and106.5 K (lower ones). Triangles show
xH atB = 0.

TheB-dependence of the atomic fraction at two values ofT and two values
of ρ is shown in Fig. 4.9. The totalxH is drawn by solid lines, and the “optical”
(Inglis-Teller) fraction by dashed lines. Triangles on theleft panel show the
total fraction of atoms atB = 0 (this fraction is negligible atρ = 10 g cm−3

on the right panel).
It was stated in early papers (Gnedinet al., 1974; Khersonskii, 1987a; Miller

& Neuhauser, 1991) that the ionization degree decreases with growingB above
∼ 1012 G only atT . 5× 105 K but increases at higherT . However, Fig. 4.9
does not reveal such an increase. This is an effect of moving atoms, neglected
in the early papers. First, the growth ofB increases the effective massm⊥ and
thus the statistical weight of the centered atoms. Second, at low densities the
internal partition function grows further under the effectof decentered states.

4.3.2 d Equation of state

Figure 4.10 presents four pressure isotherms derived from the free energy
model which was described in§4.3.2a. For comparison, we also show the
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Figure 4.10. EOS of partially ionized atomic hydrogen atB = 1012 G (solid lines) compared
to the EOS of fully ionized ideal electron-proton plasma at the sameB (dotted lines) and the
EOS of partially ionized hydrogen atB = 0 (dashed lines). The temperature logarithms are
(from top to bottom)log T [K]= 6.5, 6.0, 5.5, and 5.0. The vertical line shows the densityρB,
above which excited Landau levels become populated.

EOS of magnetized, fully ionized ideal gas (§4.1.2) and the non-magnetic EOS
(§2.5.2). The vertical line bounds the regionρ < ρB . Let us first discuss the
low-density regime,ρ . 10 g cm−3. At T & 106 K, all three EOSs converge to
P = (n0 + ne) kBT = 2n0kBT . At lower temperatures, the pressure deviates
from this law because of partial recombination of atoms. As discussed in
the previous section, the strong magnetic field increases the neutral fraction.
Therefore, the pressure is reduced more strongly compared to the field-free
case.

In the intermediate density range,10 g cm−3 . ρ . ρB , the differences
among the three considered cases are most important. ForB = 0, the plasma
is fully ionized in this region, and the electrons become partially degenerate,
making the EOS stiffer. In the strong magnetic field, the electron degeneracy is
reduced (§4.1). Hence the ideal-gas EOS is softer than atB = 0, except for the
densities approachingρB, where the degeneracy sets in, and the pressure grows
rapidly. The partial recombination and Coulomb non-ideality further decrease
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Figure 4.11. Density exponentχρ = (∂ lnP/∂ ln ρ)T at T = 106 K without magnetic field
(dashed line) and in strong magnetic fields of various strengths (dot-dashed and solid lines).
After Potekhinet al. (1999b).

P . The pressure ionization discussed above has two opposite effects. One is the
positive contribution of free electrons, produced in the course of the ionization,
and the positive non-ideal pressure of neutral species. Theopposite effect
is the negative Coulomb contribution. At lowT , these effects may cause the
thermodynamic instability (∂P/∂ρ < 0) leading to a phase transition, which we
observe on the isothermT = 105 K. The second lowest isotherm in the figure
is slightly over the critical one. This is a complete analogue to the plasma
phase transition, which is a first-order phase transition from the low-ionization
state to a high-ionization state of the matter. In our model,it is caused by a
strong Coulomb attraction between electrons and ions. The attraction produces
a negative contribution to the pressure, that cannot be compensated at low
temperatures until the degeneracy sets in. One should not forget, however, that
the plasma phase transition is model-dependent and its reality has not been
proven.1

At higher densitiesρ & ρB , excited Landau levels become populated due
to the increase of the Fermi energy. Eventually, atρ ≫ ρB, the non-magnetic
EOS is recovered.

Figure 4.11 demonstrates the effects of strong magnetic fields on the den-
sity exponentχρ = (∂ lnP/∂ ln ρ)T . Although the pressure approaches the

1At B = 0, the plasma phase transition was first suggested independently by Wigner & Huntington (1935)
and Landau & Zeldovitch (1943). Later it was predicted by several theoretical models (Norman & Starostin,
1968; Ebeling & Richert, 1985; Saumonet al., 1995), but never confirmed in experiment.
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non-magnetic value atρ > ρB , the effects of magnetic quantization remain
quite prominent for the derivativeχρ, as shown by the curve corresponding
to B = 1012 G. A sudden fall ofχρ occurs atρ = ρB . At higher densi-
ties, the field becomes weakly quantizing; it slightly modifies the pressure but
strongly affects its derivative. Consecutive population of excited Landau levels
causes oscillations ofχρ around the non-magnetic value. This is an example
of magnetic oscillations described in§4.1.3.

We have discussed the main effects of strongly quantizing magnetic fields on
a partially ionized hydrogen plasma. Other thermodynamic quantities, obtained
in the framework of the present model, experience similar dramatic modifica-
tions. Certainly, such effects are important for theoretical modeling of neutron
star atmospheres.

These new atmosphere models have been constructed by Hoet al. (2003)
and Potekhinet al. (2004). The modelling confirms that partial ionization may
strongly affect spectra of thermal radiation of magnetizedneutron stars. For
hydrogen atmospheres, the effects of atomic motion on atomic structure are
crucial and cannot be neglected.





Chapter 5

NEUTRON STAR CORES: NUCLEONS
AND HYPERONS

5.1. Introduction

As we have seen in§3.5, nuclei cannot exist at densities exceeding∼
(1.5 − 2.0) × 1014 g cm−3. At these densities the matter becomes a uniform
plasma of neutrons, protons, and electrons. Up toρ ∼ 2ρ0 its properties
can be calculated in a rather reliable way using the methods of the nuclear
many-body theory, which have been applied with some successfor the micro-
scopic description of ordinary nuclear structure. At such densities the only
baryons present in the ground state of the matter are nucleons which are in beta
equilibrium with electrons (and muons if the electron Fermienergy exceeds
mµc

2 = 105.7 MeV). The shell of the neutron-star core with densitiesρ . 2ρ0
is called theouter core. Its matter will be called thenpeµ matter. At higher
densities our assumption of thenpeµ composition of dense matter can be in-
valid because the matter may contain hyperons. The derivation of the equation
of state (EOS) of the matter composed of nucleons, hyperons,electrons, and
muons will be the topic of the present chapter.

As soon as the density significantly exceeds the normal nuclear density,
the structure and composition of a neutron-star core becomes more uncertain.
Several exotic phases of the matter have been suggested on theoretical grounds.
For instance, the matter can be inhomogeneous, containing acondensate of
pions or kaons, and acquiring a periodic structure. One can also contemplate
a transition to a deconfined quark plasma. For all these phasetransitions, the
ground state of the matter can be either in a single (pure) phase at a given
pressure or in a mixed-phase state, in which the thermodynamic equilibrium is
realized by two coexisting phases, their proportion depending on the pressure.
There is a plethora of theoretical possibilities concerning the structure of the
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inner part of neutron star withρ & 2ρ0; this part is called theinner core.
The hypothetical exotic phases of dense matter and their effect on the EOS of
neutron-star core will be studied in Chapter 7.

The EOS of the core atρ & (1014−1015) g cm−3 is necessary to construct
the models of neutron stars and calculate their maximum massMmax. In its
greatest generality, the problem can be formulated as follows: we are seeking
for the ground state of matter composed of hadrons and leptons. Two charges
are conserved and can be fixed while minimizing the energy: the total electric
charge, set to zero, and the baryonic charge,Ab. After fixing the Hamiltonian
and the volume of the system, we have to calculate a state withminimum
energy per baryon. This state depends only on the average baryon density
nb = Ab/volume.

Calculation of the EOS atρ & (1014−1015 ) g cm−3 is an intellectual
challenge. As soon as the density exceeds the normal nucleardensity, a theorist
enters an area where the theoretical calculations can be tested exclusively by
neutron star observations. The difficulties are legion: oneneeds a precise
solution of a many body-problem for a very dense system with strong and
complicated interactions, which are often poorly known. The progress in the
calculation of the EOS is intimately related to the development of the many-
body theory of nuclear matter. In the next two sections we briefly describe the
development of ideas and theories which led to the present models of the EOS
of neutron star cores built of nucleons, hyperons, and leptons.

5.2. Before the discovery of pulsars: 1932–1967
In his classical paper, written before the discovery of the neutron, Landau

(1932) gave an independent derivation of the maximum (Chandrasekhar) mass
limit of white dwarfs and considered the final fate of more massive stars. Lan-
dau argued that such stars cannot have a stable equilibrium configuration of a
white dwarf type and consequently collapse to much higher densities, reach-
ing the densities beyond those of atomic nuclei (see§1.2). Slightly later, a
theoretical study of the composition and EOS of dense stellar matter was pre-
sented by Sterne (1933). He studied thermodynamic equilibrium of the matter
composed of neutrons, protons, electrons, and atomic nuclei.1 Using the today
terminology, we can say that Sterne tried to determine the EOS of catalyzed
matter. He concluded, that in the case of low temperatures, the low-density
catalyzed matter is composed of56Fe, while atρ & 2× 1010 g cm−3 the mat-
ter consists of neutrons only.2 In this way, it has been realized, on theoretical

1Sterne included only a few nuclei,4He, 12C, 14N, 16O, 56Fe, 214Pb (this last nuclide was called then
214Ra B).
2The most neutron-rich nucleus known was214Pb, withZ/A = 0.383, so that atρ > 2.3× 1010 g cm−3

it was energetically advantageous to replace nuclei by freeneutrons.
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grounds, that the compression of the matter during stellar evolution will in-
duce neutronization. As concluded by Sterne (1933) “. . . matter at these high
densities would be literally squeezed together into a form of neutrons.” Be-
cause Sterne assumed thermodynamic equilibrium between matter constituents,
he could avoid a discussion of the mechanism of nuclear transformations (the
Fermi theory of weak interactions, required for studying beta-transformations,
was formulated one year later, in 1934).

While Chandrasekhar’s studies were restricted to white dwarfs, in one of
his papers on this subject he mentions (Chandrasekhar 1935)an unpublished
result of J. von Neumann, who “. . . has shown that thevery ultimate EOS for
matter shouldalwaysbeP = 1

3E . . . ”. Now we know that the limiting EOS
of nucleonic matter isP = E (see§5.15 below), but von Neumann’s result is
perfectly valid as a strict limit atρ −→∞, just due to the asymptotic freedom
of the QCD (§7.5). The status of the theory of dense matter by the mid 1930s
was reviewed by Hund (1936). In his review, written after Baade & Zwicky
(1934a) introduced neutron stars in the realm of astronomy,Hund considered
the densities, at which the EOS could be affected by nuclear forces between
nucleons. At that time, the range of nuclear forces was estimated as∼ 1−10 fm.
Therefore, Hund argued, the nuclear forces become important at suchρ, where
the distance between nucleons is comparable to the range of nuclear forces.
This implies(mn/ρ)

1/3 ∼ (10−13−10−12) cm. Thus, the nuclear forces were
expected to become important atρ ∼ 1012−1015 g cm−3, a very reasonable
estimate from the today perspective.

Oppenheimer & Volkoff (1939) calculated first neutron star models using
the exact form of the equations of hydrostatic equilibrium in General Relativity
which they derived simultaneously with Tolman (1939; see§§1.2 and 6.1) from
the Einstein equations. They assumed the EOS of free Fermi gas of neutrons at
T = 0, getting the maximum mass of neutron stars0.71M⊙ . This limiting mass
was only one half of the Chandrasekhar mass limit for white dwarfs. Therefore,
they remarked: “Since neutron star core will not tend to formby collapse of
ordinary matter for masses under1.5 M⊙ (Landau limit),3 it seems unlikely
that static neutron star core can play any great part in stellar evolution . . . ”
They realized, however, that the actual value ofMmax might be much higher
than0.7 M⊙, the reason being that “. . . the EOS we have used so far fails to
describe behavior of highly condensed matter.” The authorstried to estimate
the maximum effect of possible repulsive nuclear forces atρ > 1015 g cm−3

respecting the inequalityP < 1
3E , which at that time was thought to be valid

for all physically sound EOSs. The extreme case wasP = 1
3E but this did

not significantly increaseMmax. Oppenheimer and Volkoff understood that if

3That is how they called the Chandrasekhar limit.
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P were noticeably larger than13E thenMmax could be noticeably larger than
0.7M⊙. However, the lack of knowledge of nuclear forces in 1939 prevented
them from evaluating the effect of nuclear interaction on the EOS.

Any further progress necessitated better knowledge of nuclear structure and
nuclear interactions. A breakthrough in this domain occurred in two decades
following the Oppenheimer-Volkoff paper, but it had no impact on the neutron
star theory, just because the topic was widely considered as“academic”.4 The
studies of the matter at high density were revived by J.A. Wheeler and his
collaborators in the mid-1950s. They considered the end-point of the evolution
of massive stars, the stability of neutron stars, and the gravitational collapse
of massive stellar cores into black holes. Their results were summarized by
Harrisonet al. (1958) who introduced the concept ofcold catalyzed matter–
a state which realizes the minimum energy per baryon at a given nb. Their
results relevant for neutron-star crusts were mentioned in§3.3. For the EOS
in a neutron-star core, they used the approximation of a non-interactingnpe
gas. Therefore, the only progress in two decades after the classical work of
Oppenheimer & Volkoff (1939) was the inclusion of beta equilibrium. It slightly
softened the EOS atρ = (1014−1016) g cm−3, yieldingMmax = 0.70 M⊙
instead of0.71 M⊙ obtained by Oppenheimer and Volkoff for the model of
pure neutron gas. Harrisonet al. (1958) considered also the density range
ρ = (1018−1022 ) g cm−3, where the nucleons should become ultra-relativistic
andnp/nn −→ 1/8. Today this result is only of historic interest because we
know that nucleons dissolve into a quark-gluon plasma well before such huge
densities are reached (§7.5).

It was A.G.W. Cameron, a young nuclear theorist at that time,who pointed
out the crucial importance of nuclear forces and evaluated their effect on the
EOS (Cameron, 1959). Cameron used an effective nucleon-nucleon (NN) inter-
action constructed by Skyrme (1959).5 A neutron star matter was approximated
by a gas of neutrons interacting via an effective Skyrme-type potential. This
interaction was of paramount importance as it increasedMmax from 0.7M⊙ to
2.0M⊙. This last value seems quite reasonable today, more than four decades
later! Cameron (1959) discussed also the qualitative effects of the appearance

4An exception was F. Zwicky. A.G.W. Cameron recalling his postdoc academic year 1959-1960 at the
California Institute of Technology (Caltech) reminds (Cameron, 1999) that “For years Fritz (Zwicky) had
been pushing his ideas about neutron stars to anyone who would listen and had been universally ignored. I
believe that part of the problem was his personality, which implied strongly that people were idiots if they
did not believe in neutron stars.” Cameron was one of a few persons who listened.
5The idea of Skyrme was to approximate the effective nuclear interaction in nuclear matter by zero-range
(contact) two-body and three-body forces, with additionalmomentum-dependent terms representing the
finite range of the interaction. The numerical parameters were to be determined from the properties of
atomic nuclei. These “Skyrme forces” played central role inthe development of the many-body theory of
nuclear structure after powerful computers became available in early 1970s. Application of this approach to
a neutron-star crust is discussed in§3.3.1.
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of muons and hyperons. One can only agree with his conclusionthat “. . . it
has been very gratifying to find that the upper limit on the mass of neutron
stars is sufficiently large that no difficulty should arise intheir formation by
sudden condensation in supernova explosions.” The difficulty pointed out by
Oppenheimer & Volkoff (1939) was therefore removed.

As soon as nuclear forces, tested experimentally in nuclearphysics, are
introduced into the EOS, the question whether the model keeps its validity at
ρ & 1015 g cm−3 should be raised. Is this EOS consistent with basic physical
conditions? By 1960, a widely accepted opinion was that an EOS has to satisfy
the condition3P ≥ E stemming, as it was thought, from the non-negative
character of the trace of the stress-energy tensorT ii = E − 3P ≥ 0.6 It
was thought thatP reaches its upper limit of13E at ρ −→ ∞. The limit
corresponds to any ultra-relativistic free gas. In this limit the speed of sound
is vs = c/

√
3. It is easy to see that the interaction contribution to the EOS of

Cameron (1959) increases so rapidly with growing density that at sufficiently
highρ the inequalityP ≤ E/3 is violated. However, this could be attributed to
a non-relativistic character of the Skyrme forces.

The situation was clarified by Zeldovich (1961) who presented an interaction
model which was compatible with special relativity but led to an EOS that
violated the inequalityP < E/3. In his model, one hasP ≃ E at sufficiently
highnb (see§5.15 below). Simultaneously,vs ≃ c.7

Cameron (1959) was the first who pointed out that hyperons could be present
in neutron star cores. Salpeter (1960) presented the arguments whyΣ− should
appear at lower density than the less massive hyperonΛ0, a feature confirmed
later by detailed calculations (see§5.14). Ambartsumyan & Saakyan (1960)
performed the first detailed calculation of the compositionand the EOS of a mix-
ture of free degenerate Fermi gases of baryons, mesons, electrons, and muons in
full thermodynamic equilibrium. They included all baryonsand mesons known
at that time. They showed that with the increase of density new hyperons appear
successively, increasing the hyperon fraction in dense matter. Hyperons are un-
stable under terrestrial conditions, but they are stable ina sufficiently dense
matter because of the Pauli exclusion principle, which prohibits their decay
into nucleons. The lowest threshold density,0.64 fm−3 (1.1 × 1015 g cm−3),
was obtained for theΣ− hyperon. According to Ambartsumyan & Saakyan
(1960), the core of a massive neutron star consists of an inner hyperon core and
an outer nucleon shell. Some effects of strong baryon-baryon interactions on

6See, e.g.,§35 of Landau & Lifshitz (1999) and§27 of Landau & Lifshitz (1993). Notice, however, wise
footnotes to these sections stating that “. . . there is as yetno general proof of this inequality valid for all types
of interaction (not only electromagnetic) which exist between particles in Nature.”
7The Zeldovich model of 1961 ignored the quark structure of hadrons. Contemporary theory of dense
hadronic matter predicts the deconfinement of quarks and theasymptotic free-quark gas behavior (vs ≃
c/
√
3) atρ −→ ∞, see§7.5.
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the EOS of dense matter were considered by Sahakian & Vartanyan (1963). In
their model, baryons of speciesj moved in density-dependent potential wells
Uj . After deducing the values ofUj from nuclear matter calculations, and
making rough estimates ofUj for hyperons, they found a strong effect ofUj
on the threshold densities of hyperon creation. For example, Σ− appeared at
nb = 0.21 fm−3 in their model, to be compared with0.64 fm−3 in the case of
the free Fermi gas.

Tsuruta & Cameron (1965) studied the effect of nuclear interactions on the
EOS of dense matter using two phenomenological interactionmodels, based
on the Levinger & Simmons (1961) nucleon-nucleon (NN) potential. The first
hyperon (Σ−) appeared at1015 g cm−3. The dependence of the EOS on the
assumed baryon-baryon (BB) interaction model was very strong. For a more
repulsive potentialVα they got a rather stiff EOS yieldingMmax = 2M⊙, while
for a softerVβ potential they obtainedMmax = 1 M⊙. They stated that this
difference measured “. . . the basic uncertainty in the properties of the neutron-
star models due to our lack of knowledge of nuclear forces.” It is interesting
to note an obvious scepticism of Harrisonet al. (1965) with respect to models
of nuclear interactions and introduction of hyperons. Atρ > 1014 g cm−3, the
Harrison-Wheeler EOS (Chapter 10 of Harrisonet al.1965) assumed a mixture
of free Fermi gases of neutrons, protons, and electrons. In this way, their EOS
predictedMmax = 0.7M⊙. They wrote: “. . . to estimate the pressure-density
relation in detail is out of the question at this time when it is difficult even to
give a theoretical account good to 50 percent of the absolutebinding energy
of nuclear matter at normal density!” This illustrates their real opinion on the
potential of nuclear theory at that time.

It is fair to say that before the discovery of pulsars neutronstars were mostly
considered as exotic (very questionable) stellar objects connected with funda-
mental unsolved problems of nuclear and particle physics and posed by the need
to formulate the theory of matter atρ = (1014−1016) g cm−3.8 It is therefore
not surprising that during the long period from 1932 to late 1950s the number
of researchers who worked on neutron stars was small; the number of papers
was not much larger than the number of years elapsed since thediscovery of
the neutron. The interest in neutron stars began to raise in the mid 1960s with
the advent of the X-ray astronomy.

8An example is a fundamental problem of relevance of the quarkstructure of baryons to the structure of
neutron star cores. It was first raised by Ivanenko & Kurdgelaidze (1965, 1969) who considered quark
cores of neutron stars. Using thermodynamic (energy) arguments they studied a transition from the matter
composed of the ultra-relativistic baryons to the matter built of massive non-relativistic quarks.
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5.3. After the discovery of pulsars: 1968–2005
The discovery of pulsars and their identification as neutronstars (see§1.2)

changed the problem of the EOS atρ = (1014−1016) g cm−3 from academic
to urgent. The dense matter and neutron stars immediately became timely
and attractive albeit difficult areas of research. The number of papers increased
enormously. Therefore, the review given below is but a very brief account of the
progress made in the period from 1968 to 2005. The studies canbe subdivided
in various ways, but the two basic subdivisions are: according to the physical
model and according to the method of solving the many-body problem.

The methods of calculating the ground state of matter atρ > 1014 g cm−3

are described in§5.9. The main methods are based on: perturbation expansion
within the Brueckner-Bethe-Goldstone theory (BBG,§5.9.1), perturbation ex-
pansion within the Green’s-function theory (GFT,§5.9.2), variational method
(§5.9.3), relativistic mean-field model (RMF,§5.9.4), and effective energy-
density functionals (§5.9.5).

In the present section, as in the whole chapter, we restrict ourselves to two
physical models of neutron star matter. We will start with the simplest (“min-
imal”) model where the basic hadronic constituents are wellknown from ter-
restrial physics: neutrons and protons. They formnuclear matterof atomic
nuclei. Then, we will review models allowing for the presence of hyperons.
These baryons are also studied in laboratory. The lightest hyperons form, to-
gether with nucleons,hypernuclear matterof hypernuclei.

5.3.1 Nucleons
At ρ ∼ ρ0 the proton and electron fractions are much smaller than 10%

(§5.12). In the first approximation one can replace neutron-star matter by a
purely neutron matter. This EOS has been calculated by many authors. The
BBG theory was used by Siemens & Pandharipande (1971) starting from the
Reid soft-core NN potential (Reid, 1968) and by Buchler & Ingber (1971)
with the Ingber NN potential (Ingber, 1968). A lowest-order(with additional
constrains) variational calculation of Pandharipande (1971a), as well as an im-
proved variational scheme of Pandharipande & Bethe (1973),gave systemat-
ically higher energy per nucleon than the BBG theory. By the end of 1970s,
it became clear that the difference between the BBG and variational results
was due to unjustified approximations used in both theories;the results con-
vergedafter addingmost important higher-order terms in the energy per nucleon.
The remaining uncertainties resulted mainly from the poorly known three-body
(NNN) forces in the nuclear Hamiltonian (see Friedman & Pandharipande 1981;
Wiringa et al. 1988). The impressive paper of Wiringaet al. (1988) and their
results on the EOS of neutron matter has remained a standard for other calcula-
tions of neutron matter for many years. An unpleasant feature of their EOS was
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that atρ = 3ρ0 more than half of the calculated energy per nucleon resulted
from poorly known and phenomenologically treated NNN forces (see§5.5.2).

The next step – the calculation of the EOS of thenpeµ matter in beta equi-
librium – could be done easily, using the results obtained for the ground-state
energy of asymmetric nuclear matter (uniform neutron-richmixture of nucle-
ons). A strong dependence on a nucleon-nucleon interactionpotential, clearly
seen in the beginning of 1970s, significantly diminished as soon as more re-
alistic NN potentials have become available reproducing with high precision
more accurate NN scattering data. In the late 1980s the most sophisticated and
apparently most reliable calculations of the ground state of the npeµ matter,
based on realistic NN and NNN interactions, implied a ratherstiff EOS, with
Mmax ≃ (1.9 − 2.1)M⊙. The 1990s witnessed the progress in two important
aspects. First, new NN interactions, which satisfactorilyreproduce new very
precise and complete NN scattering data, have become available (Stokset al.,
1994; Wiringaet al., 1995; Machleidtet al., 1996). Second, a huge increase of
the computational power has enabled one to produce much moreprecise BBG
and variational calculations. The BBG calculations included the effect of the
NNN forces, and also allowed one to evaluate the higher-order contributions
(three-hole-line diagrams etc., — see, e.g., Baldo & Burgio2001, and references
therein). Moreover, the BBG calculations were frequently performed within a
relativistic formulation, with a direct use of the field-theoretic meson-exchange
NN interactions. The variational calculations included the leading relativistic
effects (boost corrections to the NN interaction) which reduced the effect of the
NNN forces on the EOS. The progress consisted also in a more precise treat-
ment of correlations and higher-order terms in the ground-state energy. The
advance made in the decade after Wiringaet al. (1988) was summarized in the
monumental paper of Akmalet al. (1998).

Since the 1970s, only a few calculations of the EOS have used the Green’s
function formalism of the many-body theory (§5.9.2). This theory is of great
beauty, and has an advantage of a natural relativistic formulation. Therefore, it
can also be used with field-theoretic meson-exchange modelsof strong inter-
actions. However, actual calculations of the EOS using thismethod have been
based on very rough approximations (ladder approximation,§5.9.2), and have
not reached the precision and completeness of the most sophisticated BBG
and variational calculations, especially as far as the evaluation of important
higher-order corrections is concerned.

A different kind of many-body theory, the RMF model, was formulated in the
classical paper of Walecka (1974), and further developed and extended by other
authors (e.g., Serot 1977; Boguta & Bodmer 1977; Glendenning et al.1983a,b;
see§5.9.4). Since the 1970s the various versions of the RMF modelhave been
applied to calculations of the EOS. The basic object of the RMF model is an
effective Lagrangiandescribing the nucleon interactions via coupling to meson
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fields. The most complete RMF calculations, based on models consistent with
experimentally measured properties of nuclear matter (§5.9.4), lead to stiff
EOSs, giving typicalMmax above2M⊙.

As for the time of this writing (2006), the most precise many-body calcu-
lations of thenpeµ matter in beta equilibrium, starting from realistic NN and
NNN interactions, give a rather stiff EOS. It is very comforting that the EOSs
obtained within the BBG theory and variational theories (basically different
many-body theories, employing different up-to-date NN interactions) do not
differ much. The largest differences occur at highestρ & 1015 g cm−3, and
result in a scatter ofMmax = (1.9 − 2.2)M⊙.

5.3.2 Nucleons and hyperons
The inclusion of hyperons has been a great challenge since the very be-

ginning. The first difficulty resulted from the complicated multi-component
character of the strongly interacting baryon matter. In principle, it could be
overcome using sufficiently powerful computers. The seconddifficulty was
much harder: a poor knowledge of the nucleon-hyperon (NH) interaction and a
lack of knowledge of the hyperon-hyperon (HH) interaction.Some researchers
have been trying to overcome this problem by exploiting approximate symme-
tries of strong interactions. Langer & Rosen (1970) used an effective baryon
Hamiltonian. They approximated the NH and HH interactions by the NN ones
(the same as in Tsuruta & Cameron 1966b) in the same spin and isospin chan-
nels. The ground state was calculated in the Hartree-Fock approximation. The
calculations included nucleons,Σ, Λ, Ξ hyperons, and∆ resonances; all of
them were found present in neutron-star matter atρ & 1.2× 1015 g cm−3. The
∆ resonances were treated as individual particles.9 Σ− hyperons appeared at
an unrealistically low densityρ ∼ ρ0.

The first application of the variational method to the multi-component bary-
onic matter was done by Pandharipande (1971b), who obtaineda very soft
EOS yieldingMmax = 1.4 M⊙. Generally, the results were very sensitive
to the (very poorly known) hyperonic (NH and HH) interactions and to the
calculational scheme (in particular, to the type of correlations included in vari-
ational trial wave functions). For example, Pandharipande& Garde (1972)
included tensor correlations in trial wave functions and found no hyperons even
atnb & 1 fm−3!

9The inclusion of∆ resonances as real constituents of dense matter is not evident. In vacuum,∆ decays
via strong interactions and is a resonant state with spin 3/2and isospin 3/2, produced in the nucleon-pion
scattering (its energy half-width is 120 MeV, about 10% of the mass-energy). In contrast,∆ resonances
may naturally appear asvirtual particles in intermediate states, contributing to NN and NNN interactions
(§§5.6 and 5.5.2; particularly, Figs. 5.3 and 5.2). Sawyer (1972a) found a large positive energy shift of the
∆ isobars in dense matter, due to the presence of filled virtualisobar states. According to his calculations,
this shift prohibits the appearance of∆ isobars atρ . 1016 g cm−3.
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To a large extent, the differences between the various EOSs of hyperonic
matter were due to different NN, NH and HH interactions employed. Using the
variational method Bethe & Johnson (1974) studied this interaction-dependence
within a set of their five phenomenological baryon-baryon (BB) potentials.
They used meson-exchange type models to construct various components of
their BB potentials and required that hyperonic potentialsshould be consistent
with experimental data on the properties of hypernuclei. The first hyperon (Σ−)
appeared atρ ∼ 3ρ0. As demonstrated by Maloneet al. (1975), the scatter
of the stiffness of the Bethe-Johnson EOSs results in the scatter ofMmax =
(1.65−1.85)M⊙.

Because of the computational complexity, full self-consistent BBG calcu-
lations of the hyperonic matter were not feasible in the 1970s. Moszkowski
(1974) used density-dependentG-matrices of the BBG theory of asymmetric
nuclear matter. Employing the quark model of baryons, he expressedGHN and
GHH in terms ofGNN .10 Independently of the specific form of his model,Σ−

hyperons appeared at a lowest density. However, the composition of the matter
at ρ ∼ 1015 g cm−3 was very model dependent. Balberg & Gal (1997) used a
phenomenological approach and constructed an energy-density functional for
the baryon matter of nucleons,Σ, Λ, andΞ hyperons. The parameters of their
model were adjusted to experimental nuclear matter parameters and experi-
mental data on hyperons and their interactions (in hypernuclei). Using their
energy-density functionals, Balberg and Gal calculated several EOSs of dense
matter. Some of their models included a strongly repulsive component of the
ΣN interaction, suggested by experiments in the 1990s. In these models,Σ−

hyperons did not appear in neutron star cores.
Extensive calculations in the framework of the RMF model (§5.9.4) were

done by Glendenning (1985). The parameters of the nucleon component of the
effective Lagrangian were fixed by fitting the experimental parameters of nu-
clear matter at the saturation point. However, the parameters of the hyperonic
component were not strongly constrained by experiments. Therefore, the choice
of several sets of phenomenological constants describing the coupling of hype-
rons to mesons was, to a large extent, based on arguments of strong-interaction
symmetry. First hyperons appeared atρ ∼ 2ρ0; atρ ∼ 5ρ0 the hyperons consti-
tuted a sizable fraction of baryons and the matter became a “baryon soup”. An
inclusion of hyperons softened the EOS compared to that containing nucleons
alone. Further calculations using various versions of the relativistic mean field
model were performed by many authors (see, e.g., Glendenning et al. 1992,
Knorrenet al.1995, Schaffner & Mishustin 1996;§5.9.4).

10Our convention is that Roman symbols N and H are abbreviations for “nucleon” and “hyperon”, while
italic symbolsN andH label baryon species:N = n, p andH = Λ,Σ−,Ξ0,. . .
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In the simplest version of the Green’s function theory (the ladder approx-
imation, see§5.9.2) the calculations of the ground-state energy of the multi-
component baryonic matter are a straightforward generalization of the nucleon
matter case. Calculations of such an EOS were done, e.g., by Weber & Weigel
(1989a,b).

In the 1990s, computational power became sufficient to perform self-
consistentBBG calculations of the EOS for baryon matter containing nucleons
and hyperons. Preliminary calculations with two differentbaryon-baryon po-
tentials were carried out by Schulzeet al. (1998); they were mostly focused
on conditions relevant for terrestrial hypernuclear physics. Calculations of
the EOS of baryonic matter in beta equilibrium at densities appropriate for a
neutron-star core were done by Baldoet al.(2001), Vidañaet al.(2000a,b), and
Nishizakiet al. (2002). Uncertainties of such EOSs resulted mainly from poor
knowledge of NH and HH interactions (these interactions were constrained by a
limited experimental information on HN scattering and on the physics of hyper-
nuclei). The lack of data on three-body forces involving hyperons contributed
additionally to the uncertainty in the EOS.

The best calculations performed by the time of this writing (2006) indicate
that the presence of hyperons leads to a significant softening of the EOS of a
neutron-star core (with respect to thenpeµ case). This softening implies the
lowering of the maximum neutron-star massMmax by about(0.3 − 0.5)M⊙,
compared to neutron-star models with purely nucleonic cores. Therefore, we
expect, on theoretical grounds, that neutron stars with hyperonic cores have
Mmax . (1.8−1.9)M⊙.

5.4. The properties of nuclear matter
Any many-body theory of neutron-star matter has to reproduce empirical

data on bulk nuclear matter. Roughly speaking, the nuclear matter is what the
heavy atomic nuclei are built of. Strictly speaking, it is anidealized infinite
uniform system of nucleons, where the Coulomb interaction is switched off.
The notion of the nuclear matter appears naturally within the Liquid Drop
Model of nuclei, if we putECoul = 0 and pass to the limit ofA −→ ∞.
In this limit, the energy per nucleon,E, depends only on the neutron and
proton densities. It is convenient to express this dependence in terms of the
nucleon densitynb and the asymmetry parameterδ = (nn − np)/nb, so that
nn = (1 + δ)nb/2, np = (1 − δ)nb/2. Charge symmetry of nuclear forces
(see, e.g., Preston & Bhaduri 1975) implies thatE(nb, δ) = E(nb,−δ), i.e.,E
does not change if protons are replaced by neutrons and vice versa. The case of
δ = 0 corresponds tosymmetric nuclear matter, while forδ = 1we are dealing
with neutron matter. The case of the symmetric nuclear matter is especially
simple: in view of charge symmetry of nuclear forces this matter can be treated
as a many-body system composed of one kind of particles – nucleons. Small
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effects of charge-symmetry breaking, like neutron-protonmass difference or
charge-symmetry breaking terms in the NN interaction can beneglected (see
Haensel 1977, for a detailed discussion of these effects). The symmetric nuclear
matter is the simplest approximation of the bulk nuclear matter in heavy atomic
nuclei. The effects of smallδ > 0 (quadratic inδ because of charge symmetry
of nuclear forces) can be considered as corrections to the leadingδ = 0 term.
Typically, one hasδ2 . 0.04, for terrestrial nuclei, and the symmetric nuclear
matter is then a reasonable approximation. On the other hand, a pure neutron
matter, which is a one-component system, is the simplest approximation of the
matter in a neutron star core. However, in general case one should deal with a
two-component system.

Since the end of the 1950s, nuclear matter calculations represent the testing
ground of nuclear many-body theories (the present status ofthese theories is
described in Baldo & Burgio 2001). Calculations yield the energy per nucleon,
E, versus the nucleon number densitynb. In this section, we will not include
the nucleon rest energy intoE. Some examples ofE(nb) are shown in Fig. 5.1.
They are calculated for a specific model of nuclear matter, but their qualitative
features are generic.

The minimum of theE(nb) curve for symmetric nuclear matter (δ = 0)
corresponds to a bound equilibrium state at zero pressure. The values ofE and
nb at this minimum will be denoted byE0 andn0. SinceP = n2b dE/dnb, the
dotted segment corresponds to negative pressure and is therefore not interest-
ing. The solid segment givesE(nb) for symmetric nuclear matter compressed
to a densitynb > n0. As clear from Fig. 5.1,B0 = −E0 is the maximum
binding energy per nucleon in nuclear matter. The binding energy per nucleon
B(A, δ) in a self-bound (i.e., bound under zero pressure) system ofA nucle-
ons with a nonzero neutron excess parameterδ will be smaller thanB0. The
value ofB(A, δ) will tend toB0 from below, ifA −→ ∞, δ −→ 0, and the
Coulomb forces are switched off. Simultaneously, the mean number density of
the system will tend ton0. This property, resulting from the interplay of the
short-distance repulsion and the long-distance attraction in the NN interaction,
is calledsaturation; B0 = −E0 is called the binding energy at saturation, and
n0 is the saturation density.

First let us consider the case of smallδ and small(nb−n0)/n0, characteristic
of terrestrial nuclei. Keeping only the quadratic terms,11 we get

E(nb, δ) ≃ E0 + S0 δ
2 +

K0

18

(
nb − n0
n0

)2

, (5.1)

11The linear termEaδ resulting from charge-symmetry breaking in NN interactioncan be neglected because
of the smallness ofEa (Haensel 1977)
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Figure 5.1. Energy per nucleon versus baryon number density for symmetric nuclear matter
(δ = 0), asymmetric nuclear matter withδ = 0.4 (such an asymmetry corresponds to the
neutron-drip point in a neutron star crust and to a central core of a newly born protoneutron
star), and pure neutron matter (δ = 1). Minima of theE(nb) curves are indicated by filled
dots. Dotted segments correspond to negative pressure. Calculations are performed for the SLy4
model of effective nuclear Hamiltonian, which was used to calculate the SLy EOS by Douchin
& Haensel (2001). It yieldsn0 = 0.16 fm−3 andE0 = −16.0 MeV.

whereS0 andK0 are, respectively, the nuclearsymmetry energyand incom-
pressibilityat the saturation point,12

S0 =
1

2

(
∂2E

∂δ2

)

nb=n0, δ=0

, K0 = 9

(
n2b

∂2E

∂n2b

)

nb=n0, δ=0

. (5.2)

The symmetry energyS0 determines the increase in the energy per nucleon due
to a small asymmetryδ; the incompressibilityK0 gives the curvature of the

12A traditional factor of nine in the definition ofK0 is introduced for historical reasons. In the original
definition ofK0 the energy per nucleon in the symmetric nuclear matter was treated as a function of a
common Fermi momentum (in units of~) for neutrons and protons,kF, related tonb vianb = 2k3F/(3π

2).
This resulted inK0 ≡ (k2FdE/dk

2
F)kF=kF0

and produced a factor of nine while replacing the derivative
with respect tokF by the derivative with respect tonb.
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E(nb) curve atnb = n0 and the associated increase of the energy per nucleon
of the symmetric nuclear matter due to a small compression orrarefaction.

The values ofB0, n0, S0, andK0 can be extracted from experimentally
measured nuclear masses. The uncertainties in the empirical values of these
parameters result from the ambiguities of semi-empirical mass formulae, used
to reproduce thousands of nuclear masses (e.g, Myers 1976; Groote et al.
1976; Seeger & Havard 1976; Bauer 1976; Jänecke 1976). One obtains
n0 = 0.16 ± 0.01 fm−3 andB0 = 16.0 ± 1.0 MeV. It is more difficult to
extractS0, because of the ambiguity in separating the bulk and surfacesym-
metry terms in binding energies. Thus, the uncertainty of the empirical value
is rather large,S0 = 32 ± 6 MeV. The extraction ofK0 from experimental
data is even more complicated. Analyses of isoscalar giant monopole modes in
heavy nuclei, summarized by Blaizot (1980), suggestedK0 = 210 ± 30 MeV.
A more recent analysis, based on precise measurements of theproperties of
giant monopole resonances in90Zr, 116Sn, 144Sm, and208Pb (excited by in-
elastic scattering ofα particles), yieldsK0 = 231 ± 5 MeV (Cavedonet al.,
1987; Youngbloodet al., 1999). This result is consistent with another recent
determination,K0 ≈ 234 MeV, by Myers (1998) using a phenomenological
Thomas-Fermi model fitted to measured nuclear masses and diffusenesses of
the nuclear surface.

The last parameter discussed in this section is the nucleon effective mass,
m∗, calculated at the Fermi surface in saturated symmetric nuclear matter. It
can be evaluated theoretically from the momentum dependence of the nucleon
quasiparticle energyεk via

( dεk/dk)k=kF = ~
2kF/m

∗ . (5.3)

The notion of a nucleon quasiparticle is naturally introduced while considering
low-lying excitations of nuclear matter. Such excitationscan be treated in terms
of quasiparticles (with number density≪ nb) of energyεk, where~k is the
quasiparticle momentum. The value ofm∗ enters the density of quasiparticle
states (per unit energy and volume) at the Fermi surface (taking into account
spin and isospin degeneracies),

( dNε/dε)ε=εF = 2m∗kF/(π
2
~
2) (5.4)

(whereNε is the number of states with the energies belowε).
A determination ofm∗ from nuclear physics experiments is a complicated

task, because of the coupling of quasiparticle states with nuclear surface vi-
bration modes. The nuclear matter value ofm∗ at saturation is evaluated as
m∗ ≃ 0.8m (see, e.g., Onsi & Pearson 2002 and references therein).
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5.5. The Hamiltonian
The Hamiltonian should contain contributions of separate constituents of

dense matter and their interactions. In principle, it should be given by the quan-
tum chromodynamics (QCD). The electromagnetic interaction is negligible for
the EOS, and the weak interaction enters the problem only indirectly by open-
ing some channels for reaching the ground state of the matter. Assuming zero
temperature, we should determine the ground state of a system; this is a basic
quantum-mechanical problem. In a language of statistical physics we should
find the equilibrium (most stable) state at a givennb andT = 0.

Unfortunately, this project cannot be realized explicitly. We have to use an
effective theory, where quark degrees of freedom are not treated explicitly but
are replaced by hadrons – baryons and mesons – in which quarksare confined.
As the hadronic Hamiltonian cannot be presently derived from the QCD, we
have to use phenomenological models of strong (hadronic) interaction, based
partly on mesonic theories, where strong interaction between hadrons is mod-
eled by the exchange of mesons. Most refined and complete phenomenological
models have been constructed for the NN interactions. They have been tested
using thousands of experimental data on NN scattering crosssections supple-
mented with experimental deuteron (2H) properties. Experimental information
on the NH and HH interactions is restricted to the lowest-mass hyperonsΛ and
Σ. It is mainly obtained from studies of hypernuclei. As for other hadrons, their
interaction models are incomplete and plagued by uncertainties due to scarcity
(or non-existence) of experimental data.

As we know now, two-body hadronic interactions yield only a part of the
hadronic Hamiltonian of dense matter. Atρ ∼ 1015 g cm−3, interactions in-
volving three and more hadrons are important. Our experimental knowledge
of three-body interaction is restricted to nucleons. The three-nucleon (NNN)
force is necessary to reproduce properties of3H and4He and to obtain correct
parameters of symmetric nuclear matter at saturation.

In view of such a high degree of our ignorance, it seems reasonable to start
with a model which is the simplest, and not obviously wrong. Such a “min-
imalistic” approach consists in extending thenpeµ model toρ & 2ρ0. The
calculated EOS has to be confronted with observations, to see whether it is
sufficientto explain observational data. After fulfilling this minimal program,
we can try richer models, including hyperons and exotic phases of hadronic
matter. Whatever model of dense matter we assume, we should calculate its
ground state as a function of density.

5.5.1 Phenomenological nucleon-nucleon interaction
Since the dawn of nuclear physics the determination of forces which bind

atomic nuclei has been a central problem for experimentalists and theoreticians.
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In its most basic formulation, the problem consists in determining the nucleon-
nucleon potential which would explain the nucleon-nucleonscattering data and
the properties of2H. It has turned out to be a very difficult task. Bethe (1953)
estimated that during the preceding 25 years more hours of human work had
been devoted to this problem than to any other scientific problem.

Present phenomenological NN potentials fit very precisely afew thousand of
NN scattering data in the energy range up to 350 MeV (in laboratory reference
frame). At higher energies, non-elastic processes of pion production switch on
and the potential model represented by a Hermitian operatorbecomes mean-
ingless.

The complexity of the NN interaction was realized very early. In 1939
Rabi and collaborators discovered that2H has a non-zero electric quadrupole
moment. It indicated the presence of tensor forces which couple nucleon spins
and relative spatial coordinates (Kellogget al., 1939). Now we know that the
NN potential depends on many quantities characterizing a two-nucleon system.
These quantities enter via operator invariants consistentwith the symmetries
of strong interactions. For anij pair of interacting nucleons these quantities
are represented by the following operators: the relative position vectorrij =
ri−rj ; spinsσi andσj (in the units of~/2); isospinsτi andτj (in the units of
1/2); the relative momentum̂pij = p̂i− p̂j; the total orbital angular momentum
L̂ = rij × p̂ij and its squarêL2 in the center-of-mass system. Let us introduce
also the operators of the total spin̂S = 1

2 (σi +σj) (in units of~) and the total
isospinT̂ = 1

2(τi+τj), which act in spin and isospin spaces, respectively. The
tensor coupling enters via the tensor operator

Ŝij = 3(σi · nij)(σj · nij)− σi · σj , (5.5)

wherenij = rij/rij , and the spin-orbit coupling enters viâL · Ŝ. Both
couplings are necessary for explaining experimental data.

The NN potential acting between a nucleon pairij is a Hermitian operator
v̂ij in coordinate, spin, and isospin spaces. The operatorv̂ij commutes with
Ĵ = L̂ + Ŝ, T̂ 2, and Ŝ2, which leads to vanishing matrix elements ofv̂ij
between states with different(JST ). However, because of the tensor force,
theS = 1 (spin triplet) states with differentL = J ± 1 can mix. The Pauli
exclusion principle allows only for two-nucleon states with an odd value of the
sumL+ S + T .

The form ofv̂ij, which is sufficiently general to reproduce the wealth of NN
scattering data, is

v̂ij =

18∑

u=1

vu(rij)Ôuij , (5.6)



Neutron star cores: nucleons and hyperons 223

where the first fourteen operators are charge-independent,i.e., invariant with
respect to rotation in the isospin space:

Ôu=1,...,14
ij = 1, τi · τj ,σi · σj , (σi · σj)(τi · τj) , Ŝij , Ŝij(τi · τj) ,

L̂ · Ŝ , L̂ · Ŝ(τi · τj) , L̂2 , L̂2(τi · τj) , L̂2(σi · σj) ,
L̂2(σi · σj)(τi · τj) , (L̂ · Ŝ)2 , (L̂ · Ŝ)2(τi · τj) . (5.7)

The form of v̂ij, Eq. (5.6), is still quite restrictive, because apart from the
angular-momentum dependent terms, the interaction islocal, i.e., depends only
onrij. Non-local NN interactions derived within meson-exchangemodels will
be discussed in§5.6.

The terms withÔu=15,...,18
ij are small and break charge independence; they

are not invariant with respect to a rotation in the isospin space. The charge inde-
pendence corresponds tovnp(T = 1) = vnn = vpp, while the charge symmetry
implies only thatvnn = vpp. Modern fits to very precise nucleon scattering data
indicate the existence of charge-independence breaking. However, the effect
of forces, which break charge-independence, on the energy of nucleon matter
is much smaller than uncertainties of many-body calculations, and such forces
can be neglected while constructing the EOS.13

It is well known that the long-range part ofv̂ij results from one-pion exchange
and has a range of~/mπ ≃ 1.4 fm. Therefore, one can write

v̂ij = v̂πij + v̂ISij , (5.8)

wherev̂πij is a one-pion exchange part andv̂ISij is a phenomenological intermedi-
ate- and short-range (IS) component. For a given pair of nucleons (ij = nn, pp,
ornp), v̂πij involves only operatorsσi ·σj andŜij (see, e.g., Preston & Bhaduri
1975,§5–11 ).

5.5.2 Three-body interaction
Calculations show that the two-body interactions which satisfactorily repro-

duce NN scattering and2H properties, give the binding energies of3H and4He
systematically lower than experimental ones. This indicates the necessity of
introducing three-body interaction into the nuclear Hamiltonian. The under-
binding of light nuclei can be corrected by introducing three-body forces. As
we will see later, four and more-body interactions are not needed.

13Some charge dependence of nuclear force is already seen on the one-pion exchange level, resulting from
the difference between charged- and neutral-pion masses,mπ±c2 = 139.57 MeV, mπ0c2 = 134.97
MeV. Other theoretical predictions of charge asymmetry arerelated to intermediate- and short-range parts
of nuclear interaction and are based, e.g., on the mixing of heavy mesons, like theρ− ω-mixing (see, e.g.,
Langacker & Sparrow 1982; Coon & Barrett 1994; Coon & Scadron1994).
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Figure 5.2. Some meson-exchange Feynman diagrams describing processes contributing to
NNN and four-nucleon interactions. Time goes upwards. Thinvertical solid lines: nucleon
states. Thick vertical segments:∆ resonance in intermediate states. Dashed horizontal lines:
exchanged mesons.

On the other hand, it is known that realistic two-body forcessaturate the
nuclear matter at a too high density. In other words, they produce the minimum
in the energy per nucleon versus nucleon density at a densitysignificantly higher
than0.16 fm−3. The three-body interaction can correct this, provided it supplies
a repulsion which increases rapidly with the growth of nucleon density.

The three body interaction̂Vijk depends on spatial, spin, and isospin coordi-
nates of three nucleons and cannot be reduced to a sum of two-body interactions
involving these coordinates. In the meson theory of nuclearforces, a three body
interaction appears naturally at the level of two-pion exchange (§5.6.1). This
suggests a decomposition used in constructing the so calledUrbana models
UVII and UIX of the NNN interaction (Schiavillaet al., 1986; Pudlineret al.,
1995). In those models, in analogy with the two-body interaction, whose long-
range part is given by the one-pion exchange, the NNN interaction between
three nucleonsijk is written as

V̂ijk = V̂ 2π
ijk + V̂ IS

ijk . (5.9)

The two-pion exchange part corresponds to the diagram (a) inFig. 5.2, while
the IS (Intermediate andShort range) part is phenomenological. The two-pion
exchange part dominates at low densities and provides an additional binding
for the 3H and4He nuclei. The IS part is repulsive and supplies a repulsion
at higher densities needed to saturate the symmetric nuclear matter at lower
density; this part is insignificant in low-density systems such as light nuclei.
Phenomenological constants are chosen to give the best overall fit to the bind-
ing energies of3H and 4He, and to saturation properties of nuclear matter.
Older model of the NNN force of Lagaris & Pandharipande (1981b), called
TNI (ThreeNucleonInteraction), did not separate the two-pion exchange part.
It was fully phenomenological and explicitly depended on nucleon density and
neutron excess. Its parameters were calculated by fitting experimental satura-
tion properties of nuclear matter. The phenomenological character of the IS
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component of the NNN interaction has practical advantage: in fact, this term
mimics additionally the contribution of four-nucleon and higher-order forces in
the nuclear Hamiltonian, which turn out to be important at high densities. More
sophisticated models of the NNN interaction based on the boson-exchange the-
ory of nuclear forces were constructed by Coonet al. (1984); Coelhoet al.
(1983); Coon & Peña (1993). They were used in microscopic calculations of
3H and4He. However, because of their purely three-body character and the
lack of phenomenological parameters they are not very useful for modelling
the high-density nucleon matter.

Some examples of Feynmandiagrams (diagrams (c) and (d)), which represent
meson-exchange contributions to the four-nucleon interaction, are shown in Fig.
5.2. By analogy with the NNN force, the magnitude of the four-nucleon force
can be evaluated by studyingA = 4 nuclei. Let us consider the interaction
part of the nuclear Hamiltonian consisting of the two-body part V̂ (2) and the
three-body part̂V (3) and assume that it reproduces NN data (NN scattering and
deuteron properties) as well as the properties ofA = 3nuclei. A natural strategy
is to check how well doeŝV (2)+V̂ (3) reproduce the binding energy of4He. The
difference between the calculated and experimental binding energies of4He,
Bcalc andBexp, should then be attributed to the four-nucleon force, absent in the
adopted Hamiltonian. Such a program was carried out using precise solutions
of the four-nucleon problem. The differenceBcalc − Bexp turned out to be
negligibly small. For example, for the Argonne AV18 two-nucleon and Urbana
UIX three-nucleon forces one gets|Bcalc − Bexp|/Bexp < 1% (Noggaet al.,
2000), which means that there is no need to introduce the four-nucleon force
on the phenomenological level. This can be contrasted with the NNN force
which is clearlyneededto correct parameters ofA = 3 nuclei calculated using
the NN force alone. Four-body forces in dense matter are indirectly included
through a density dependence of the IS component of the NNN force.

5.5.3 Relativistic corrections and three-body interaction

The NN potential is non-relativistic. It was fitted to NN scattering data,
reduced to the center-of-mass reference frame, and it was constructed in that
particular frame with vanishing total momentum of anij pair, P = 0. The
interaction in any other frame, whereP 6= 0, will differ from that in the center-
of-mass frame by the so-calledboost interactionδv̂ij(P ). The relativistic
corrections are obtained via expansion in powers ofv/c, wherev is a nucleon
velocity. The boost interaction is well known for the Coulomb potential. By
including terms∼ (v/c)2, it yields the Breit-Coulomb formula for the elec-
tromagnetic interaction of two charged particles (see, e.g., §83 of Berestetskĭı
et al. 1982). A general formula forδv̂, quadratic inv/c, was derived by Friar



226 NEUTRON STARS

(1975):

δv̂ = − P̂ 2

8m2c2
v̂ +

1

8m2c2

[
(P̂ · r) (P̂ · ∇), v̂

]

+
1

8m2c2

[(
(σi − σj)× P̂

)
· ∇, v̂

]
, (5.10)

where∇ ≡ ∇i+∇j, P̂ = −i~∇ is the total (nucleon pair) momentum operator,
and[â, b̂] ≡ âb̂− b̂â. Putting the boost term into the nucleon HamiltonianĤN,
one gets a new Hamiltonian̂H∗

N which includes all the terms quadratic in the
nucleon velocities. However, parameters of the NNN interaction should be
refitted to experimental binding energies of3H and4He, and to nuclear matter
data. Actually, only the IS part of the NNN interaction is modified by the
presence of the boost interaction. The “boost-corrected”V̂ IS∗

ijk turns out to be

significantly weaker than̂V IS
ijk. For example, the strength of the IS component

of the UIX∗ is by∼40% smaller than the strength of the UIX NNN interaction
(Akmal et al., 1998). Consequently, the introduction of the boost interaction
reduces the contribution of repulsive many-body forces in the EOS at high
densities.

5.6. Meson-exchange nucleon-nucleon interaction
On the hadronic level, strong NN interaction results from the exchange of

mesons between the nucleons. The origin of this descriptiongoes back to 1935,
when Yukawa (1935) proposed that nucleons interact via exchange of virtual
massive particles of the Compton wavelength∼ 10−13 cm. In the language
of the field theory, strong interactions result from the coupling of the nucleon
fields to the meson fields.

Of course, the fundamental theory of strong interactions between hadrons is
the QCD, where the fundamental fields are those of quarks and gluons. From the
today’s perspective, the Meson Exchange Model (MEM) of strong interactions
is aneffective theory, where quarks and gluons do not appear explicitly, and the
building blocks are mesons, nucleons, and their resonances(like ∆ isobars).
The MEM is successful in describing NN scattering data (at laboratory energies
.350 MeV), the2H properties, and properties of “dilute” nucleon systems.
The MEM operates with the nucleon and meson fields,ψ andϕ. It is sufficient
to include only mesons of rest mass below 1 GeV/c2. Therefore, the MEM
does not describe very short-range NN interactions at distances. 0.2 fm.
Meson-nucleon couplings are described by corresponding Lagrangian densities,
depending on the symmetry behavior of a meson field under rotations and
reflections. As far as the symmetry is concerned, the selected mesons are:
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pseudoscalar (fieldϕ(ps), massmps), scalar (fieldϕ(s), massms), and vector

(fieldϕ(v)
µ , µ = 0, . . . , 3, massmv).14

In a short-hand notation, in which the isospin structure is not indicated, we
have the following meson-nucleon coupling Lagrangian densities:

pseudoscalar (ps) mesonsπ, η (JP = 0−) :

Lps =
fps
mps

ψγ5ψϕ(ps) ; (5.11)

scalar (s) mesonsσ, δ (JP = 0+) : Ls = gs ψψϕ
(s) ; (5.12)

vector (v) mesonsρ, ω (JP = 1+) :

Lv = gv ψγ
µψϕ(v)

µ +
fv
4m

ψσµνψ
(
∂µϕ

(v)
ν − ∂νϕ(v)

µ

)
; (5.13)

where∂µF ≡ ∂F/∂xµ, σµν = [γµ, γν ]/2, m is the nucleon mass, whileJP

denotes the meson spinJ and parityP.15 The experimentally measured meson
masses are:mπc

2 = 138 MeV, mηc
2 = 548 MeV, mρc

2 = 769 MeV,
mωc

2 = 783 MeV, andmδc
2 = 983 MeV. The scalarσ meson plays a special

role: it represents a scalar state of an exchanged pion pair,and its mass is found
from fitting the MEM to NN scattering data (in this way, one getsmσc

2 = 550
MeV, see below). For the sake of simplicity, we neglect charge splitting of
meson masses. Apart from experimental meson masses, the MEMcontains
coupling constantsf andg determined by fitting experimental data. Finally,
in order to account for finite sizes of interacting hadrons, one has to introduce
form-factors at everymeson-nucleon vertex. These form-factors, parameterized
in terms of momentum transfer in a meson exchange, are determined by fitting
experimental NN data. The form-factors describe the effectof shortest-range
strong interactions, which depend on the quark structure ofbaryons and are not
calculable within the MEM.

One-meson exchange processes can be visualized as lowest order (second
order in the meson-nucleon coupling constant) Feynman diagrams, e.g., dia-
gram (a) in Fig. 5.3. One-π and one-ω exchange contributions explain two basic
features of the NN interaction. The longest range (~/mπc ≈ 1.4 fm) one-π
exchange yields a long-range tensor force, while one-ω exchange produces a

14Our notations follow Berestetskĭıet al. (1982). We use Greek indicesµ = 0, 1, 2, 3 to label time-
space components, and Latin indicesk = 1, 2, 3 to label spatial components. The2 × 2 Pauli matrices
are denoted byσk , and the2 × 2 unit matrix is denoted byI. The spacetime metric tensor isgµν =

diag(+1,−1,−1,−1) and the4× 4 Dirac matrices are:γ0 =

„
I 0

0 −I

«
, γk =

„
0 σk

−σk 0

«
,

γ5 = γ5 = −iγ0γ1γ2γ3 =

„
0 I

I 0

«
. The Dirac conjugate ofψ isψ ≡ ψ†γ0.

15Detailed description of the history and the modern version of the MEM is given by Machleidt (1989).
However, he uses different from ours definitions ofγ5 andσµν .
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Figure 5.3. Some Feynman diagrams describing the most important meson-exchange processes
which contribute to the NN interaction. Time goes upwards. Thin vertical lines: nucleons. Thick
vertical segments:∆ resonance in an intermediate state.

short-range (~/mωc ≈ 0.25 fm) repulsion and a sizable spin-orbit term. The
contribution of one-δ exchange (~/mδc ≈ 0.2 fm) is relatively small, but is
included in the model. The contribution of one-η exchange is usually neglected
because of its weak coupling to nucleons.

An important intermediate-range attractive component of the NN interaction
is produced by two-pion exchange processes (~/2mπc ≈ 0.7 fm). Some Feyn-
man diagrams contributing to this component in the MEM are shown in Fig. 5.3
(diagrams (b)). Intermediate-state nucleons can be in an excited∆-resonance
state withm∆c

2 = 1232 MeV. This is the lowest excited nucleon state (spin
3/2, isospin 3/2). The first three diagrams represent the so calleduncorrelated
two-pion exchangeprocesses in which pions do not interact strongly between
themselves. In addition, one has to include diagrams where exchanged pions
interact strongly with themselves, forming, e.g., hadronic resonances. An ex-
ample is given by a right-most diagram (b) in Fig. 5.3, where exchanged pair
of interacting (correlated) pions forms a vector (JP = 1+) ρ-meson.

Because the meson-nucleon coupling is strong, one should check the con-
tribution of many higher-order processes for their importance in the NN inter-
action. It turns out that the most important are those involving simultaneous
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exchange of a pion and aρ-meson. Two Feynman diagrams (diagrams (c))
describing these processes are shown in Fig. 5.3.

The summation of Feynman diagrams yields the scattering matrix which
has to reproduce NN scattering data as well as the2H properties. Using a
fitting procedure, one determines with a high precision boththe meson-nucleon
coupling constants and the form-factors.

However, for the convenience of many-body calculation one is interested in
representing the NN interaction in the form of a “potential”which would be
equivalent to the NN field-theoretic MEM. This is usually done in the frame of
the one-boson-exchange (OBE) model, where many-pion exchange contribu-
tions are modeled by the exchange of a scalarσ-meson (mσc

2 ≈ 550MeV) with
an appropriateσN coupling constant. This fictitiousσ meson of the OBE model
reproduces a very important intermediate-range (~/mσc ≈ 0.4 fm) component
of the NN interaction.

In the OBE approximation one can represent the NN interaction potential as
a sum of one-boson exchange contributions,

v̂OBE
ij =

∑

α=π,ρ,η,ω,δ,σ

v̂OBE
ij,α . (5.14)

This potential can be written explicitly in a relativistically covariant way in
momentum space,

(
q′|v̂OBE

ij |q
)
, q = pi − pj , q′ = p′

i − p′
j . (5.15)

The OBE potential isnonlocal in coordinate space. Acting on a NN wave
functionΨ, it gives

(
r|v̂OBE

ij |Ψ
)
=

∫
dr′
(
r|v̂OBE

ij |r′
)
Ψ(r′) , (5.16)

wherer = ri − rj andr′ = r′i − r′j . The interaction term depends not only
on the relative distance between nucleons, but involves itsneighborhood and a
two-body wave function in this neighborhood.16

We may still represent it in an equivalent form of a formally local but
momentum-dependent operatorV̂OBE

ij (r, q̂), whereq̂ = −i~∇r. Using the
well known property of the space-translation operator (see, e.g.,§26 of Schiff
1968)

ei(r
′−r)·q̂/~Ψ(r) = Ψ(r′) , (5.17)

16To be contrasted with the standard case of a local interaction v̂locij , where(r|v̂locij |r′) = vloc(r)δ(r′−r) ,

so that(r|v̂locij |Ψ) = vlocij (r)Ψ(r) .
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we can rewrite thêvOBE
ij Ψ term in the coordinate representation as

(r|v̂OBE
ij |Ψ) = V̂OBE

ij (r, q̂)Ψ(r) ,

V̂OBE
ij (r, q̂) =

∫
dr′v̂OBE

ij (r′)ei(r
′−r)·q̂/~ . (5.18)

We see, that the non-localv̂OBE
ij is equivalent to a formally local momentum-

dependent̂VOBE
ij (r, q̂). In the non-relativistic approximation, only the terms

quadratic in momenta are retained. In this case, the spin andmomentum struc-
ture takes a very familiar form, expressed via the operator invariants considered
already in§5.5.1 while constructing a phenomenological NN interaction. The
pseudoscalar-meson componentV̂π,η is a static (momentum-independent) op-
erator involving theσi ·σj , Ŝij operators alone. The scalar-meson contribution
V̂OBE
σ,δ containsq̂2 and spin-orbitL̂ · Ŝ operators. The richest spin and momen-

tum structure results from the exchange ofρ andω vector mesons. ThiŝVOBE
ρ,ω

contains all previously listed operators. However, one should keep in mind that
the OBE potential is par excellence a relativistic model. Therefore, its exact
momentum dependence, that reflects the non-locality in coordinate space, is
actually much more complicated.

An OBE model can very well reproduce existing NN data. RecentOBE
models fit∼ 4300ppandnp scattering cross sections at collision energies below
350 MeV (in laboratory frame). The very high quality of fitting is similar to
that reached for NN-interaction potentials constructed bythe Nijmegen group
(Stokset al.1994,χ2/datum = 1.03) and the Argonne group (Wiringaet al.
1995,χ2/datum = 1.09).

5.6.1 Three- and more-nucleon interactions
Many-body interactions arise naturally in the meson-exchange models: they

are represented by Feynman diagrams which cannot be reducedto a sequence
of NN interactions.

For instance, in diagram (a) of Fig. 5.2 the first meson exchange transforms a
nucleon into a∆ resonance. This diagram does not describe an NN interaction
which should have a nucleon pair in the final state. The secondpion-exchange
process starts with anN∆ pair,17 so that it is clearly not anNN −→ NN
process. The presence of the third nucleon is necessary for the whole process to
occur, and therefore the diagram describes a genuine NNN interaction. Another
example of a Feynman diagram contributing to the NNN interaction is shown
in Fig. 5.2 (diagram (b)).

17We remind thatN = n or p, while N is an abbreviation for the word “nucleon”.
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Diagrams representing the three-body interaction containan exchange of
at leasttwo mesons. The NNN interaction resulting from two-pion exchange
becomes important in systems where three nucleons can be localized simul-
taneously within a range~/mπc ≈ 1.4 fm. Therefore, NNN forces can be
significant in nuclear matter at normal nuclear density. Their effect is also visi-
ble in the ground-state energy of much less dense few-nucleon systems like3H
and4He.

Diagram (a) in Fig. 5.2 leads to a long-range componentV 2π
ijk of the NNN

potential of§5.5.2. One can also consider the four-body interaction, generated,
e.g., by meson-exchange processes described by Feynman diagrams (c) and (d)
of Fig. 5.2. The longest-range component corresponds to theexchange of three
pions (diagram (c)).

In practice, one theoretically calculates the long-range two-pion exchange
component of the NNN force, but adjusts its strength to reproduce properties
of A = 3 andA = 4 nuclei. In this way one gets the final form of̂V 2π

ijk .
The intermediate and short-range component of the NNN forceis treated phe-
nomenologically, as described in§5.5.2.

Some examples of Feynman diagrams which represent meson-exchange pro-
cesses and contribute to the four-nucleon interaction are shown in Fig. 5.2 (dia-
grams (c) and (d)). As we have discussed in§5.5.2, there in no need to introduce
the four-body force on the phenomenological level to describe theA = 4 nuclei.
In contrast, the NNN force is clearlyneededto correct for the underbinding of
theA = 3 nuclei by the NN force alone and to make theoretical saturation
parameters of nuclear matter consistent with experimentalones.

5.7. The hyperon interactions
Experimental data on nucleon-hyperon (NH) and hyperon-hyperon (HH) in-

teractions are scarce and rather imprecise, in sharp contrast with highly precise
and complete NN data. Only a few points of NH scattering crosssections are
available, while HH scattering data are absent. Many bound-state energies of
hypernuclei containing a singleΛ hyperon have been measured. These data are
important for studying theΛN interaction. Particularly useful are the data on
theA = 3 and theA = 4 hypernuclei, because they allow one to check precise
solutions of the three- and four-body problem. The data on3

ΛH, 4ΛH, and4
ΛHe

hypernuclei can be used to test the NΛ interactionin vacuum. Models of in
medium(effective)ΛΛ interaction can be tested in double-Λ hypernuclei, such
as 6

ΛΛHe, 10ΛΛBe, and13ΛΛB. As we will see, theΛN interaction in hypernuclei
is responsible for an important effect of the so calledΛ–Σ conversion. Con-
sequently, data on hypernuclei yield also an indirect information on the NΣ
andΛΣ interactions. Studies of4ΣHe give a valuable information on the NΣ
interaction. All in all, one can experimentally test modelsof BB interaction for
the baryon-pair strangenessS = 0,−1,−2.
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Figure 5.4. Two Feynman diagrams describing strong-interaction one-meson-exchange pro-
cesses accompanied byΛ–Σ conversion. Notice thatK meson in the right-hand-side diagram
transfers strangeness.

Unfortunately, there are no data onΞ N, ΞΛ, ΞΣ, andΞΞ scattering. Even
worse, there are no data on double-hypernuclei containingΞΛ or ΞΞ pairs,
which could supply information on interactions of baryon pairs with S = −3
andS = −4. Under such unfavorable experimental situation, one has no
choice but to extend BB interaction models from the experimentally available
S = 0,−1,−2 sectors to theS = −3,−4 sectors using the SU(3) symmetry
within the JP = 1

2
+

baryon octet. This symmetry is experimentally known
to be inexact. In order to construct realistic models one hasto introduce its
breaking. The program along these lines was initiated in thelate 1970s (Nagels
et al., 1977, 1979). The BB interaction is based on the OBE model (see §5.6).
It was necessary to enlarge the set of exchanged mesons by including kaons
(Maessenet al., 1989; Rijkenet al., 1999; Reuberet al., 1997). At the quark
level, the SU(3) breaking makes thes-quark mass much larger than the masses
of u andd quarks. At the hadronic level, the SU(3)-breaking effect inBB
interaction is significant (∼ 20% of the interaction strength).

Above an energy threshold, BB interaction opens the possibility of baryon
conversion, for instance,

Λ+ p −→ Σ+ + n, Λ + p −→ Σ0 + p. (5.19)

Some examples of one-boson-exchange Feynman diagrams corresponding to
conversion channels are shown in Fig. 5.4. The BB interaction becomes mul-
tichannel; it can be represented by a matrix(B1B2|v̂ij |B3B4). The impor-
tance of theΛ–Σ conversion results from a relatively small mass difference
(mΣ − mΛ)c

2 ≈ 74 MeV which is much smaller than(m∆ − mN )c
2 ≈

293 MeV.
Calculations of the energy difference between the0+ ground state and1+

excited state in4ΛH and4
ΛHe with modern BB potentials lead to a systematic

underbinding (Akaishiet al., 2000; Noggaet al., 2002). This could be attributed
to an attractiveΛNN force (Akaishiet al., 2000).
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Figure 5.5. Feynman diagrams which describe second-order three-body correlations involv-
ing two-body interactions in dense matter; they do not contribute to genuine three-bodyΛNN
interaction.

Let us remind, that lowest-order Feynman diagrams, which generate an NNN
force, involve∆ resonance in an intermediate state (Fig. 5.2). At the first glance,
the lowest orderΛNN force should be represented by a diagram obtained from
Fig. 5.2a by replacing∆ resonance byΣ hyperon. This would lead to diagrams
represented in Fig. 5.5. However, these diagrams describe two consecutive acts
of two-body interaction withΛ–Σ conversion. Therefore, Fig. 5.5 displays
second-order three-body correlations in dense matter resulting from two-body
interactions.

5.8. Solving the many-body problem – an overview
The basic formula for the ground-state energy per baryon of asystem ofAb

baryons is

EB =

(
Ψ0|ĤB|Ψ0

)

Ab (Ψ0|Ψ0)
, (5.20)

whereĤB is a baryon (B) Hamiltonian operator andΨ0 is a ground-state wave
function of the system. In our caseEB should be calculated in the thermody-
namic limit (Ab −→ ∞, volume of the system−→ ∞). In the simplest case
of nucleon matter (B=N), the calculation yieldsEN as a function ofnn andnp.
The knowledge ofEN(nn, np) is sufficient for calculating the EOS of matter
consisting of nucleons and leptons (the so callednpeµ matter). In a more gen-
eral case of hyperonic matter, one needsEB as a function of all baryon densities
nB (B = n, p,Σ−,Λ, . . .). In §5.9 we will review the methods of calculating
EB. These methods can be divided into several groups.

(1) The methods of the first group are the most ambitious: they attempt to
determineEB from nuclear interactions in vacuum. Some of these methods are
based on summations of infinite classes of diagrams which describe a pertur-
bation expansion ofEB, Eq. (5.20). Because the interaction is strong, standard
expansions in powers of interaction strength are useless. On the contrary, some
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selected diagrams can be summed up to infinite order. The oldest and the most
widely used method is the Brueckner-Bethe-Goldstone theory, devised initially
for the nuclear matter (§5.9.1). The approach based on the Green’s functions
technique (§5.9.2) is less popular. Another approach employs the variational
method which is is well known in quantum mechanics (see, e.g., §32 of Schiff
1968) and gives

E
(var)
B =

(
Ψvar|ĤB|Ψvar

)

Ab (Ψvar|Ψvar)
≥ E(exact)

B , (5.21)

whereΨvar is a trial wave function. This method consists in minimizingthe
energy functionalE(var)

B within a set of trial wave functions, which should be
sufficiently rich in their structure, reflecting the structure of ĤB (§5.9.3).18

(2) The methods of the second group employ approximate solutions of many-
body problem based on effective interactions. The startingpoint is a phe-
nomenological interactionin a dense baryon medium, which strongly differs
from that in vacuum. In particular, many-body correlationsare assumed to
be absorbed in the effective Hamiltonian̂Heff

B . This Hamiltonian may well
reproduce the true value ofEB within the Hartree-Fock approximation for an
Ab-body wave function,

E
(HF)
B =

(
ΨHF|Ĥeff

B |ΨHF

)

Ab (ΨHF|ΨHF)
≃ E(exact)

B . (5.22)

This method is of the mean-field character. It is well suited for studying a
multi-component baryonic matter. It is particularly popular in its relativistic
formulation, being called by proud names of Relativistic Mean Field Theory or
Relativistic Hadrodynamics. It is based on a relativistic effective Lagrangian
which describes hadronic interactions in baryon matter. The LagrangianLeffB
reminds the bare (in vacuum) Lagrangian of strong interactions in its struc-
ture but involves different phenomenological coupling constants and additional
terms, which are adjusted to fit the experimental propertiesof the nuclear matter
at saturation. The effective Hamiltonian̂Heff

B is then derived fromLeffB using
standard methods of the field theory. The ground-state energy is obtained by
solving the mean-field (Hartree) equations for the ground state (see, e.g., Glen-
denning 2000). The virtues of this approach are: formal elegance, relativistic

18Recently Sarsaet al.(2003) carried out Monte Carlo calculations of the ground state of neutron matter with
realistic models of NN and NNN interactions. Such calculations would be exact (for an adopted interaction
model) in the limit of very many particles included into Monte Carlo runs. However, the computational
effort grows exponentially with the number of neutrons put into a periodic box (see Sarsaet al. 2003 and
references therein)
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invariance, and numerical simplicity even in the case of a multi-component
hyperonic matter (§5.9.4).

The mean-field method exists also in the non-relativistic form, whereĤeff
B

includes two-body and three-body in-medium interactions.SuchĤeff
B has been

used very successfully, starting from the early 1970s, in the Hartree-Fock cal-
culations of nuclear structure. A very early example ofĤeff

B was proposed by
Cameron (1959) who calculated the EOS of a neutron-star coreemploying an
effective interaction constructed by Skyrme (1959). Starting from the early
1970s, the Skyrme-type effective interactions have been used very successfully
in the Hartree-Fock calculations of the structure of atomicnuclei. The param-
eters ofĤeff

N can be fixed by the requirement to reproduce the properties of
atomic nuclei and the EOS of pure neutron matter obtained in amore funda-
mental approach. Both relativistic and non-relativistic mean-field approaches
can be used to calculate unified EOSs of neutron star interiors (crust and core)
from one effective Hamiltonian.

5.9. Energy of nucleon matter
Consider a system ofAb nucleons (N neutrons andZ protons) in a large box

of volumeV in the limitV −→∞,A −→∞,Z/Ab =const. This (thermody-
namic) limit corresponds to a homogeneous nucleon matter with nn = N/V ,
np = Z/V , andnb = Ab/V = nn + np. We need to calculate the energy
per nucleonE(nn, np) in the ground state of the system. We neglect Coulomb
interaction and the difference between neutron and proton masses; the nucleon
mass in vacuum will be denoted bym. Let us review several methods developed
to carry out this task.

5.9.1 Brueckner-Bethe-Goldstone (BBG) theory
This theory, formulated in 1954–1965, is an example of a successful appli-

cation of field-theoretic methods to strongly interacting many-body systems.
Brueckner proposed a general theory of nuclear matter validfor strong and
even singular NN interactions (Brueckneret al., 1954; Brueckner, 1954, 1955;
Brueckner & Levinson, 1955). He re-formulated the perturbation expansion in
terms of diagrams involving thereaction matrixG. The G-matrix itself (actually
Brueckner called it the K-matrix) summed two-body NN correlations up to the
infinite order in the NN interaction and self-consistently included dispersive
effects of a dense medium. Goldstone (1957) proved the crucial “linked cluster
theorem” which enabled one to select those infinite classes of diagrams which
contributed to the ground state energy of nuclear matter. Bethe & Goldstone
(1957) derived the equation for a wave function (the Bethe-Goldstone equat-
ion) of a pair of interacting nucleons moving in nuclear medium. It clarified
the importance of the Pauli exclusion principle for two-body correlations in
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nuclear matter.19 Finally, Bethe (1965) made an important step beyond the
lowest-order theory in the G-matrix (i.e., beyond the two-body correlations).
He summed infinite series of important diagrams of the secondand higher order
in G (three-body clusters), which turned out to be crucial for the convergence
of the BBG theory. A comprehensive review of the BBG theory isgiven by
Baldo (1999). Modern BBG calculations of nuclear matter andneutron-star
matter are reviewed by Baldoet al. (2001).

Let us start from the non-relativistic formulation of the BBG theory. The
Hamiltonian is

Ĥ = Ĥkin + Ĥint , (5.23)

where

Ĥkin = −
A∑

i=1

~
2∇2

i

2m
. (5.24)

andĤint is the nuclear interaction part. Let us initially restrict ourselves to
two-body nuclear forces, so that

Ĥint = V̂ (2) =
1

2

A∑

i,j=1

′

v̂ij , (5.25)

where the prime over the sum indicates that terms withi = j are excluded.
It is crucial to splitĤ into an unperturbed single-particle part and a pertur-

bation:
Ĥ = Ĥ0 + Ĥ1 , (5.26)

where

Ĥ0 = Ĥkin + Û , Ĥ1 = Ĥint − Û , Û =
A∑

j=1

Ûj , (5.27)

Ûj being a single-particle potential acting on a nucleonj. The definition of
Ûj is important for the convergence of the BBG expansion series, whereĤ1 is
treated as a perturbation. As the system is spatially uniform, Ûj is constant in
space, and unperturbed nucleon states are plane waves|p). For simplicity, we
omit spin indices and express nucleon momentap in units of~. In momentum
representation, the unperturbed single-particle energy is

eN (p) =
~
2p2

2m
+ UN (p) , (5.28)

19The linked cluster theorem, formulated in terms of diagrams, which were latter named “Goldstone dia-
grams”, and the equation governing the wave function of a nucleon pair in nuclear matter (Bethe-Goldstone
equation) were all derived during the graduate studies of Goldstone at Trinity College of the Cambridge
University (Cambridge, England).
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whereN = n or p. Because of the isotropy of the nuclear matter, which
is assumed to be spin-unpolarized, single-particle energies are independent of
momentum direction and nucleon spin. However, owing to a neutron excess,
the single-particle potentials for neutrons and protons are different and the G-
matrix is no longer charge symmetric (Gnn 6= Gpp). As we will see below,
UN can be expressed in terms of the G-matrix, the central quantity of the BBG
theory. Its calculation is equivalent to the summation of the “ladder diagrams”
of the BBG expansion series. It is performed by solving the integral equation,
which can be written in the operator form:

ĜNN ′ = v̂NN ′ + v̂NN ′
Q̂NN ′

z − ĥNN ′

ĜNN ′ . (5.29)

Here, Q̂NN ′ is the two-particle exclusion-principle operator, which projects
particle states outside the Fermi surface, andĥNN ′ is the Hamiltonian operator
acting on uncorrelated two-particle states,

Q̂NN ′ |p1p2) = Θ(p1 − pFN )Θ(p2 − pFN ′)|p1p2) , (5.30)

ĥNN ′ |p1p2) = [eN (p1) + eN ′(p2)] |p1p2) , (5.31)

while z is thestarting energyparameter. In the low-density limit we get

ĥNN ′ |p1p2) −→
~
2

2m
(p21 + p22)|p1p2) , Q̂NN ′ −→ 1 . (5.32)

In this case the G-matrix equation transforms into the well known equation
for the scattering T-matrix, which describes the NN scattering in vacuum (see,
e.g., Messiah 1961, vol. II, Chapter XIX,§14). Passing to the momentum
representation, we get

(p′
1p

′
2|GNN ′(z)|p1p2) = (p′

1p
′
2|vNN ′ |p1p2)

+

∫
dk1

(2π)3
dk2

(2π)3
(p′

1p
′
2|vNN ′ |k1k2)

× QNN ′(k1,k2)

z − eN (k1)− eN ′(k2)
(k1k2|GNN ′(z)|p1p2) . (5.33)

In G-matrix elements relevant for calculating the ground-state energy, the
starting energy is the sum of single-particle energies of the initial |p1p2) state:

z = eN (p1) + eN ′(p2) , (5.34)
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with single-particle potentials given in terms of the G-matrix via a Hartree-Fock
expression

Un(p1) = 2

∫

p
dp3(p1p3|Gnp(en(p1) + ep(p3))|p1p3)

+2

∫

n
dp3(p1p3|Gnn(en(p1) + en(p3))|p1p3)a , (5.35a)

Up(p1) = 2

∫

n
dp3(p1p3|Gpn(ep(p1) + en(p3))|p1p3)

+2

∫

p
dp3(p1p3|Gpp(ep(p1) + ep(p3))|p1p3)a . (5.35b)

Here, for the sake of compactness, we use the notations

|p1p2)a ≡ |p1p2)− |p2p1) ,

∫

N
dp ≡

∫
dp

(2π)3
Θ(kFN − p) . (5.36)

As we are dealing with the spin-unpolarized system, we can use the spin-
averaged G-matrix. The spin degeneracy gives a factor of twoin front of the
integrals.

The auxiliary single-particle potential termU(p), Eq. (5.27), crucial for the
convergence of the linked-cluster expansion, deserves an additional comment.
The choice ofU(p) for states above the Fermi surface (p > pF) has been a sub-
ject of a long debate since the formulation of the BBG theory.Eventually, the
so calledcontinuous prescriptionfor U has been regarded as the most advanta-
geous. According to this prescription, no energy gap is introduced between the
energies of occupied (p < pF) and empty (p > pF) momentum states.20 Such a
choice turns out to be particularly suitable in view of the rapid convergence of
the BBG expansion (see, e.g., Baldoet al.2000, 2001). The lowest-order BBG
approximation for the energy densityE (without nucleon rest energy contribu-
tion) is given by the Hartree-Fock expression, where the G-matrix acts as an
effective interaction. This justifies the name “Brueckner-Hartree-Fock” (BHF)
approximation, used by many authors. The BHF expression forE reads

E = EFFG(nn, np) +
1

2

∫

p
dp1

∫

p
dp2(p1p2|Gpp(ep(p1) + ep(p2))|p1p2)a

+
1

2

∫

n
dp1

∫

n
dp2(p1p2|Gnn(en(p1) + en(p2))|p1p2)a

+

∫

n
dp1

∫

p
dp2(p1p2|Gnp(en(p1) + ep(p2))|p1p2) , (5.37)

20This introduces singularity in the kernel of the G-matrix equation atp1 = p2 = k1 = k2 = kF; (Cauchy)
principal values of the integrals are to be taken.
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whereEFFG(nn, np) is the energy density of a free Fermi gas.
In order to check the convergence of the BBG theory one has to go beyond

the BHF approximation. The next step is to include contributions E(3) from
irreducible three-body correlations, which cannot be reduced to a sequence of
two-body correlations.

The calculation ofE(3) requires a generalization of the two-body in-medium
scattering formalism to the three-body one. It took a long time to formulate
correctly the three-body (in vacuum) scattering problem inquantum mechanics.
It was done by Faddeev (Faddeev 1960; also see Faddeev 1965 and Chapter 2
of Sitenko & Tartakovskii 1997). Bethe (1965) used the Faddeev formalism to
evaluateE(3) in symmetric nuclear matter. The central quantity in the Bethe
theory is a three-body scattering matrixT , to be obtained from the Bethe-
Faddeev equation. The three-body scattering matrix in medium is decomposed
into a sumT (1) + T (2) + T (3), whereT (1), T (2), andT (3) satisfy a system of
coupled scattering equations containing the G-matrix. These equations involve
the three-particle exclusion operator,

Q̂(3)|p1p2p3) = Θ(p1 − pF)Θ(p2 − pF)Θ(p3 − pF)|p1p2p3) , (5.38)

and the three-particle mean-field Hamiltonian operatorĥ(3) which appears in
the denominator of the three-particle propagator,

ĥ(3)|p1p2p3) = [e(p1) + e(p2) + e(p3)] |p1p2p3) . (5.39)

The T (j) matrices sum all contributions of those three-body correlation dia-
grams, where anj-th nucleon is a spectator (i.e., does not change its momentum
state) in the last scattering event.

Calculations based on a realistic two-body NN interaction fail to reproduce
experimental parameters of symmetric nuclear matter at saturation. Realistic
NN forces are also known to underbind3H and4He (§5.5.2). These deficien-
cies can be corrected by adding a three-body (NNN) interaction to the nuclear
Hamiltonian,

V̂ (3) =
1

6

A∑

i,j,k

′′

V̂ijk , (5.40)

where the double prime indicates that terms with two or threeequal indicesi,
j, k are omitted. In calculations, the NNN force can be replaced by an effective
NN force. This can be done by averaging over positions of the third nucleon
taking into account pair correlations of this nucleon with two remaining ones
(Lejeuneet al., 1986). Such a procedure gives a density dependent effective
NN force to be added tôV (2) (Baldoet al., 1997).

The BBG theory presented above is non-relativistic. Relativistic effects
grow with increasing density. For a model of free neutron Fermi gas, the Fermi
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velocity in the units ofc is

vF
c

=
~pF
m

= 0.353

(
nb
n0

)1/3

, (5.41)

and becomes significant in the center of a massive neutron star, wherenb/n0 &
4−6. A relativistic extension of the BBG theory was worked out inthe 1980s
(see ter Haar & Malfiet 1987; Fuchs 2004, and references therein). The essential
point is to use the Dirac equation for single-particle states in nuclear matter. The
majority of calculations adopted OBE interactions. The relativistic extension
of the BHF approximation is called the relativistic Brueckner-Hartree-Fock
(RBHF) or Dirac-Brueckner-Hartree-Fock theory.

5.9.2 Green’s Function Theory
The ground-state energy per baryon, Eq. (5.20), can also be calculated using

other perturbative expansions. A very elegant method is based on the Martin-
Schwinger hierarchy of Green’s functions (Martin & Schwinger 1958; also see
Chapters 5–12 of Weber 1999 for applications to the EOS of dense matter).
The basic quantities in the Martin-Schwinger Green’s function theory (GFT)
are n-particle (2n-point) Green’s functionsgn (n = 1, 2, 3, . . . ):

g1(1; 1
′) = i (Ψ0|T̂ {ψ̂(1)ψ̂(1′)}|Ψ0) , (5.42a)

g2(1, 2; 1
′, 2′) = −(Ψ0|T̂ {ψ̂(1)ψ̂(2)ψ̂(2′)ψ̂(1′)}|Ψ0) , (5.42b)

g3(1, 2, 3; 1
′ , 2′, 3′) =

−i (Ψ0|T̂ {ψ̂(1)ψ̂(2)ψ̂(3)ψ̂(3′)ψ̂(2′)ψ̂(1′)}|Ψ0) . . . , (5.42c)

whereΨ0 is the ground state of nuclear matter,ψ̂ is the nucleon-field annihila-

tion operator,̂ψ ≡ ψ̂†γ0, andT̂ is the time-ordering operator (e.g., Berestetskĭı
et al., 1982). For the sake of compactness, numbers 1,1′, etc. denote a set of
space-time and spin-isospin coordinates of a nucleon. The Martin-Schwinger
hierarchy of Green’s functions is a chain of the integro-differential equations
which couplegn with gn+1. An equation forg1 involvesg2, an equation for
g2 involvesg1 andg3, and so on. The chain of these equations can be termi-
nated provided some approximation of many-body correlations is made. For
example, if two-body correlations are neglected, then we get the mean-field
(Hartree-Fock) approximation, where allgn are expressed in terms of one-
particle propagatorsg1 in an external self-consistent Hartree-Fock field. A
more realistic case of strongly interacting many-body system includes two-
body correlations (but to an infinite order in two-body interaction). In this
caseg3 can be approximated by a properly symmetrized sum of products of
g2 andg1. This enables one to sum, to infinite order, two-body correlations in
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the nucleon matter. This approximation is frequently called the “independent
pair approximation” (because it exactly treats the two-body problem including
medium effects on the mean-field level), or “ladder approximation” (because
diagrams, which are summed up, are ladder-like).

An important quantity of the GFT is the nucleonmass operator(or the so
calledself-energy), denoted byΣN . It takes different values for neutrons and
protons because of the neutron excess. In a uniform and spin-unpolarized
nucleon matterΣN depends on two parameters of a single-particle state: mo-
mentump = |p| and energyω. Many ground-state properties of nucleon
matter, particularly the ground-state energy, are derivedfrom the real part of
ΣN (p, ω), denoted byVN (p, ω). We will review main formulae below using
a standardquasiparticle approximation. The single-particle energyeN (p) is
obtained fromVN (p, ω) via thedispersion equation

eN (p) =
~
2p2

2m
+ VN (p, eN (p)) . (5.43)

As we see, single-particle energies of neutrons and protonsare determined by
the real part of the self-energy calculatedon the energy shell, whereω = eN (p).
In contrast to the BBG theory, the actual momentum distribution of nucleons,
fN (p), is used instead of the free Fermi gas one,f

(0)
N (p) = Θ(kFN − p). The

Fermi momentumkFN satisfies the condition that the Fermi energy is equal to
the chemical potential:

µN =
∂E
∂nN

=
~
2k2FN
2m

+ VN (kFN , µN ) . (5.44)

The momentum distributionof nucleons,fN (p), is calculated ina self-consistent
way fromVN (p, ω),

fN (p) =

[
1− ∂

∂ω
VN (p, ω)

]−1

ω=eN (p)

. (5.45)

At p = kFN , which coincides with the Fermi momentum of a free Fermi gas of
the same number densitynN , the momentum distribution suffers a discontinuity
(a drop). It is a general property of normal Fermi liquids (see, e.g.,§10 of
Lifshitz & Pitaevskĭı 1980). We have

nN =
p3FN
3π2

=
2

(2π)3

∫
dp fN (p) . (5.46)

The ground-state energy density is expressed in terms ofeN (p) andfN (p)
by

E =
∑

N=n,p

∫

N
dp fN(p)

[
eN (p) +

~
2p2

2m

]
, (5.47)
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where we use the short-handed notation, given by Eq. (5.36),for the integration
over momentum states below the Fermi surface.

The central quantity of the independent pair approximationis the in-medium
T-matrix, which describes two-nucleon scattering in a nucleon medium. In the
momentum representation, the T-matrix for anNN ′ nucleon pair satisfies the
integral equation

(p′
1p

′
2|TNN ′(Ω + iη)|p1p2) = (p′

1p
′
2|vNN ′ |p1p2)

+

∫
dk1

(2π)3
dk2

(2π)3
(p′

1p
′
2|vNN ′ |k1k2)

× ΛNN ′(k1,k2,Ω + iη) (k1k2|TNN ′(Ω + iη)|p1p2) , (5.48)

whereΛNN ′ is a two-body Green’s function in the momentum representation.
The parameterΩ is real; it is analogous to the starting energy of the BBG theory;
η is infinitesimally small and positive,η −→ +0.

In the independent-pair approximation,VN (p, ω) can be expressed in terms
of the in-medium T-matrix, which is analogous to the G-matrix in the BBG
theory. For example, the real part of the self-energy for neutrons and protons
is given by

Vn(p, ω) = 2

∫

n
dp′ fn(p

′)Re(pp′|Tnn
(
ω + iη + en(p

′)
)
|pp′)a

+2

∫

p
dp′ fp(p

′)Re(pp′|Tnp
(
ω + iη + ep(p

′)
)
|pp′) , (5.49a)

Vp(p, ω) = 2

∫

p
dp′ fp(p

′)Re(pp′|Tpp
(
ω + iη + ep(p

′)
)
|pp′)a

+2

∫

n
dp′ fn(p

′)Re(pp′|Tpn
(
ω + iη + en(p

′)
)
|pp′) . (5.49b)

The T-matrix can be calculated from Eq. (5.48) using severalapproximations
calledΛ00, Λ10, andΛ11 and described below. In what follows, for the sake
of simplicity, we omit spin and isospin variables. At the first step we discuss
various approximations of the Green’s functions in the space-time representa-
tion. The simplest approximation consists in replacing a two-particle Green’s
function by a product of two free one-particle ones:

g2(1, 2; 3, 4) ≈ i g01(1, 3) g
0
1(2, 4) . (5.50)

This is the so calledΛ00 approximation, which is a popular GFT-scheme (see,
e.g., Weber 1999 and references therein). Alas, the only justification of this ap-
proximation is the simplicity of the model. As no medium effects are included,
one calculates just the T-matrix in vacuum – a rather standard problem in the
two-body scattering theory.
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More ambitious, but more complicated, are the so calledΛ01 andΛ11 ap-
proximations, which are very naturally defined by

Λ(1, 2; 3, 4) ≃ Λ10(1, 2; 3, 4) ≡ i

2

[
g1(1, 3) g

0
1(2, 4) + g01(1, 3) g1(3, 4)

]
,

Λ(1, 2; 3, 4) ≃ Λ11(1, 2; 3, 4) ≡ i g1(1, 3) g1(2, 4) . (5.51)

Now let us consider the two-particle propagator in momentumspace; it
enters the equation for the T-matrix. In theΛ00 approximation both particles in
intermediate states are free, i.e., the dispersion and exclusion-principle effects
are neglected. This leads to

Λ00(k1, k2,Ω+ iη) = [Ω− εk1 − εk2 + iη]−1 . (5.52)

TheΛ10 approximation partly incorporates both the exclusion principle and
dispersion effects for intermediate states. Finally, theΛ11 approximation in-
corporates both effects for states above the Fermi surface (the expressions in
the momentum representation are given, e.g., by Weber & Weigel 1985).

One of the technical difficulties of the GFT is a complicated character of its
basic quantities. The theory can easily be formulated in a relativistic way (see,
e.g., Wilets 1979). Notice that the main trick used to terminate and close the
chain of the GFT equations is based on non-perturbative arguments.

5.9.3 Variational method
The method is based on the minimization of the expectation value of the

Hamiltonian in the space of trial many-body wave functions{Ψvar}. Let us
describe a general method developed by Pandharipande and his collaborators
(Akmal et al.1998 and references therein).

A trial wave function is constructed as

Ψvar = F̂Φ , (5.53)

where the operator̂F describes correlations andΦ is a ground-state wave-
function ofAb non-interacting nucleons in a large volumeV . We will use the
isospin formalism, where single-nucleon states are labeled byαi = {pi, si, ti}
and nucleon variables in coordinate-spin-isospin spaces are ξj = {rj , σj , τj}.
A non-interacting state is given by the Slater determinant

Φ = (Ab!)
−1/2 det {φαi(ξj)} , (5.54)

where a single-nucleon stateφαi is a plane wave multiplied by spin and isospin
spinors. It is sufficient to consider the thermodynamic limit Ab −→ ∞ and
V −→∞withAb/V = nb. As bothΦandΨvar are antisymmetric with respect
to any transposition of variables of two nucleons, the correlation operatorF̂
should be symmetric with respect to these transpositions.
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Correlations are induced by the NN interaction, represented by an NN po-
tential, Eq. (5.25). They are also induced by many-nucleon interactions, rep-
resented by an NNN potential, Eq. (5.9). However, even in themost advanced
calculationsF̂ includes only two-body correlations,

F̂ = Ŝ
Ab∏

i<j

f̂ij , (5.55)

wheref̂ij is a two-body correlation operator and̂S is the symmetrization oper-
ator. The operator̂fij is given by the expression analogous to Eq. (5.6) for the
NN potential:

f̂ij =
∑

u

fu(rij)Ôuij . (5.56)

Our system is spin-unpolarized but isospin-polarized: it contains an excess
of neutrons. The procedure to determine the functionsfu was developed by
Lagaris & Pandharipande (1980, 1981a,b); it is briefly described below.

The functional to be minimized is the expectation value

Evar [f ] =
(Φ|F̂ †ĤF̂ |Φ)
Ab(Φ|F̂ †F̂ |Φ)

. (5.57)

The minimization ofEvar is performed in two steps. At the first step,fu
functions, calledf (2)u , are calculated by minimizing the functionalE(2)

var obtained
from Eq. (5.57) by removing three-body interaction from theHamiltonian,
Ĥ −→ Ĥ(2). The partial-differential equations forf (2)u are the Euler-Lagrange
equations derived from the minimization of the functionalE

(2)
var on the set of

the functions{f (2)u }.
In order to make the task feasible, the variation within the set {f (2)u } is

constrained. Let us start with the central correlations, where the direction
of rij is not coupled to the spin and/or relative momentum of a nucleon pair
(1 ≤ u ≤ 4). The physical condition, which leads then to a constraint on
f
(2)
u (1 ≤ u ≤ 4), is the requirement, that sufficiently distant nucleons are not

correlated. This condition can be expressed via

central u = 1, . . . , 4 : f (2)u (rij ≥ du) = 1. (5.58)

It is called thehealing constrainton the central correlation functions, anddu
(which is a variational parameter) is called thehealing distance. Forrij > du
the central component of two-nucleon wave function is no longer perturbed
(“wounded”) by the short-range interaction, being the sameas for a non-
interacting pair.
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The situation with noncentral correlations, expressed in terms of thef (2)u Ôuij
components withu = 5, . . . , 14 , is different. The noncentral components in
a free-pair wave function do not exist. Therefore, the correlationsf (2)u with
u = 5, . . . , 14 should vanish at largerij :

noncentralu = 5, . . . , 14 : f (2)u (rij ≥ du) = 0 , (5.59)

wheredu is again a variational parameter.
For the sake of simplicity let us consider a purely neutron matter. As our

system is spin-unpolarized, the functionsf (2) for the spin-singlet and spin-
triplet states can be considered separately. The tensor andspin-orbit terms
vanish in the spin-singlet channel. Neglecting the term involving (L̂)2ij , we

find thatf̂ (2)ij reduces to a single function ofr ≡ rij . For the spin-singlet states
the Euler-Lagrange equation then reads

−~
2

m

[
ϕ∇2f (2) + 2∇ϕ · ∇f (2)

]
+ (vij − λ)ϕf (2) = 0 , (5.60)

whereϕ = 2 [l(kFr)]
1/2, vij is the central component of thenn interaction in

the spin-singlet state, andl(x) = 3 (sin x− x cos x)/x3 .
Equation (5.60) should be solved under the constraint givenby Eq. (5.58),

supplemented by an additional condition on the radial derivative off (2),
[

d

dr
f (2)(r)

]

r=d

= 0 . (5.61)

Trial values of the healing distanced must be chosen in such a way that, on
average, there is only one particle within a distanced from a given particle. A
precise value ofd is determined at the final step of the minimization of theEvar

functional (see below). At a givend, a solution of Eq. (5.60) exists only for a
specific value ofλ, which can be found via an iterative procedure.

In the spin-triplet channel, the operatorf̂ (2)ij is

f̂
(2)
ij = f1 + f2 (Ŝ12)ij + f3 (L̂ · Ŝ)ij + f4 (L̂)2ij + f5 (L̂ · Ŝ)2ij . (5.62)

The Euler-Lagrange equations constitute a system of five coupled partial dif-
ferential equations for the functionsf (2)u , with the healing constraints given by
Eqs. (5.58) and (5.59). These constraints specify the constantsλu. Combining
the spin-singlet and spin-triplet functionsf (2)u , one gets an operator̂f (2) which
depends on healing distances{d}.

At the next step one must calculate the expectation value of the Hamilto-
nian, Eq. (5.57), in the limit ofAb −→ ∞. Of course, the explicit integration
over 3Ab coordinates is impossible. However, because the correlations are



246 NEUTRON STARS

short-ranged, one may use a diagrammatic technique, developed in the theory
of strongly interacting quantum liquids, where the contributions from various
classes of correlations are summed to the infinite order viavariational chain
summation(see Akmalet al.1998 and references therein). In its original form
this technique was developed for dense Fermi-liquids with central correlations.
In the case of nucleon matter, noncentral correlations are important, and new
techniques for summing contributions from noncentral interaction and corre-
lation components were developed. The calculations are particularly compli-
cated because of the non-commuting character of the tensor and momentum-
dependent operators in the Hamiltonian and correlations.

The operatorF̂ = F̂ (2) which minimizesE(2)
var does not minimize the com-

pleteEvar that contains the NNN interaction. In order to come as close as
possible to the minimum ofEvar, one recalculatesEvar replacingf̂ (2)ij by

f̂ij =
∑

u

βufu Ôuij . (5.63)

In this way one getsEvar which depends on a set of variational parameters{d}
and{β}. At the next step one must minimizeEvar with respect to{d} and{β}.

An actual variational calculation ofE0 ≃ (Evar)min contains many addi-
tional simplifications and approximations, but still, viewing the complexity of
the problem, it represents a monumental computational achievement (Wiringa
et al., 1988; Akmalet al., 1998). Further improved variational calculations for
pure neutron matter were done by Moraleset al. (2002)

5.9.4 Relativistic mean-field model
5.9.4 a Historical overview

It is well known that the main properties of atomic nuclei canbe explained
in terms of two basic and seemingly contradictory models, the shell model and
the liquid-drop model. In the shell model, theA-body problem reduces to a
one-body problem of a nucleon moving in a mean-field created by its interaction
with remaining nucleons. In the liquid-drop model, nucleons are so strongly
coupled between themselves that their motion is fully collective. In this case a
nucleus is treated as a drop of strongly coupled nucleons.

In the 1950s, nuclear theoreticians started to explain these different facets
of nuclei in the language of the field theory, where the stronginteraction be-
tween nucleons originates from their coupling to various meson fields. From
the very beginning the main strategy was in proposing simplesolvable models.
This approach was initiated by Johnson & Teller (1955) in thepaper “Classical
Field Theory of Nuclear Forces”. The authors proposed to describe a motion
of nucleons in heavy nuclei and the gross (liquid-drop) nuclear properties using
a solvable model in which nucleons are coupled to a scalar anda vector me-



Neutron star cores: nucleons and hyperons 247

son fields. The scalar meson mediated long- and intermediate-range attraction
needed to explain the binding of nucleons in nuclei, as well as the depth of the
shell-model potential well. The vector meson mediated a short-range repulsion
between nucleons to achieve the saturation of nuclear matter. The parameters
of the model were adjusted by fitting basic experimental nuclear data.

Johnson & Teller (1955) proposed actually a “minimal nuclear mean-field
model”, which involved two electrically neutral meson fields; we will call them
σ andω. The energy of nuclei was calculated using the mean-field approxima-
tion (in the lowest-order in coupling constants). The authors stressed, that their
scalar meson “. . . need not be an elementary particle in any sense of this word.
It may be a virtual state composed of other mesons.” They gotmσc

2 ∼ 600
MeV, remarkably close to theσ-meson mass of the contemporary models of NN
interaction (§5.6). Theω field was vector and, therefore, led to a momentum-
dependent single-particle potential and generated a density-dependent nucleon
effective massm∗ < m. Theω-meson contribution to the single-particle poten-
tial was repulsive and increased with growing density. Accordingly, the density
dependence of the energy per nucleon for the symmetric nuclear matter exhib-
ited a minimum, which coincided with saturation parametersof nuclear matter
after the adjustment of meson masses and couplings. Two maindeficiencies
of the model were: its non-relativistic character and the presence of a peculiar
bound state of nuclear matter at very high density. Moreover, the meson fields
were classical (non-quantized).

The Johnson-Teller model was improved by Duerr (1956), who developed a
relativistically invariant version of theσ–ω model. The Johnson-Teller model
can be reproduced as the non-relativistic limit of the Duerrmodel. Duerr dis-
cussed also the validity of the mean-field approximation. Inhis model, nucleons
are point sources of meson fields, represented by pointlike density distributions,

nb(r) =

A∑

i=1

δ(r − ri) . (5.64)

The mean-field approximation consists in replacing these distributions by a
mean constant density. It is a good approximation if the distance scale of the
exchanged mesonφ is much larger than the internucleon distance,

~

mφc
≫ n

−1/3
b =⇒ nb

n0
≫ 102

(
mφc

2

500 MeV

)3

. (5.65)

It is clear that this condition cannot be satisfied, because nucleons should trans-
form into quarks at a density an order of magnitude lower. Moreover, the main
approximation of replacing all fields by their expectation values resulted from
the Hartree approximation for a many-body wave function of nucleon matter.
This implies the absence of the exchange (Fock) term in the Hartree-Fock ap-
proximation forE . However, it is well known, that for a fermion system with



248 NEUTRON STARS

two-body interaction of rangea the Fock terms inE become negligible in the
limit of kFa −→ ∞. This limit is similar to Eq. (5.65), and it is never reached
in a neutron-star core. All in all, the model is phenomenological; it cannot be
justified from first principles.

Disregarding this basic difficulty, we can just employ the mean field approx-
imation as the basis of a phenomenological model. This procedure was carried
out by Duerr. Below we briefly describe the solution of the relativistic mean-
field model of Duerr, which is the simplest version of theσ–ω model in the
nuclear theory. We will use the formulation of theσ–ω theory, developed in
detail in a seminal paper of Walecka (1974).

5.9.4 b Solution of an RMF model

In the rest of this section we will use, in order to simplify the formulae, a
system of units, where~ = c = 1. The mean-field approximation for a spa-
tially uniform ground state of nucleon matter corresponds to nucleons filling
momentum states within the Fermi spheres of radiikFn andkFp; nucleon eigen-
functions are plane-wave solutions of the Dirac equations.The nucleon energy
spectrum is then given by eigenvalues of the Dirac equationsfor nucleons mov-
ing in constantσ andω fields (withω0 6= 0 andω1 = ω2 = ω3 = 0). These
energy eigenvalues are charge and spin degenerate,

en(k) = ep(k) =
√
k2 + (m− gσσ)2 + gωω0 , (5.66)

whereconstantmeson field values are determined from the field equations
reduced to

gσσ =

(
gσ
mσ

)2 1

π2

∑

N=n,p

∫ kFN

0
dk

k2(mN − gσσ)√
k2 + (mN − gσσ)2

, (5.67)

gωω0 =

(
gω
mω

)2

nb . (5.68)

The energy density and the pressure are then calculated as the ground-state
expectation values of the components of the energy-momentum tensorT µν ,21

21Detailed derivations of the formulae, based on the standardmethods of the field theory, can be found in
the monograph of Glendenning (2000).
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E(nn, np) = 〈Ψ0|T 00|Ψ0〉 =
1

π2

∑

N=n,p

∫ kFN

0
dk

k2 (mN − gσσ)√
k2 + (mN − gσσ)2

+
1

2

(
mσ

gσ

)2

(gσσ)
2 +

1

2

(
mσ

gσ

)2

(gωω0)
2 , (5.69)

P (nn, np) = −〈Ψ0|T 11|Ψ0〉 =
1

3π2

∑

N=n,p

∫ kFN

0
dk

k4√
k2 + (mN − gσσ)2

−1

2

(
mσ

gσ

)2

(gσσ)
2 +

1

2

(
mω

gω

)2

(gωω0)
2 . (5.70)

One can easily see, that the model contains only two free parameters,gσ/mσ

and gω/mω. They can be adjusted to reproduce two selected experimental
parameters of the saturated nuclear matter,22 for instance, the binding energy
per nucleon and the saturated nucleon density,B0 andn0. No wonder that in this
case the values of remaining parameters of the saturated nuclear matter, such as
the incompressibilityK0 and the symmetry energyS0, strongly deviate from
the experimental values (§5.4): K0 ≃ 2Kexp

0 andS0 ≃ 0.5Sexp
0 . Moreover,

the EOS of pure neutron matter predicts a non-existent boundstate atnb ≃ n0.
The problem of incorrect incompressibility and fictitious bound state was

eliminated by Boguta & Bodmer (1977) who extended theσ–ω model by in-
cluding self-interactions of theσ-field. These interactions were introduced via
the term

U(σ) =
1

3
b mN (gσσ)

3 +
1

4
c (gσσ)

4 , (5.71)

whereb andc are constants;U(σ) is added to the Hamiltonian density (and
subtracted from the Lagrangian density). The argument for includingU(σ)
is that it makes the quantum version of the modelrenormalizable(Boguta &
Bodmer, 1977). Two additional free parametersb and c can be adjusted to
reproduce correct values ofK0 andm∗ (§5.4). Still there remains the problem
of the correct value ofS0. It is solved by introducing the charge-triplet of
the vectorρ-meson fields, which couple to the neutron-proton number density
difference and, therefore, contribute to the symmetry energy. In this way one
gets a modern version of the RMF model, used in neutron-star calculations
since the mid-1980s and described in detail by Glendenning (2000).

The RMF model involves the nucleon bispinor fieldsψn andψp, and five
meson fields. The meson fields are: the neutral scalarσ, the neutral vectorωµ,

22Interestingly, Duerr (1956) demonstrated the existence ofa strong spin-orbit coupling of nucleons moving
in a nuclear potential well. This important feature is typical of relativistic mean field models, where the
strong spin-orbit term is not postulated separately (in contrast to the non-relativistic mean-field theories)
but is rigorously derived. However, the spin-orbit contribution to the energy averages out to zero in the
mean-field approximation for a spatially uniform nuclear matter.
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and the charge-triplet vectorρqµ (q = −1, 0,+1). Each meson fieldφ of mass
mφ is coupled to an appropriate nucleon current (with a coupling constantgφ)
and yields a scalar interaction term in the LagrangianLNφ. Within theρ triplet,
gρ does not depend on the meson charge, which reflects the chargeindependence
of the strong interactions. The crucial assumption which makes the RMF model
so easy in use (and therefore so attractive) is that nucleon currents are treated as
uniform (constant) in space and that the Fock terms in the energy expectation
value are neglected. These assumptions do not come from firstprinciples; they
are strictly valid only in the limit ofnb −→ ∞, as we have already mentioned
in the context of the Duerr (1956) paper [see Eq. (5.65)], so that the model is
essentially phenomenological.

Within the RMF model, all three spatial components of nucleon currents and
meson fields, as well as of chargedρ-fields, vanish in the ground stateΨ0. Non-
vanishing time-like components of vector fields describe the meson potentials
in which nucleons move. These time-like components are constant in space, as
a result of the assumed constancy of field sources. The ground-state momentum
distribution for nucleons is that of a free Fermi gas.

The constantvalues of the meson fields are determined from the Euler-
Lagrange equations derived for the RMF model Lagrangian. The solutions for
theω andρ fields are particularly simple, because the Lagrangian is linear in
these fields,

gωω0 =

(
gω
mω

)2

(nn + np) , gρρ
0
0 =

1

2

(
gρ
mρ

)2

(np − nn) . (5.72)

The equation for the sigma field is much more complicated and reads

gσσ =

(
gσ
mσ

)2 1

π2

∑

N=n,p

∫ kFN

0
dk

k2(m− gσσ)√
k2 + (m− gσσ)2

−
(
gσ
mσ

)2 [
b m(gσσ)

2 + c(gσσ)
3
]
. (5.73)

The nucleon energy spectrum is obtained from the Dirac equations for nu-
cleon bispinorsψn andψp:

en(k) =
√
k2 + (mN − gσσ)2 + gωω0 − gρρ00 , (5.74a)

ep(k) =
√
k2 + (mN − gσσ)2 + gωω0 + gρρ

0
0 . (5.74b)

While the charge independence ofe(k) is broken, the spin degeneracy still
remains, because the matter is spin-unpolarized. We can nowexpress the energy
density in the ground state,E = 〈Ψ0|T 00|Ψ0〉, by summing energies of nucleon
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states up to the Fermi level and adding energies of meson fields:

EN(nn, np) =
1

π2

∑

N=n,p

∫ kFN

0
dk k2

√
k2 + (mN − gσσ)2

+
1

2

(
mω

gω

)2

(gωω
0)2 +

1

2

(
mρ

gρ

)2

(gρρ
0
0)

2 +
1

2

(
mσ

gσ

)2

(gσσ)
2

+
1

3
b m(gσσ)

3 +
1

4
c (gσσ)

4 . (5.75)

The pressure is calculated asP = −〈Ψ0|T 11|Ψ0〉:

PN(nn, np) =
1

3π2

∑

N=n,p

∫ kFN

0
dk

k4√
k2 + (m− gσσ)2

+
1

2

(
mω

gω

)2

(gωω
0)2 +

1

2

(
mρ

gρ

)2

(gρρ
0
0)

2 − 1

2

(
mσ

gσ

)2

(gσσ)
2

−1

3
b m(gσσ)

3 − 1

4
c (gσσ)

4 . (5.76)

The time-like components of meson fields should be expressedthroughnn and
np by solving Eqs. (5.72) and (5.73).

The RMF model described above contains five free parameters:gσ/mσ,
gω/mω, gρ/mρ, b, andc. These parameters can be adjusted to reproduce the
five experimental parameters of nuclear matter at the saturation point: n0, B0,
S0,K0, and the nucleon effective massm∗ at the Fermi surface (§5.4).

The effective massm∗ in the RMF model deserves an additional com-
ment. The effective mass can be defined in various ways. Two important
definitions are: (1) theDirac effective massrelevant for the nucleon Dirac
equation in the RMF model,m∗

D ≡ m − gσσ; it comes from the nucleon
kinetic energyekin(k) =

√
(m∗

D)
2 + k2; and (2) theLandau effective mass

m∗
L ≡ (1/kF)(∂e(k)/∂k)

−1
k=kF

. It is easy to show that these effective masses
are related by(m∗

L)
2 = (m∗

D)
2 + k2F. An effective mass in nuclear matter,

measured experimentally (see§5.4), should be identified withm∗
L.

As we have mentionedbefore, theρ-field is crucial for fitting the experimental
nuclear symmetry energy at the saturation,Sexp

0 ≃ 30MeV. To show this, let us
consider a weakly asymmetric nuclear matter. This can be done by introducing
the familiar variablesnb = nn + np andδ = (nn − np)/nb in the limit of
δ ≪ 1. At a fixednb, we have

[E(nb, δ)− E(nb, 0)] /nb ≃ S(nb)δ2 , (5.77a)

S(nb) =
1

6

(
gρ
mρ

)2

nb +
k2F

6
√
k2F + (mN − gσσ)2

, (5.77b)
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Table 5.1. Examples of parameter sets of the RMF model adjusted to different sets of parameters
of nuclear matter at the saturation point (Glendenning & Moszkowski, 1991; Glendenning, 2000).

n0 B0 m∗
D S0 K0 g2σ/m

2
σ g2ω/m

2
ω g2ρ/m

2
ρ 103b 103c

(fm−3) (MeV) (mN ) (MeV) (MeV) (fm2) (fm2) (fm2)

0.153 16.3 0.7 32.5 300 11.79 7.149 4.411 2.947−1.070

0.153 16.3 0.78 32.5 240 9.927 4.820 4.791 8.659−2.421

0.153 16.3 0.75 32.5 200 11.299 5.696 4.656 8.784−1.0098

wherekF = (3π2nb/2)
1/3 is the nucleon Fermi momentum in the symmet-

ric nuclear matter. The coupling ofρ mesons to nucleons gives, therefore, a
contribution to the symmetry energy whichgrows linearlywith baryon density.
As will be discussed in§5.13, this property has an important impact on the
high-density behavior of the proton fraction in thenpeµ matter. Atnb = n0,
theρ-field term contributes about half of the symmetry energy!

Specific values of the five parameters of the RMF model depend on values
of experimental saturation parameters of nuclear matter. Some examples of
parameter sets are given in Table 5.1. Notice that the coefficient of the quartic
term inU(σ), Eq. (5.71), is negative. Taken at its face value, this meansthat
the energy-density functional is not bounded from below! However this feature
does not seem to be dangerous, because the values ofgσσ are bounded by
the bare nucleon mass. Consider Eq. (5.73) for theσ-field. One can show
thatgσσ grows monotonically with increasingnb tending tom from below as
nb −→ ∞. This property remains valid in the presence of the self-interaction
potentialU(σ).

5.9.4 c Concluding remarks

The RMF model has many attractive features which make it a popular tool
in the neutron-star physics. It is computationally simple even for a multicom-
ponent dense baryonic matter consisting of nucleons and hyperons (§5.10.2).
Its Lorentz invariance guarantees that the sound speed in dense matter does not
exceed the speed of light at any density. However, one shouldnot forget the
underlying approximations and assumptions.

Let us start with the basic assumption of the spatial constancy of the meson-
field sources. It is valid if the mean distance between nucleons rNN is much
smaller than the spatial range of virtual mesonsrφ = ~/mφc. As seen from Eq.
(5.65), this condition holds atnb ≫ 100n0! Clearly, the assumptionrNN ≪ rφ
is not satisfied in neutron-star cores. Moreover, atnb = n0, where the RMF
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model is adjusted to experimental data, the opposite is true: rNN ≫ rφ! As
we have already mentioned, the Fock terms in the ground-state energy are
neglected, which is strictly valid in the limit ofnb −→∞.

Except for the self-coupling termU(σ), the interaction partLRMF
int of the

RMF Lagrangian density is identical to the analogous component of the one-
boson-exchange Lagrangian,LOBE

int , used to describe NN datain vacuum(§5.6).
However, applying a mean-field approximation toLOBE gives a symmetric
nuclear matter which is strongly unbound atnb = n0 (Akmal et al., 1998).
Clearly,LRMF is not directly related toLOBE.

5.9.5 Effective energy density functionals
According to the Kohn-Sham density functional theory (Kohn& Sham,

1965), developed starting from the ideas of Hohenberg & Kohn(1964), the
energy of a many-Fermion system is a unique functional of one-particle densi-
ties. The ground state energy is determined by the minimization of the energy-
density functional with respect to one-particle densities(number density, spin
density, and kinetic energy density). The density functional theory (DFT) has
been widely applied in condensed matter physics (see, e.g.,the monograph
of Dreizler & Gross 1990) and in nuclear physics (see, e.g., the monograph
of Petkov & Stoitsov 1991). Its application for describing the matter in a
neutron-star crust is outlined in§3.3.1. While the existence of a unique density
functional representing the energy of a fermionic system ispredicted by the
DFT, its specific functional form is still to be determined either by confronting
DFT predictions with experiments or by calculating the functional using a more
fundamental many-body theory.

The energy-density functional becomes particularly simple for a uniform,
spin-unpolarized nucleon matter, where it reduces to a function of nn andnp,
EN(nn, np). The dependence ofEN on nucleon number densities is usually
presented in a parameterized form. Numerical coefficients are obtained by ad-
justing the model to empirical properties of nuclear matterat saturation and also
to bestab initio many-body calculations of pure neutron matter (to the most
advanced results based on realistic nucleon-nucleon interaction). Remaining
parameters of the energy-density functional are obtained by fitting the prop-
erties of laboratory nuclei calculated in the Hartree-Fockapproximation with
account for nucleon pairing effects. In this way some Skyrme-type energy-
density functionals were constructed (see, e.g., Chabanatet al.1997, 1998). A
detailed study of a very large set of Skyrme energy-density functionals and of
their application to neutron star EOS and neutron star models was presented
by Rikovska-Stoneet al. (2003). Other energy-density functionals were based
exclusively on many-body calculations with realistic nucleon-nucleon interac-
tions (e.g., the FPS energy-density functional). Several selectedEN(nn, np) are
presented in the Appendix D.
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5.10. Energy of hyperon-nucleon matter
With increasing baryon density, hyperons may appear in neutron-star cores

replacing highly energetic neutrons. Instead of the nucleon energy density
EN(nn, np), one needs a more general baryon-energy functionalEB({nB}),
where{nB} is a set of number densities of baryon species{B},

∑

B

nB = nb . (5.78)

At baryon densitiesnb . 10n0, relevant for neutron-star cores, it is sufficient
to consider the octet of lightest baryons. The octet includes the nucleon charge-
doubletN , the charge-singletΛ, the charge-tripletΣ, and the charge-doublet
Ξ. The parameters of these baryons are given in Table 5.2. Baryon fieldsψB
have well defined properties in theisospin space: nucleons andΞ-hyperons are
represented by an iso-spinor field (isospinI = 1/2), Λ by an iso-scalar field
(I = 0), andΣ-hyperons by an iso-vector field (I = 1). Each baryon field is
an eigenstate of the third isospin componentI3, related to its electric chargeQ
and strangenessS by (see, e.g., Perkins 2000)

I3 = Q− (S + 1)/2 . (5.79)

The electric charge density and the strangeness per baryon are given by

qb =
∑

B

nBQB , sb =
∑

B

nBSB/nb . (5.80)

5.10.1 Brueckner-Bethe-Goldstone theory
At the lowest-order (BHF) level the generalization to the multicomponent

baryon matter should take into account the multichannel nature of the BB in-
teraction resulting from theΛ–Σ conversion. Consider the set ofN , Λ andΣ.
One can introduce G-matricesGNΛ,NΛ, GNΛ,NΣ, GNΣ,NΛ, GNΣ,NΣ, which
are coupled by(NΣ|v̂ij |NΛ) matrix elements of the interaction operatorv̂ij in
the generalized G-matrix equations.23 Moreover, each G-matrix is coupled to
remaining ones via the self-consistent single-particle potentials

UB(p1) = 2
∑

B′ 6=B

∫

B′

dp3 (p1p3|GBB′,BB′(eB(p1) + eB′(p3))|p1p3)

+ 2

∫

B
dp3 (p1p3|GBB,BB(eB(p1) + eB(p3))|p1p3)a . (5.81)

23For example,(pΣ−|v̂ij |nΛ) means strong interaction withnΛ in an initial state and withpΣ− in a final
state; similar notation is used for G-matrix elements.



Neutron star cores: nucleons and hyperons 255

Table 5.2. Masses, electric charges, strangeness, and e-folding (mean) lifetimes of the baryon
octet, measured in laboratory. The baryon number, spin, andparity of all these baryons are1,
1/2, and+1, respectively.

baryon name mc2 (MeV) Q (e) S τ (s)

p 938.27 1 0 > 1032

n 939.56 0 0 886

Λ0 1115.7 0 −1 2.6× 10−10

Σ+ 1189.4 1 −1 0.80 × 10−10

Σ0 1192.6 0 −1 7.4× 10−20

Σ− 1197.4 −1 −1 1.5× 10−10

Ξ0 1314.8 0 −2 2.9× 10−10

Ξ− 1321.3 −1 −2 1.6× 10−10

Here, we have returned to physical units and short-hand notations, Eq. (5.36),
used in§§5.9.1 and 5.9.2. The BHF approximation for the energy density reads

E({nB}) = EFFG({nB})

+
1

2

∑

B′

∫

B′

dp1

∫

B′

dp2 (p1p2|GB′B′,B′B′(eB′(p1) + eB′(p2))|p1p2)a

+
1

2

∑

B′′ 6=B′

∫

B′′

dp1

∫

B′

dp2 (p1p2|GB′′B′,B′′B′(eB′′(p1) + eB′(p2))|p1p2) .

(5.82)

A self-consistent solution of the BBG equations is a formidable numerical
task, because of non-linear coupling of integral equationsfor G-matrices. No
wonder that such calculations became feasible only in the late 1990s (Schulze
et al. 1998; Vidañaet al. 2000a,b; Nishizakiet al. 2002; also see the review
paper by Baldo & Burgio 2001 and references therein). Because of a tremen-
dous complexity, an evaluation of the three-body correlation contributionà la
Bethe-Faddeev has not been carried out up to now (till 2006).However, in view
of uncertainties of the NH and HH interactions in dense matter, even the cal-
culation of the EOS at the BHF level is so model-dependent, that the unsolved
problem of higher-order correlations seems of second priority. Additional large
uncertainties result from our ignorance of three-body interaction involving hy-
perons. As visualized by the BBG calculations of Nishizakiet al.(2002), three
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body interactions can play a decisive role in the EOS of hyperonic matter (see
§6.5.5). The EOS based on the two-body interactions only is usually too soft to
support1.44 M⊙ of the Hulse-Taylor pulsar. Inclusion of realistic three-body
interactions involving hyperons is therefore a major task for the many-body
calculations of the EOS.

5.10.2 Relativistic mean-field model
The mean-field method is particularly suitable for calculating the EOS of

a uniform multi-component dense matter. Strong interactions of hadrons are
invariant with respect to rotation in the isospin space, andthereforeL is an
iso-scalar. In particular, the coupling constantsgφB do not depend onI3B .
The generalization of the RMF model equations to the full baryon octet is then
straightforward: the total source of a meson field is a sum of contributions from
all baryon fields. For the sake of generality, we will write all the equations in
the form which enables one to include baryons beyond the lowest-mass baryon
octet. In this section we will use units in which~ = c = 1.

The equations for the non-vanishing components of theω andρ fields are:

ω0 =
∑

B

gωB
m2
ω

nB , ρ00 =
∑

B

gρB
m2
ρ

I3BnB . (5.83)

In the equation for theσ field, the nucleon term has to replaced by a sum over
all baryon terms, taking due account of the spin degeneracy,

m2
σσ =

∑

B

2JB + 1

2π2
gσB

∫ kFB

0
dk

k2(mB − gσBσ)√
k2 + (mB − gσBσ)2

−gσN
[
bmN (gσσ)

2 + c (gσσ)
3
]
, (5.84)

whereJB is the baryon spin. The Fermi momenta of baryonsB are related to
their number densitynB by

nB =
2JB + 1

6π2
k3FB . (5.85)

In order to calculate the EOS of the ground-state matter, oneneeds the energy
spectrum of baryons. It is obtained from the Dirac equationsfor bispinorsψB :

eB(k) =
√
k2 + (mB − gσBσ)2 + gωBω0 + gρBI3Bρ

0
0 . (5.86)
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The only modification in the expressions for the energy density and pressure
consists in replacing nucleon contributions by sums over all baryons,

EB({nB}) =
∑

B

2JB + 1

2π2

∫ kFB

0
dk k2

√
k2 + (mB − gσBσ)2 +

1

2
m2
σσ

2

+
1

2
m2
ρ(ρ

0
0)

2 +
1

2
mωω

2
0 +

1

3
bmN (gσNσ)

3 +
1

4
c (gσNσ)

4 , (5.87)

PB({nB}) =
1

3

∑

B

2JB + 1

2π2

∫ kFB

0
dk

k4√
k2 + (mB − gσBσ)2

− 1

2
m2
σσ

2

+
1

2
m2
ρ(ρ

0
0)

2 +
1

2
mωω

2
0 −

1

3
bmN (gσNσ)

3 − 1

4
c (gσNσ)

4 , (5.88)

where the values of time-like components of meson fields are expressed via
{nB} by solving Eqs. (5.83) and (5.84).

The free parameters of the model aregσB/mσ , gωB/mω, gρB/mρ, b, andc.
Experimental values ofmB are used.

Due to the mean-field character of the model and the charge independence
of strong interactions, the case of the full baryon octet is not much more com-
plicated than the minimal case of the nucleon matter. Also, going beyond the
baryon octet by including∆ resonances is not a very difficult task within the
RMF model.

5.11. The equation of state of the outer core
The theoretical description of the matter atρ . 2ρ0 is within the reach of

the modern nuclear theory. The nuclear Hamiltonian, albeitvery complicated,
is known reasonably well. The calculation of the ground state of nucleon
matter requires big computing resources but can be carried out with a reasonable
accuracy.

5.11.1 Calculating the equation of state
Consider the matter composed of nucleons, electrons, and possibly muons.

Nucleons form a strongly interacting Fermi liquid, while electrons and muons
constitute nearly ideal Fermi gases. The energy per unit volume is

E(nn, np, ne, nµ) = EN(nn, np) + Ee(ne) + Eµ(nµ) , (5.89)

whereEN is the nucleon contribution. In what follows, we will assumefull
thermodynamic equilibrium. The pressure and energy-density depend on a sin-
gle parameter; its best choice is usually the baryon densitynb. The equilibrium
at givennb corresponds to the minimum ofE under the condition of electrical
neutrality.

We will derive the equilibrium equations using a general method which can
also be used in a multi-component matter containing, e.g., hyperons. Let us
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employ the method of Lagrange multipliers, particularly suitable for calculating
the minimum of a function of many variables under additionalconstraints. In
our case, the variables are the number densitiesnj, j = n, p, e, µ, and the
constraints are

fixed baryon density: nn + np − nb = 0 , (5.90a)

electrical neutrality: ne + nµ − np = 0 . (5.90b)

Let us introduce the auxiliary functioñE , defined by

Ẽ = E + λ1(ne + nµ − np) + λ2(nn + np − nb) . (5.91)

In this caseλi are Lagrange multipliers to be determined from the unconstrained
minimization ofẼ by requiring∂Ẽ/∂nj = 0 for all j:

∂Ẽ/∂nn = µn + λ2 = 0 , (5.92a)

∂Ẽ/∂np = µp − λ1 + λ2 = 0 , (5.92b)

∂Ẽ/∂ne = µe + λ1 = 0 , (5.92c)

∂Ẽ/∂nµ = µµ + λ1 = 0 , (5.92d)

with ∂E/∂nj = µj. Eliminating the Lagrange multipliers from Eqs. (5.92) one
gets the relation between the chemical potentials

µn = µp + µe , µµ = µe , (5.93)

which expresses the equilibrium with respect to the weak-interaction processes

n −→ p+ e+ νe , p+ e −→ n+ νe , (5.94a)

n −→ p+ µ+ νµ , p+ µ −→ n+ νµ . (5.94b)

We consider a neutron-star core transparent for neutrinos (which occurs, typ-
ically, as soon asT . 109−1010 K). In this case neutrinos do not affect the
matter thermodynamics, and we can putµνe = µνe = µνµ = µνµ = 0.

Equations (5.93) supplemented by the constraints (5.90) form a closed system
of equations which determine the equilibrium composition of thenpeµmatter.

Electrons are ultra-relativistic, so that (in physical units, in which the electron
Fermi momentum is~pFe)

µe = ~cpFe ≈ 122.1 (ne/0.05n0)
1/3 MeV , (5.95)

while muons are mildly relativistic

µµ = mµc
2
√

1 + (~pFµ/mµc)
2 . (5.96)



Neutron star cores: nucleons and hyperons 259

Muons are present only ifµe > mµc
2 = 105.65 MeV; in the opposite case we

are dealing with thenpe matter.
Once the equilibrium is determined, the pressure is calculated from the first

law of thermodynamics (atT = 0):

P = n2b
d(E/nb)
dnb

. (5.97)

The derivative is taken at the equilibrium composition.
One may worry about density-dependent particle composition. Generally,

the density dependence of particle fractionsxj ≡ nj/nb gives a non-vanishing
contribution to the density derivative of the energy per nucleon. Let us treatE
as a function ofnb, xp, xe, andxµ. Then

P = n2b

(
∂(E/nb)
∂nb

)

eq

+
1

nb

∑

j=p,e,µ

(
∂E
∂xj

)

eq

(
dxj
dnb

)

eq

, (5.98)

where derivatives are taken at equilibrium. However, usingEqs. (5.90) and
(5.93) one can see that the second term on the right-hand-side of Eq. (5.98)
vanishes, i.e., both formulae forP give the same result.

5.11.2 The nuclear symmetry energy and the proton
fraction

Many-body calculations of the energy per nucleon in an asymmetric nuclear
matter with realistic nucleon-nucleon interactions show that, to a very good
approximation, the dependence on the neutron excessδ = 1− 2xp is quadratic
(see, e.g., Lagaris & Pandharipande 1981c; Wiringaet al. 1988; Akmalet al.
1998):

EN(nb, δ) ≃ E0(nb) + S(nb) δ
2 . (5.99)

Here,E0(nb) refers to the symmetric nuclear matter andS(nb) is the symmetry
energy. A very high precision of this formula, even forδ ≃ 1, indicates that
the higher-order terms of the expansion inδ are small.

In this context it is instructive to consider the free-Fermigas (FFG) model
of the nuclear matter, where the energy per baryon is

EFFG(nb, δ) =
3

10
ǫF(nb)

[
(1 + δ)5/3 + (1− δ)5/3

]
. (5.100)

Here,m ≡ (mn +mp)c
2/2 = 938.93 MeV is the mean nucleon mass andǫF

is the Fermi energy in the symmetric nuclear matter at a givennb,

ǫF =
~
2

2m

(
3

2
π2nb

)2/3

≈ 36.8

(
nb
n0

)2/3

MeV . (5.101)
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The small-δ expansion ofEFFG reads then

EFFG(nb, δ) =
3

5
ǫF(nb) +

1

3
ǫF(nb) δ

2 , (5.102)

which gives the symmetry energy for the free Fermi gas model in the form

SFFG ≈ 12.3

(
nb
n0

)2/3

MeV . (5.103)

It is easy to check that the quadratic approximation, Eq. (5.99), is very precise
even atδ = 1. From Eq. (5.100) applied to a pure neutron matter we obtain
EFFG(nb, 1) = (3/5) 22/3 ǫF(nb) ≈ 0.9524 ǫF(nb), while Eq. (5.102) gives
14ǫF(nb)/15 ≈ 0.9333 ǫF(nb) which is only 2% smaller!

The simple form of the dependence ofEN on xp enables us to clarify the
relation between the symmetry energy and the composition ofthenpe matter
at beta-equilibrium. Using Eq. (5.99) we can easily calculate the difference
between the chemical potentials of neutrons and protons,

µn − µp = 4(1 − 2xp)S(nb) . (5.104)

The beta-equilibrium in thenpe matter (wherexe = xp) implies, therefore,

x
1/3
p

1− 2xp
=

4S(nb)

~c (3π2nb)1/3
. (5.105)

Accordingly, the proton fraction at a givennb is determined by the symmetry
energy. Under typical conditions, the proton fraction is small, xp ≪ 1, and

xp(n0) ≈
64 [S(nb)]

3

3π2(~c)3 nb
≈ 4.75 × 10−2

(
n0
nb

)(
S(nb)

30 MeV

)3

, (5.106)

i.e., the dependence ofxp on the symmetry energy is very strong.
The proton fraction at the normal nuclear densitynb = n0 is directly de-

termined by the symmetry energySb(n0) = S0 at the saturation point (§5.4).
As the experimental value ofS0 is Sexp ≃ 30 MeV, the proton fraction in the
neutron-star matter at the normal nuclear density should bexp(n0) ≃ 5%, inde-
pendently of any specific EOS of dense matter. On the other hand, Eq. (5.106)
tells us that the actual value ofxp(n0) for a given model of dense matter is
very sensitive to the value ofS0 of that model. In particular, the free Fermi-gas
model yields a very smallS0, Eq. (5.103), and gives an unrealistically low value
xFFGp (n0) ≈ 0.0033.

5.12. Equation of state and composition
In the rectangular insert in Fig. 5.6 we show EOSs of the outercore calculated

using five models of nucleon matter. They are briefly described in Table 5.3.
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Figure 5.6. Pressure versus baryon number density for several EOSs of thenpeµ matter in beta
equilibrium. Labels are the same as in Table 5.3. The tables of the APR and APRb* EOSs have
been kindly provided by J.M. Lattimer.

Two of them, BBB1 and BBB2, are obtained in the framework of the BBG
theory assuming different realistic NN potentials and a model of the NNN
interaction. Although the NN potentials are essentially different (the local U14
Urbana potential and the non-local momentum-dependent Paris potentials) they
fit equally well NN data and give very similar EOSs of the outerneutron-star
core.

The APR and APRb* EOSs are calculated using the variational method. The
center-of-mass NN potential is the same (Argonne A18). However, the APRb*
EOS includes a repulsive boost NN-interaction and uses the Urbana NNN force
UIX* readjusted to experimental data (see§5.5.3). The repulsive component
of the UIX* NNN force is much weaker than that of the UIX NNN force in
the APR EOS. However, these differences in the Hamiltonian slightly affect
the EOS of the outer neutron-star core. Finally, the SLy EOS is based on a
Skyrme-type energy density functional; it is very similar to the APR one.
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Figure 5.7. Pressure versus mass density for several EOSs of thenpeµ matter. Labels are the
same as in Table 5.3.

As we have shown in§5.11.2, the proton fraction depends strongly on the
symmetry energyS(nb). While the expression for the pressure containsS(nb)
andS′(nb), the proton fraction is roughly proportional to the cube ofS(nb). In
this way,xp(nb) “amplifies” the differences inS(nb) given by various nuclear-
matter theories. This feature is clearly seen in the rectangular insert in Fig.
5.8.

The APR and APRb*xp(nb) curves exhibit a kink atnb ∼ 0.2 fm−3 while
other curves are monotonous and smooth. According to Akmalet al. (1998),
the kink is associated with a phase transition. Within the variational approach,
the phase transition is reflected by a sudden change of the correlation func-
tions, and specifically by a sudden and strong change of some healing dis-
tancesdu (§5.9.3). Akmalet al. (1998) identify this phase transition with
a π0 condensation (see§7.3). It should be stressed, however, that variational
wave-functions incorporate only short-range correlations and cannot accurately
describe a phase transition connected with long-range correlations (Akmal &
Pandharipande, 1997; Akmalet al., 1998). The actual phase transition is ac-
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Table 5.3. Selected EOSs of neutron star cores

EOS model reference

BPAL12 npeµ energy density functional Bombaci (1995)
BGN1H1 npΛΞeµ energy density functional Balberg & Gal (1997)
FPS npeµ energy density functional Pandharipande & Ravenhall

(1989)
BGN2H1 npΛΞeµ energy density functional Balberg & Gal (1997)
BGN1 npeµ energy density functional Balberg & Gal (1997)
BBB2 npeµ Brueckner theory, Paris NN plus

Urbana UVII NNN potentials
Baldoet al. (1997)

BBB1 npeµ Brueckner theory, Argonne A14
NN plus Urbana UVII NNN potentials

Baldoet al. (1997)

SLy npeµ energy density functional Douchin & Haensel (2001)
APR npeµ variational theory, Argonne A18

NN plus Urbana UIX NNN potentials
Akmal et al. (1998)

APRb* npeµ variational theory, Argonne A18
NN with boost correction plus adjusted
Urbana UIX* NNN potentials

Akmal et al. (1998)

BGN2 npeµ effective nucleon energy func-
tional

Balberg & Gal (1997)

companied by a density jump at the phase interface. It is incorporated in the
EOS through the mixed-phase construction in the regionn1 < nb < n2, where
the fraction of the denser phase increases monotonically from zero atnb = n1
to one atnb = n2 (we refer the reader to§7.2.3 for a general discussion of
mixed phases). However, the effects of phase transitions onthe EOS are rather
weak. They are invisible in the APR and APRb* curves in Figs. 5.6 and 5.7,
where interpolation between tabulated EOS points is made.

It is interesting to compare the values ofxp given by different theories at
nb = n0. These values range from 0.035 for the U14+UVII model to 0.06for
the APRb* one. A difference by a factor∼ 2 stems from usingS0 = 28 MeV
andS0 = 35 MeV, respectively; see Eq. (5.106). These values of the symmetry
energy are still within extreme experimental values ofS0.

5.13. Inner core: minimal model – nucleons and leptons
5.13.1 Equation of state of thenpeµ matter

The assumption that the matter atρ & 2ρ0 has the same composition as the
outer core leads to the “minimal model” of the inner neutron-star core. In Figs.
5.6 and 5.7 we present several selected EOSs calculated under this assump-
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Figure 5.8. Proton fraction innpeµ matter at beta equilibrium for different EOSs (labeled as in
Table 5.3). Characteristic negative-slope segments for the APR and APRb* models correspond
to a narrow mixed-phase region. The dotted line gives the threshold value ofxp above which
the direct Urca process is allowed.

tion. They employ different nuclear Hamiltonians and many-body theories as
described in§5.12. The comparison of the APR and APRb* curves shows that
a consistent inclusion of lowest-order relativistic effects in the interaction part
of the two-body Hamiltonian combined with a simultaneous readjustment of
the three-body force weakly affects the EOS even atnb = 1.2 fm−3. To some
extent, the difference between the more modern APR and APRb*EOSs (based
on the up-to-date NN and NNN Hamiltonians) and the BBB1 and BBB2 EOSs
(based on older interactions constructed in the 1980s) results from the differ-
ences in the Hamiltonians themselves. The APR and APRb* EOSsare stiffer
than those which employ older versions of NN and NNN interactions. The SLy
EOS uses a phenomenological energy-density functional; its stiffness is inter-
mediate between the EOSs obtained from the BBG theory and thevariational
method.
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The overall divergence ofP (ρ) curves at higher densities is smaller than
the divergence ofP (nb) curves. This is natural because a higher stiffness
implies also a steeper increase of the interaction contribution to E ≡ ρc2.
The hydrostatic equilibrium of a star is determined by theP (ρ) curve. At
ρ = 1015 g cm−3 pressures given by the different EOSs in Fig. 5.7 range within
(1.2−1.8) × 1035 dyn cm−2.24 As we will see in§6.5.5, these EOSs lead to
the maximum masses of neutron starsMmax = (1.9 − 2.2)M⊙.

5.13.2 Proton fraction and direct Urca threshold
The behaviour of the proton fractionxp(nb) is crucial for the cooling of

neutron stars. A neutron star is formed as a hot compact object with an internal
temperatureT ∼ 1011 K in a gravitational collapse of a degenerate stellar core
(see§1.4.2). During the initial105−106 years of its life a star cools via neutrino
emission from its core. The most efficient cooling channel isdue to the so called
direct Urca processes, mentioned in§1.3.7,

n −→ p+ e+ νe , p+ e −→ n+ νe , (5.107a)

n −→ p+ µ+ νµ , p+ µ −→ n+ νµ . (5.107b)

Let us first consider the electron Urca processes in the upperline. These re-
actions are allowed only at rather highnb at whichxp(nb) exceeds a threshold
valuexD(nb) ≈ 0.11 − 0.14 (Lattimeret al., 1991). The threshold condition
can be obtained as follows. Because neutrons, protons, and electrons form de-
generate Fermi liquids, only the states close to the Fermi surfaces (within a shell
of the thickness∼ kBT around the Fermi energy) are involved in the processes
(5.107). Therefore, the momenta of neutrons, protons, and electrons can be
approximated by their Fermi momentapFj (j = n, p, e, µ), while the neutrino
momentumpν ∼ kBT/c ≪ pFj . Neglecting small correctionskBT/c ≪ pFj
one sees that momentum conservation imposes the triangle rule:

pFn < pFp + pFe , (5.108)

which is satisfied forxp > xD. In the absence of muons,xD = 1/9; their
presence slightly increasesxD above1/9, andxD may become as large as
0.14 (see Fig. 5.8). Replacing electrons by muons in Eqs. (5.108) one can
get the threshold proton fraction which opens the muon direct Urca process.
This process becomes allowed at a slightly higher density than the electron one
(Lattimeret al., 1991).

The threshold density depends on an EOS model. For some EOSs,xp never
reachesxD and direct Urca processes remain forbidden in neutron-starcores.

24Generalization of this statement, which refers to a restricted set of selected EOSs, should be taken with a
grain of salt (see Sarsaet al.2003; Moraleset al.2002)
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An example of such a dense-matter model is U14+UVII of Wiringaet al.(1988),
Fig. 5.8.25 The neutrino emission proceeds then via the so called modified Urca
processes with an additional nucleon in initial and final states of Eq. (5.107).
This additional nucleon does not participate in beta processes but only opens
it via a momentum transfer mediated by strong interactions.This strongly
suppresses the neutrino emission rate. If direct Urca processes operate, then a
non-superfluid neutron-star core cools to109 K in a minute, and to108 K in
a year. If they are not allowed, the timescales will be one year and105 years,
respectively.

5.13.3 Adiabatic index
An important parameter which characterizes the stiffness of the EOS with

respect to density perturbations is theadiabatic index, defined by

γ =
nb
P

dP

dnb
=
P + E
P

dP

dE . (5.109)

It is calculated assuming full equilibrium of matter constituents and is generally
a function of density. The functionγ(nb) is plotted in Fig. 5.9 for some EOSs of
thenpeµmatter. For most of EOSs,γ(nb) varies from 2 to 4. However, for the
BGN1, SLy and BG2 EOSs the adiabatic index is a weak function of density.
These EOSs are special, because they are based on the Skyrme-type energy-
density functionals,with a very specific smooth dependenceof the pressure on
neutron and proton number densities. The remaining EOSs areconstructed in
the framework of many-body theories based on realistic nuclear Hamiltonians.
They have a complicated density dependence, which reflects different contri-
butions from various components of nuclear interaction, particularly from the
NNN component.

The composition of thenpeµ matter is density dependent. Therefore, a
change in density disturbs beta equilibrium. This in turn initiates weak inter-
action processes which move the matter toward the equilibrium on a character-
istic relaxation timescale. Neutron star pulsations have characteristic periods
∼ 10−3 s, which are much shorter than the timescales of relaxation towards
beta equilibrium. Thus, sound waves inside a neutron star core propagate at a
constant composition, and the corresponding adiabatic index should be calcu-
lated at fixed (frozen)xj. Such an adiabatic index will be denoted byγfr; it is
larger than the indexγ calculated from Eq. (5.109) assuming full equilibrium.

25The model U14+UVII of Wiringaet al. (1988) belongs to a class of models, which were developed in the
1980s and showed a non-monotonousS(nb). For these models,S(nb) starts to decrease with increasing
nb above some density, and can even vanish at a very largenb > 1 fm−3. Other models of Wiringaet al.
(1988), for instance A14+UVII, also show a non-monotonous behavior ofS(nb) but their symmetry energy
never vanishes in a neutron-star core. For more recent EOSs,developed in the 1990s, bothxp andS(nb)
increase monotonously with increasingnb in the stellar core.
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Figure 5.9. Adiabatic index of thenpeµ matter in an inner neutron-star core versus baryon
density for selected EOSs. All but three EOSs are from Table 5.3, the remaining ones are the
EOSs of Wiringaet al.(1988). The index is calculated using analytic fits ofP (nb) to tabulated
EOSs.

It is γfr (not γ), which enters the expression for the local velocity of sound vs:

vs
c

=

(
dP

dE

)1/2

fr

=

(
γfrP

E + P

)1/2

. (5.110)

5.14. Hyperons in the inner core
A presupernova core at the brink of a collapse contains atomic nuclei (of the

Fe-Ni group), alpha particles, free nucleons, electrons and positrons, but not
hyperons. However, a huge gravitational compression can initiate the trans-
formation of nucleons into hyperons, as soon as such transformation lowers
the energy density at a givennb. This process is mediated by the strangeness-
changing weak interaction and may become possible atρ & 2ρ0.



268 NEUTRON STARS

Figure 5.10. Threshold chemical potentials of neutral hyperons and neutron (left) and of nega-
tively charged hyperons and the sumµe+µn (right) versus baryon number density for model C of
Glendenning (1985). Vertical dotted lines mark the thresholds for the creation of new hyperons;
dashed lines show minimum enthalpiesµ0

H of unstable hyperons before the thresholds.

5.14.1 Hyperonic composition
Let us consider an electrically neutral matter composed of baryonsB (nucle-

ons and hyperons) and leptonsℓ (electron and muons) at a given baryon number
densitynb. The baryon density is

∑

B

nB = nb , (5.111)

while the electric charge neutrality implies
∑

B

nBQB −
∑

ℓ=e,µ

nℓ = 0 , (5.112)

whereQB is the electric charge of a baryonB in units ofe. The energy density
depends on the number densities of baryons{nB} and leptons (ne, nµ), E =
E({nB}, ne, nµ). The equilibrium state has to be determined by minimizingE
under the constraints given by Eqs. (5.111) and (5.112). To this aim, we will
use the method of Lagrange multipliers described in§5.11.1. In analogy with
Eq. (5.91) we define the auxiliary energy densityẼ

Ẽ = E + λb

(
∑

B

nB − nb
)

+ λq


∑

B

QBnB −
∑

ℓ=e,µ

nℓ


 . (5.113)
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Figure 5.11. Fractions of particlesxj = nj/nb versus baryon number densitynb (in units of
n0 = 0.16 fm−3) calculated by Hanauskeet al. (2000) for two relativistic models of baryonic
interactions (with the kind permission of the author).Left: Effective chiral model of Hanauske
et al. (2000).Right: Relativistic mean field model TM1 of Sugahara & Toki (1971).

Let NB be the number of the baryon species. MinimizingẼ , we get a set of
NB + 2 equations

∂Ẽ/∂nB = µB + λb + λq QB = 0 (B = 1, . . . , NB), (5.114a)

∂Ẽ/∂nℓ = µℓ − λq = 0 (ℓ = e, µ), (5.114b)

whereλb andλq are Lagrange multipliers andµj = ∂E/∂nj .
Eliminating Lagrange multipliers, we get a system ofNB relations forNB+

2 chemical potentials. We have two additional relations, Eqs. (5.111) and
(5.112), so that the total number of equations is equal toNB +2. The relations
involving the chemical potentials of nucleons and leptons are equivalent to Eqs.
(5.93) obtained for thenpeµ matter: µe = µµ, µn = µp + µe. However,
we have now additional equations which describe equilibrium with respect to
weak interactions. The equilibrium equations depend onQB . In our case
QB = −1, 0, 1:

QB = −1 : µB− = µn + µe , (5.115a)

QB = 0 : µB0 = µn , (5.115b)

QB = +1 : µB+ = µn − µe . (5.115c)
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Figure 5.12. Particle fractionsxj = nj/nb versusnb as calculated by Vidañaet al.(2000b) in
the BHF approximation for two models of baryonic interactions (with the kind permission of the
authors).Upper panel: Nijmegen model E of Rijkenet al. (1999): onlyΣ− hyperon is present
in neutron-star cores.Lower panel: APR model for the nucleon sector (Table 5.3, Akmalet al.
1998) and Nijmegen model E of Rijkenet al. (1999) for NH and HH interactions. In contrast
to the upper panel,Λ is present in dense matter. Solid lines in both panels: all baryon-baryon
(NN, NH, HH) interactions are included. Dashed lines in the lower panel: HH interaction is
(artificially) switched off.

The lightest baryons form an octet, containing nucleons andΛ, Σ, Ξ hyperons
(§5.10.2, Table 5.2).
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Figure 5.13. Effect of the three-body forces between nucleons on particle fractionsxj = nj/nb

in dense matter; from Baldo & Burgio (2001) with the kind permission of the authors (see text
for details).

One can calculate the threshold densitiesρH of hyperons (H) by checking the
threshold condition at variousρ. One can start atρ = 0.5 ρ0, where hyperons are
certainly absent. Nevertheless, one can always calculate the minimum increase
of the energy of the matter produced by adding a single hyperon H at a fixed
pressureP . This can be done by considering the energy of the matter withan
admixture of given hyperons and by calculating numericallythe limit of the
derivative

lim
nH−→0

(∂E/∂nH)eq ≡ µ0H . (5.116)

To be specific, consider the lightestΛ hyperon. As long asµ0Λ > µn, this hy-
peron cannot survive because the system will lower its energy via an exothermic
reactionΛ +N −→ n +N . However,µn increases with growingnb and the
functionsµ0Λ(nb) andµn(nb) intersect at somenb = nΛc (the left panel in Fig.
5.10). Fornb > nΛc , theΛ hyperons become stable in dense matter: their decay
is blocked by the Pauli principle.

As we have already mentioned, usuallyΛ is not the first one to appear in a
neutron-star core, becauseΣ− appears at lower density (§5.2). This is visual-
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ized in Figs. 5.11, 5.12, and 5.13. The threshold condition for theΣ− hyperon
creation is

µ0Σ− = µn + µe . (5.117)

The electron Fermi energyµe adds toµn and the threshold condition is usually
satisfied at lower density (and at lowerµn) than forΛ. However, this is not a
strict rule, as one can see by comparing the left and right panels of Fig. 5.10.
The figure shows also examples of the appearance of other hyperons (forQ = 0
andQ = −1).

Large values ofµe may prohibit the appearance ofQ = +1 hyperons in
neutron-star cores. For example, considerΣ+, the lightest positively charged
hyperon. As follows from the bottom line of Eqs. (5.115), thecondition of its
appearance is

µ0Σ+ = µn − µe . (5.118)

The subtraction ofµe can easily lead toµ0Σ+ > µn − µe in dense matter,
makingΣ+ unstable (because the processΣ+ + e → n + νe is exothermic).
Accordingly,Σ+ hyperons do not appear in neutron-star cores in some models
(see, e.g., Weber & Weigel 1989a; Vidañaet al.2000b). However, there is no
strict rule to forbid their presence. First, a rapid increase of theΣ− fraction
at ρ > ρΣ

−

c leads to a strong decrease of the electron and muon fractions
with increasing density: it is energetically advantageousto replace negatively
charged and highly energetic electrons by slow and massiveΣ− hyperons with
the same charge (see Figs. 5.11–5.13). The removal of electrons lowersµe and
allowsΣ+ to appear atnb & 5n0 in many models (see the right panel of Fig.
5.11; also see, e.g., Glendenning 1985; Hanauskeet al. 2000; Balberg & Gal
1997).

The lack of the precise knowledge of NH interaction anda fortiori of HH
interaction strongly affects the predicted hyperonic composition of neutron-star
cores. Another uncertainty is introduced by many-body theories as illustrated
in Fig. 5.11. Both baryon-baryon interaction models fit equally well empirical
parameters of nuclear matter at saturation. However, theirhyperonic sectors
and, consequently, dense-matter parameters are different. The left panel of
Fig. 5.11 refers to baryonic matter composed mostly of neutrons, with∼20%
of protons and only a few percent of hyperons even atn = 6n0 ≃ 1 fm−3. The
right panel shows a drastically different situation. Atnb ≃ 1 fm−3, neutrons
constitute less than one third of baryons: we are dealing with a “baryon soup,”
where six hyperon species are present. Atnb = 8n0, we havenΛ ≃ nn! While
Σ0, Ξ0, andΣ+ hyperons are absent in the left panel of Fig. 5.11, they are all
present atnb & 6n0 in the right panel.

The dependence of the matter composition on the baryon-baryon interaction
is further illustrated in Fig. 5.12. The curves are calculated using the BHF
theory (Vidañaet al., 2000b). The solid curves in both panels are obtained
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assuming the same NH and HH interactions (model E of Rijkenet al. 1999)
but different versions of NN interaction. Specifically, in the upper panel one
employs model E of NN interaction of Rijkenet al. (1999), while in the lower
panel one uses the A18 model of NN interaction supplemented with the UIX
model of the NNN force of Akmalet al. (1998). The EOS model of Akmalet
al. (1998) with its three nucleon force is much stiffer than thatof Rijken et al.
(1999). Clearly, the softening of nucleon EOS shifts the hyperon appearance
to higher densities; for instance, we havenΛc > 1.2 fm−3 in the upper panel!
On the other hand, the comparison of the solid and dotted curves in the lower
panel of Fig. 5.12 shows that HH interaction removes leptonsfrom high-density
matter; switching off the HH forces strongly increases the lepton fraction via
substantial lowering of theΣ− fraction.

Figure 5.13 illustrates the effect of the NNN interaction onthe composition
of the matter (from Baldo & Burgio 2001). The upper panel corresponds to
purely two-body interactions, while the lower panel is obtained including NNN
forces. The latter forces stiffen the nucleon component of the EOS, lower the
thresholds of the hyperon appearance and increase hyperon fractions at high
densities. One hasnΣ− ≃ np at nb = 0.8 fm−3 andnΛ ≃ nn at nb = 1.2
fm−3. A sizable abundance ofΣ− (the lower panel) dramatically decreases the
electron fraction at highρ.

In spite of a strong model dependence, one can notice genericfeatures of
hyperonic and leptonic compositions. TheΣ− hyperons appear usually at
lowest densities which depend mostly on the stiffness of theEOS of thenpeµ
matter: the stiffer the EOS, the lower the threshold.26 Hyperonization implies
a deleptonization: negatively chargede andµ are replaced byΣ− and other
negatively charged hyperons. Finally,Σ+ is usually the onlyQ = +1 hyperon
present in neutron-star cores, but its presence is model-dependent.

All Figs. 5.11–5.13 demonstrate a generic shape ofxe(nb) and xµ(nb)
curves. Muons appear atnb ∼ n0. Both lepton fractions increase while
the density grows up tonΣ

−

c and then decrease since leptons are replaced by
Σ− hyperons. Models with high hyperon fractions show an evanescence of
leptons atnb ∼ 1 fm−3 producing a “baryon soup” atnb ∼ 1 fm−3 with high
strangeness per baryon (close to−1 in “hyperon stars” withM ≃Mmax).

5.14.2 Hyperon softening of equation of state
The formation of hyperons softens the EOS because high-energy neutrons

are replaced by more massive low-energy hyperons (producing lower pressure).

26If Σ− interaction with nucleon matter has a strong repulsive component, thenΣ− might be absent in
dense matter. This is so in the BGN1H1 and BGN2H1 models of Balberg & Gal (1997), who introduced a
repulsive component of interaction ofΣ− with nuclear matter, as suggested by some analyses ofΣ− atoms
(Batty et al., 1994; Marešet al., 1995).
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GN BGN1

Figure 5.14. Softening of EOSs by the presence of hyperons. Each panel shows an EOS with
(thick line) and without (thin line) hyperons.Left: model EOSs of Glendenning (1985).Right:
the BGN1 and BGN1H1 EOSs of Balberg & Gal (1997) (labeled as inTable 5.3)

The softening is a generic effect independent of models of NHand HH inter-
actions, as illustrated in Fig. 5.14, but its magnitude is model-dependent.

The softening is reflected in the density dependence of the adiabatic index
γ, Eq. (5.109), as demonstrated in Fig. 5.15. The index drops at each hyperon
thresholdρH . At densities slightly higher thanρH , the number density of hy-
peron speciesH is small, i.e., these hyperons mainly interact with nucleons.
Thus, the softening and associated drop ofγ strongly depend on the NH inter-
action. For example, these effects are much stronger for theBGN1H1 EOS of
Balberg & Gal (1997) than for the GNH EOS of Glendenning (1985).

Let us stress that the adiabatic index considered here is calculated for dense
matter in full equilibrium and can be used for static neutronstars. The adia-
batic index relevant for neutron-star pulsations has to be calculated without any
assumption of equilibrium with respect to weak interactions and may be quite
different from the equilibrium one (Haenselet al., 2002b).

The EOSs atnb & 5n0 become especially model-dependent. In particu-
lar, a possible contribution of three-body forces involving hyperons is almost
unknown. A very preliminary study of the contribution of three-baryon in-
teraction, carried out within the BBG theory, was presentedby Nishizaki et
al. (2002). Assuming universal three-body repulsion acting between baryons,
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Figure 5.15. The adiabatic indexγ versusnb in a neutron-star core. Calculations are performed
for the model EOS of Glendenning (1985). The solid line (γhyp) is for the hyperonic matter
(vertical dotted lines indicate thresholds for the appearance of muons and hyperons); the dot-
and-dashed line (γnuc) corresponds to the case in which the appearance of hyperonsis artificially
forbidden.

Nishizaki et al. (2002) found a strong stiffening of the high-density EOS, re-
sulting in a significant increase ofMmax (see§6.5.5).

5.15. Superluminal and ultrabaric equations of state
Since the EOS atnb ≫ n0 is very uncertain, it important to impose model-

independent bounds. The basic requirement is that any EOS should respect
Lorentz invarianceand causality. These requirements can be formulated in
different (and not equivalent) ways. For instance, it has been claimed that a
physically correct EOS can be neithersuperluminalnor ultrabaric, where

ultrabaric EOS: P > E ; (5.119)

superluminal EOS: dP/dE > 1 . (5.120)

Some of EOSs in Fig. 5.16 are superluminal beyond a point indicated by an
asterisk (BGN2, SLy). For the SLy EOS, the superluminality occurs at densities
which are not realized in stable neutron stars. However, forthe BGN2 EOS
the most massive neutron stars have a superluminal central core withvs > c.
Both EOSs are derived within a non-relativistic many-body theory. Therefore
one may attribute their superluminality to the lack of Lorentz invariance in
non-relativistic theories.
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Figure 5.16. Selected model EOSs of neutron-star cores (denoted as in Table 5.3). Filled
circles show maximum densities in stable neutron stars, while asterisks indicate the densities
above which EOSs are superluminal (vs > c).

Still, there is a need to clarify the relation between the widely used condition
of vs < c, Lorentz invariance, and causality. For this purpose we formulate two
“questions of principle”: (a) can a Lorentz-invariant theory give a superluminal
or ultrabaric EOS? (b) does a superluminal EOS withdP/dE > 1 necessarily
contradict causality? These problems have been analyzed bymany authors
(Bludman & Ruderman, 1968, 1970; Ruderman, 1968; Caporaso &Brecher,
1979; Olson , 2000). Let us start with the simplest solvable model of dense
matter, an ideal gas of (noninteracting) particles:

E = mn
1

A

〈
A∑

i=1

c2/
√

1− v2i /c2
〉
, (5.121a)

P =
1

3
mn

1

A

〈
A∑

i=1

v2i /
√

1− v2i /c2
〉
, (5.121b)

whereA is the number of particles,n andm is their number density and mass,
vi is a particle velocity, and〈. . .〉 means averaging over a particle distribution.
Sincev2i ≤ c2 one getsP ≤ 1

3E for an ideal gas model, and the equality
P = 1

3E is achieved in the ultra-relativistic limit.
The upper boundP ≤ 1

3E , valid for an ideal gas, can be broken in the
presence of strong short-range repulsive interactions. Long ago, Zeldovich
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(1961) presented a classical Lorentz-invariant model, where a strong repulsive
interaction between nucleons was produced by the exchange of a neutral vector
(spinJ = 1) meson of massmv.27 The interaction potential was taken in the
Yukawa form

Vij = g2v
e−µvrij

rij
, (5.122)

wheregv is the coupling constant andµv = mvc/~. The energy density is

E = EFFG + Eint , (5.123)

whereEFFG is the free Fermi-gas (FFG) contribution. The interaction term is

Eint =
1

2
g2vnb

A∑

i 6=j

e−µvrij

rij
. (5.124)

Let us define a characteristic internucleon distancea by a−3 = 4πnb/3. In the
limit of a≪ 1/µv, one can replace summation by integration28

1

A

A∑

i 6=j
f(rij) −→ nb

∫
dr f(r) , (5.125)

which givesEint = β n2b, with β = 2πg2v/µ
2
v, and coincides with the familiar

expression obtained in the quantum theory using the Hartreeapproximation for
the ground-state of nucleon matter. The complete EOS reads

E = EFFG + βn2b , P = PFFG + βn2b . (5.126)

For sufficiently largenb the interaction term will implyP > E/3 and for
nb −→ ∞ one getsP −→ E . The Zeldovich example shows that a Lorentz-
invariant dense-matter model can lead to the asymptotic behavior P/E −→ 1
and dP/dE −→ 1 (from below) fornb −→ ∞, but the EOS never becomes
superluminal or ultrabaric.

Is a superluminal EOS incompatible with Lorentz invariance? Bludman &
Ruderman (1968) gave a negative answer to this question. They presented two
models which are Lorentz-invariant and still lead tovs > c andP > E for
sufficiently largenb. Let us consider a one-parameter EOSE = E(nb) and
P = P (nb). It is easy to show the sound speed can be expressed as

vs/c =
(
nbE ′′/E ′

)1/2
, (5.127)

27It corresponds toω meson of the relativistic mean-field model of§5.9.4.
28This limit is reached at densitiesnb ≫ 3µ3v/4π. Formvc2 = 500 MeV we have1/µv ≈ 0.4 fm which
corresponds tonb ≫ 24n0.
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whereE ′ = dE/dnb andE ′′ = d2E/d2nb. In this case

nbE ′′ > E ′ =⇒ vs > c . (5.128)

AssumingE ∝ n2+ηb in the limit of nb −→∞, we have

vs/c =
√

1 + η > 1 if η > 0 . (5.129)

The Zeldovich model employed the Hartree approximation, which neglects both
quantum effects and correlations between nucleons due to the strong short-range
repulsion. The energy can be lowered by including (classical) correlations if
a distance between neighboring nucleons becomes comparable or smaller than
the range of the repulsive interaction,rij . 1/µv. At a fixednb, the correlations
decreaseE and increaseP , compared to the values obtained in the Zeldovich
(1961) model. Therefore, the correlations stiffen the EOS,which corresponds
to η > 0 andvs > c for nb −→ ∞. Moreover, an EOS which includes the
correlations can even become ultrabaric provided the interaction energy in a
particle-cell volume1/nb exceedsmc2. All in all, the examples presented
by Bludman & Ruderman (1968) show that the Lorentz invariance does not
necessarily implyvs < c andP < E atnb −→∞.

Is a superluminal EOS inconsistent with causality?The inequalityvs > c
can reflect the lack of causality, as a signal (a density perturbation) propa-
gates faster than light. However,vs > c can also result from an interference
of various spectral components of a sound wave, with amplification at high-
frequency components and damping (destructive interference) of low-frequency
ones. This may happen if the medium is not in its true ground state.

Up to this point,Eint was calculated in the Hartree approximation, i.e., ne-
glecting quantum correlations which result from the exclusion principle. This
approach can be improved by using the Hartree-Fock approximation. Addi-
tional (exchange) terms inEint can also lead toη > 0, and they can make
the nucleon matter with a neutral vector-meson repulsion superluminal and
ultrabaric atnb −→ ∞ (Bludman & Ruderman, 1970). However, the most
important quantum effect are connected with a possible formation of nucleon-
antinucleon (NN) pairs. A strong NN repulsion corresponds to a strongNN
attraction. If the NN repulsion makes the matter superluminal and ultrabaric,
then the matter becomes unstable with respect to theNN formation: the matter
described by such an EOS is in a highly excited state (Bludman& Ruderman,
1970)!

Let us summarize the attempts to answer the questions of principle. As we
have seen, Lorentz invariance and causality do not exclude the possibility of
vs > c. However, “counter examples”, where the inequalityvs < c is violated,
seem to be irrelevant to neutron-star physics. Moreover, the densities at which
EOSs based on these “counter-example models” become superluminal are much
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higher than the density of quark deconfinement. And the Asymptotic Freedom
property of the QCD implies thatvs −→ c/

√
3 for nb −→∞ in quark matter.

5.16. Effect of baryon superfluidity on equation of state
Baryons are most probably superfluid in neutron star cores. Since typical

critical temperatures areTc ∼ 109−1010 K, superfluidity occurs soon after the
neutron star birth. Let us consider the simplest model of a superfluid neutron
gas and use the BCS model with an isotropic1S0 neutron pairing (see, e.g.,§51
of Fetter & Walecka 1971). For temperaturesT ≪ Tc, the superfluid gap can
be approximated by its zero-temperature value,∆(T ) ≃ ∆(0) ≡ ∆0, where
∆0 ≈ 1.76 kB Tc. Moreover, let us approximate the normal phase by a free
Fermi gas. At a given baryon densitynb, the difference of the energy densities
between the normal (n) and the superfluid (s) phases can be shown to be given
by

En − Es =
mkF
4π2~2

∆2
0 , (5.130)

where the energy gap is assumed to be much smaller than the neutron Fermi
energy, so that the lowest power of∆0 is retained. The relative change inE
resulting from superfluidity is therefore

En − Es
En

=
5

8

(
∆0

ǫF

)2

≈ 1.83× 10−4

(
∆0

MeV

)2(n0
nb

)2/3

, (5.131)

whereǫF is the neutron Fermi energy. One can also show, within our simple
model, that the effect of superfluid transition on the pressure is Pn − Ps =
−En+Es. These estimates can be extended to a more complicated case of non-
isotropic pairing and a multicomponent baryon matter. All in all, they show
that as long as superfluid gaps∆ . 1 MeV, the relative effect of superfluidity
on the EOS at supranuclear density is less than10−4−10−2.

5.17. Effect of strong magnetic field on equation of state
As already mentioned in§4.1.5, the magnetic field strongly affects the EOS

if the quantization of particle motion across the field (Landau orbitals) and
the interaction of particle magnetic moments with the field become important.
These quantum effects are perceptible if particles occupy only a few magneti-
cally induced quantum levels. Otherwise, the effects of themagnetic field on
the EOS are minor.

These statements can be illustrated for the case of electrons considered in
§4.1.2. We have shown that Eq. (4.25) for the pressure in an arbitrary magnetic
field reduces to the non-magnetic expression (2.50), if the field is nonquantizing
(i.e., many Landau levels are occupied). Thus, the magneticfield significantly
affects the pressure only ifTB & T andρB & ρ, whereTB andρB are given
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by Eqs. (4.29), (4.33), and (4.30). The latter (density) restriction translates into

B & (3.8× 1019 G) (xenb/fm
−3)2/3, (5.132)

wherexe is the number of electrons per baryon. We havenb ∼ 0.1 fm−3 near
the crust-core interface, andxe is typically a few percent throughout the core.
Therefore, the electron pressure in the core is appreciablyaffected by the fields
B ≫ 1017 G.

One can easily generalize Eq. (5.132) for other fermions (µ-mesons, nucle-
ons) in the ideal-gas model. In this case,xe should be replaced by the number
of given particles per baryon, and the right-hand side should be multiplied by
mµ/me = 206.77 for muons and∼ 103 (of the order of nucleon-to-electron
mass and electron-to-nucleon magnetic moment ratios) for protons and neu-
trons. Accordingly, the partial proton and neutron pressures of thenpeµ gas at
neutron-star densities cannot be affected by a magnetic field unlessB & 1020 G.
However, the values ofB & 1018 G are unrealistic (see§1.3.8).

Suh & Mathews (2001) considered the effects of superstrong magnetic fields
on muon production and pion condensation in the idealnpeµ−π− gas at
neutron-star densities. They showed that the EOS and the threshold densities of
theµ− andπ− appearance can be affected by the magnetic fieldB ≫ 1017 G.

More elaborated models of neutron-star matter in superstrong magnetic fields
have been studied by Brodericket al.(2000), who considered not only the ideal
npeµ gas, but also interacting matter in the framework of the RMF model. The
magnetic field affects their EOS in a neutron-star core atB & 1018 G, which
agrees with the simpler estimates cited above. Since this field is close to the
upper limit on the magnetic field for dynamically stable stellar configurations,
it is unlikely that a magnetic modification of the EOS could beimportant in the
cores of neutron stars.



Chapter 6

NEUTRON STAR STRUCTURE

6.1. Equations of hydrostatic equilibrium
Neutron stars are relativistic objects. Their structure and evolution should be

studied using the General Theory of Relativity. The importance of relativistic
effects for a star of massM and radiusR is characterized by thecompactness
parameterrg/R given by Eq. (1.4), whererg is the Schwarzschild radius.
Typically, one hasrg/R ∼ 0.2 – 0.4 for a neutron star, whereasrg/R≪ 1 for
all other stars. For instance,rg/R ∼ 10−4 for white dwarfs andrg/R ∼ 10−6

for main-sequence stars ofM ≃M⊙.
Let us outline the derivation of relativistic equations of stellar structure for

static spherically symmetric stellar objects. The starting point is the expression
for the metric of a stationary, spherically symmetric space-time,

ds2 = c2 dt2 e2Φ − e2λ dr2 − r2 (dθ2 + sin2 θ dφ2), (6.1)

wheret is a time-like coordinate,r is a radial coordinate,θ andφ are the polar
and azimuthal angles, respectively, whereasΦ = Φ(r) andλ = λ(r) are some
functions ofr. The angular geometry (with respect toθ andφ) is the same as in
the flat space-time because of spherical symmetry, but space-time is generally
curved along “directions” ofr and t. In our case, space-time curvature is
produced by a massive stellar body. For the flat space-time, we would have
Φ(r) = λ(r) = 0.

Let us introduce four coordinatesx0 = ct, x1 = r, x2 = θ, andx3 = φ, and
write ds2 = gik dx

i dxk (i, k = 0, 1, 2, 3, implying sum over repeated indices).
The metric tensorgik of the space-time in question is diagonal with the diagonal
components

g00 = e2Φ, g11 = −e2λ, g22 = −r2, g33 = −r2 sin2 θ. (6.2)
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One can easily analyse this metric and understand the meaning of all vari-
ables. Let us remind thatr andt are Schwarzschild coordinates, suitable for
an observer at infinity. First, let us fixt, r, θ = π/2 and varyφ from 0 to2π,
producing circumference around the stellar center. We immediately obtain that
the proper length of the circle (i.e., the length measured ina the local inertial ref-
erence frame) isl = 2πr. Thusr can be called thecircumferential radius. The
proper area of the spherical surface at a givenr is 4πr2. Second, let us fixt, θ,
φ and varyr from r = 0 to some valuer1. A proper length element in the radial
direction (the radial distance as measured by a local observer) isdl = eλ dr.
Thus, the proper radial lengthl1 =

∫ r1
0 eλ dr is generally non-equal tor1

because space-time is curved. Therefore,λ(r) determines the space-time cur-
vature in the radial direction. Instead ofλ(r) it is more convenient to introduce
a new functionm(r) related toλ(r) through

e−λ =
√
1− 2Gm/(rc2). (6.3)

One can show (e.g., Landau & Lifshitz 1999) thatm(r) represents thegravita-
tional massconfined inside a sphere with radial coordinater. The gravitational
mass of a neutron star is generally smaller than the baryon mass (“rest mass”)
due to gravitational mass defect (see§6.2). Using Eq. (6.3) we can write a
proper radial length elementdl and proper volumedV between close spherical
shells with radial coordinatesr andr + dr as

dl =
dr√

1− 2Gm/(c2r)
, dV =

4πr2 dr√
1− 2Gm/(c2r)

. (6.4)

Finally, let us fixr, θ, φ and varyt. According to Eq. (6.1), a proper time
interval (i.e., the interval measured in a local inertial reference frame) is

dτ = eΦ(r) dt. (6.5)

Let us imagine a source that produces periodic signals of frequencyν(r) =
dN/dτ = e−Φ(r)dN/dt in a point with a radial coordinater, wheredN
is the number of signals over a time intervaldτ . A distant observer will
detect signals of frequencyν∞ = dN/dt (becauseΦ(r) → 0 and space-
time becomes asymptotically flat asr → ∞). Therefore,ν∞ = ν(r) eΦ(r)

which means thatΦ(r) determines the gravitational redshift of periodic sig-
nals,z(r) ≡ ν(r)/ν∞ − 1 = e−Φ(r) − 1.

The relationship between geometry of space-time and material properties of
massive bodies is given by the Einstein equations

Rik −
1

2
gikR =

8πG

c4
Tik, (6.6)

whereRik is the Ricci curvature tensor andR = Rii is the scalar curvature,
whereasTik is the stress-energy tensor. The tensorsRik andR are calculated
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from the metric tensorgik, Eq. (6.2), using standard equations of the Riemann
geometry (e.g., Landau & Lifshitz 1999). Let us treat neutron star matter as
a perfect fluid (non-viscous medium of total energy densityE , in which all
stresses are zero except for an isotropic pressureP ). This approximation is
justified because shear stresses produced, for instance, byelastic strain in the
solid crust (§6.11) or by strong magnetic field (§6.9.1) are generally negligible
compared to the pressure.

In the perfect-fluid approximation we haveTik = (P + E)uiuk − Pgik ,
whereui is 4-velocity of matter (Landau & Lifshitz, 1999). Here,P andE are
defined in a local inertial reference frame comoving with matter. The energy
density includes all forms of the internal energy, like the rest energy and kinetic
energy of matter constituents, and the energy of their interactions. However, it
does not include contributions of gravitational forces. Inthe spirit of General
Relativity, the effects of gravitational interactions areincorporated via space-
time geometry. Local thermodynamic properties of the matter are not affected
by general relativistic effects, because the space-time curvature is thought to be
negligible on microscopic scales.

For a static neutron star, one has to determine four functions ofr, which are
the metric functionsΦ(r) andλ(r), as well as the pressure and mass-density
profiles,P (r) and ρ(r) = E(r)/c2. The problem is simplified by a strong
degeneracy of neutron star interior where thermal contributions toP andρ can
be neglected. Then, the EOS involves onlyP andρ, but not the temperature
(important exceptions are: neutron star atmospheres, newly born neutron stars,
envelopes of exploding X-ray bursters).

CalculatingRik for the metric (6.1) and using the Einstein equations (6.6),
one comes to the three relativistic equations of hydrostatic equilibrium for a
static spherically symmetric neutron star,

dP

dr
= −Gρm

r2

(
1 +

P

ρc2

)(
1 +

4πPr3

mc2

)(
1− 2Gm

c2r

)−1

, (6.7)

dm

dr
= 4πr2ρ, (6.8)

dΦ

dr
= − 1

ρc2
dP

dr

(
1 +

P

ρc2

)−1

. (6.9)

Equation (6.7) is called the Tolman-Oppenheimer-Volkoff equation of hy-
drostatic equilibrium (Tolman 1939; Oppenheimer & Volkoff1939; also see
§1.2). Equation (6.8) describes mass balance; its apparently Newtonian form
is illusive because the proper volume of a spherical shell, given by Eq. (6.4), is
not simply4πr2 dr. Finally, Eq. (6.9) is a relativistic equation for the metric
functionΦ(r). These equations should be supplemented by an EOS,P = P (ρ).
The above equations constitute a closed system of equationsto be solved for
obtainingP (r), ρ(r), m(r), andΦ(r). Actually, Eqs. (6.7) and (6.8) do not
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containΦ(r) and can be solved separately to determineP (r), ρ(r) andm(r).
The functionΦ(r) can be found then from Eq. (6.9).

In the stellar layers whereP ≪ ρc2 and Pr3 ≪ mc2, the Tolman-
Oppenheimer-Volkoff equation can be rewritten in the quasi-Newtonian form:

dP

dl
= −gρ, g(r) =

Gm

r2
√

1− 2Gm/(c2r)
, (6.10)

whereg can be called thelocal gravitational accelerationanddl is given by
Eq. (6.4). This form will be used in§6.9 for studying the structure of the outer
neutron star envelope.

In the stellar interior,P > 0anddP/dr < 0. The stellar radius is determined
from the conditionP (R) = 0. Outside the star (forr > R), we haveP = 0
andρ = 0. Then Eq. (6.8) givesm(r > R) =M = const. The latter quantity
is called thetotal gravitational mass of the star; the total energy content of the
star isE = Mc2. Combining Eqs. (6.7) and (6.9) in the limit ofP −→ 0,
we obtain thate2Φ = 1 − rg/r outside the star. Therefore, forr > R, Eqs.
(6.7)–(6.9) yield the well-known Schwarzschild metric,

ds2 = c2 dt2
(
1− rg

r

)
−
(
1− rg

r

)−1
dr2 − r2 (dθ2 + sin2 θ dφ2), (6.11)

whichdescribes a curved space-time around anymassive, spherically symmetric
body (not necessarily static). Thus, the gravitational redshift of signals emitted
from the neutron star surface (r = R) is

ν∞ = (1− rg/R)1/2 ν(R), zsurf = (1− rg/R)−1/2 − 1 . (6.12)

At large distances from the star (r ≫ rg) the Schwarzschild space-time (6.11)
becomes asymptotically flat. Therefore, Schwarzschild time t is a proper time
for a distant observer.

Finally, a non-relativistic star withP ≪ ρc2, Pr3 ≪ mc2, andrg ≪ R
creates a weak space-time curvature. In this case Eqs. (6.7)–(6.9) reduce to the
familiar Newtonian equations of stellar equilibrium,

dP

dr
= −Gmρ

r2
,

dm

dr
= 4πr2ρ,

dΦ

dr
=
Gm

c2r2
. (6.13)

We see that in the non-relativistic limitΦ(r) c2 becomes the Newtonian gravi-
tational potential.

6.2. Baryon number, mass and chemical potential. Binding
energy of neutron stars

Let us consider an element of matter of a proper volumedV . The baryon
number in this volume isnb dV , wherenb is the baryon number density mea-
sured in a local reference frame. An isolated star has a fixed baryon number,
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which will be denoted byAb. Although some theories of fundamental inter-
actions predict the breaking of baryon number conservation, the timescales
involved are much longer than the Universe age∼ 1010 years.1

In a static, spherically symmetric star the number of baryons confined within
a sphere of radiusr is

ab(r) = 4π

∫ r

0
nb(r

′) eλ(r
′) r′2 dr′ . (6.14)

One can rewrite this equation in differential form to be solved simultaneously
with Eqs. (6.7) and (6.8),

dab/dr = 4πr2 nb/
√

1− 2Gm/(rc2), (6.15)

with the natural boundary conditionab(0) = 0. In view of baryon-number con-
servation,ab can be treated as aLagrangian coordinatein the star; it specifies
the position of a matter element during spherically-symmetric evolution of the
star (radial accretion, pulsations, collapse, etc.). The total baryon number of
the star is

Ab = ab(R) = 4π

∫ R

0
nb(r) e

λ(r) r2 dr . (6.16)

The baryon number of the canonical neutron star (M = 1.4M⊙, see§1.3.3)
can be estimated asAb ≃ 1.4 M⊙/mn = 1.7 × 1057. It is convenient to
introduce an equivalent mass of non-interacting baryons called thebaryon mass
(or therest mass) of the star,Mb ≡ Abmb (mb ≈ mn is the mass of one baryon).
One of the possible choices ofmb ismb = mn. Such a choice implies

Mb = Abmn ≃ 0.842Ab57 M⊙ , (6.17)

whereAb57 ≡ Ab/10
57. Other choices ofmb are also possible (see below).

The values ofAb andMb remain constant along an evolutionary path of an
isolated star.

Actually, the value ofAb orMb can be calculated directly for a static neutron
star built of cold catalyzed matter. In this case it is instructive to introduce the
baryon chemical potential

µb = dE/dnb = (ρc2 + P )/nb. (6.18)

Using Eq. (6.9) combined with the zero-temperature thermodynamic identity
dP = nb dµb, one comes to the important conclusion (Harrisonet al. 1965)
that

µb(r) e
Φ(r) = constant (6.19)

1The fate of neutron stars on timescales∼ 1035 years or longer was studied by Adams & Laughlin (1997)
and Adamset al. (1998).
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throughout the entire star.
To be specific, letmb = m0 = 1.6586 × 10−24 g, the mass per baryon in

56Fe.2 Then Eq. (6.19) implies

nb(r) = (1 + zsurf)
(
ρ(r)c2 + P (r)

)
eΦ(r)/m0c

2. (6.20)

Therefore,

ab(r) = 4π
1 + zsurf
m0c2

∫ r

0
eΦ+λ

(
ρc2 + P

)
r′2d r′ , (6.21)

and the total baryon number isAb = ab(R). To the best of our knowledge,
these formulae were first derived by Goldman (1989). They enable one to
calculateab(r) andAb from the solution of Eqs. (6.7)–(6.9).

In contrast to an atomic nucleus, a neutron star is bound by gravity. We define
the binding energy of the star similarly to the binding energy of the nucleus, as
the mass defect with respect to the dispersed configuration of its constituents,
multiplied byc2. However, in the case of the neutron star several definitionsof
“dispersed configuration” may be considered. First of all, consider a neutron
star was formed in gravitational collapse of a degenerate iron core of a massive
star at the endpoint of thermonuclear evolution. The mass ofthe iron core
containingAb nucleons is, to a good approximation,MFe = Abm0. Strictly
speaking,MFe is the mass of a dispersed cloud of56Fe dust. The binding energy
of the neutron star with respect to presupernova (PSN) core is thus

E
(PSN)
bind ≃ E(Fe)

bind = [Abm0 −M(Ab)] c
2 , (6.22)

whereM(Ab) is the gravitational mass of the neutron star of baryon number
Ab (notice that when a neutron star forms some nucleons could transform into
hyperons, but the baryon numberAb stays constant). This definition of the
binding energy is particularly useful in the context of energy balance in type II
supernova explosions (§1.4.2). In this caseE(PSN)

bind constitutes an upper bound
on the energy released in a type II supernova. As more than 99%of the energy
is carried away by neutrinos, the total energy of the neutrino burst is expected
to be nearly equal toE(Fe)

bind.
Basically, the very initial dispersed, primordial configuration of dense matter

is a hydrogen cloud. The binding energy of a neutron star withrespect to this
dispersed state is

E
(H)
bind = [AbmH −M(Ab)] c

2 , (6.23)

2Let us remind thatm0c2 = 930.4 MeV is the energy per baryon in the ground state of matter at zero
pressure, see§3.2.



Neutron star structure 287

wheremH ≃ mp + me = 1.6735 × 10−24 g is the mass of hydrogen atom.
The difference between these two definitions ofEbind is

E
(H)
bind − E

(Fe)
bind ≃ Ab (mH −m0) c

2 = 1.33 Ab57 × 1052 erg . (6.24)

For a1.4 M⊙ neutron star,E(H)
bind is typically ∼10% higher thanE(Fe)

bind (see
§6.7).

6.3. Proper mass and gravitational energy
In the Newtonian theory, it is useful to split the total energy of a star into

the internal energyEint, gravitational energyEgrav, rotational energy, etc. As
a rule, such a decomposition has no meaning in General Relativity, but it is
meaningful for spherical static stars considered in the present chapter (Misner
et al., 1973). The proper internal energy density is defined as the excess of the
proper energy density over the proper rest energy densitynbm0c

2. Accordingly,
the total internal energy of the star is defined as

Eint = 4π

∫ R

0
(E − nbm0c

2) eλ r2 dr = (MP −Mb0) c
2 , (6.25)

whereMP is the so calledproper massof the star andMb0 is its baryon (rest)
mass calculated formb = m0. The proper mass is the total proper stellar energy
divided byc2. The gravitational energy of the star should then be defined as

Egrav = (M −MP) c
2 . (6.26)

In the Newtonian approximationENewt
grav = −4πG

∫ R
0 mρr dr.

The quantitiesEint andEgrav are analogous to the corresponding quantities
in the Newtonian theory. In particular,Eint > 0 andEgrav < 0, andEgrav +
Eint < 0 for a self-bound star. Let us recall that in the Newtonian approximation
the gravitational energy is relatedvia thevirial theoremto the pressure integrated
over the equilibrium configuration:ENewt

grav = −12π
∫ R
0 P r2 dr. The virial

theorem in General Relativity is much more complicated (seeGourgoulhon &
Bonazzola 1993 and references therein).

6.4. Constructing neutron star models
6.4.1 Introductory remarks

In order to construct a neutron star model one has to solve theset of Eqs.
(6.7)–(6.9) supplemented by an EOS of dense matter. Generalphysical con-
ditions in the stellar interior require the pressure to be positive, continuous,
and monotonically decreasing from the stellar center to thesurface. The mass
density and baryon density are not constrained to be continuous; discontinuities
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appear at those values ofP which correspond to first-order phase transitions
(see Chapters 3 and 5). The functions ofr to be determined from Eqs. (6.7)–
(6.9) and (6.15) are:P = P (r), m = m(r), Φ = Φ(r) andab = ab(r);
they are all continuous. The density profile is then determined from the EOS,
ρ = ρ(P ).

Equations (6.7)– (6.8) and (6.15) are usually integrated from the stellar center
with the boundary conditions:P (0) = Pc, m(0) = 0, andab(0) = 0. Notice
that the pressure and density profiles in the star can be foundby integrating
Eqs. (6.7) and (6.8) alone. The stellar surface,r = R, is determined from the
conditionP (R) = 0 (which neglects the presence of a very thin atmosphere).
It is very well justified in calculating global parameters ofneutron stars.

The metric functionΦ(r) can be found from Eq. (6.9) by matching the so-
lution atr = R with the outside Schwarzschild solution,eΦ(R) =

√
1− rg/R

(§6.1). OnceP (r) andρ(r) are determined from Eqs. (6.7) and (6.8) at the
preceding step, the right-hand side of Eq. (6.9) becomes a known function of
r, which makes numerical calculation ofΦ(r) straightforward. Calculation of
Ab from Eq. (6.15) is equally straightforward.

In many cases, building neutron star models does not requirespecial efforts.
In particular, it is sufficient to use logarithmic interpolation between values of
P andρ tabulated on a restricted number of mesh points.

However, sometimes one needs to construct very precise neutron star models.
Then a good test of the precision is supplied by Eq. (6.19). Strictly speaking,
if Eq. (6.19) does not hold, the configurationis not in hydrostatic equilibrium
(Harrisonet al., 1965). While deviations ofµb(r) eΦ(r) from constancy are
usually small (e.g., a fraction of percent) they signal thateither the neutron star
model is unstable or at least one of the two quantities,M or Ab, is in error.
This may occur independently of numerical precision of solving differential
equations (6.7)– (6.9) and (6.15) by a mere use of the logarithmic interpolation
of the EOS (see, e.g., Harrisonet al.1965, Baymet al.1971b, Arnett & Bowers
1977). Resulting inconsistencies, which may seem minor as far as the values of
global stellar parameters are concerned, may lead to serious problems if very
high precision ofsimultaneousdetermination ofM andAb is required.

For instance, let us follow the neutron star evolution at a constantAb with
a phase transition occurring in the stellar core (§7.9). Let the total energy re-
lease in the phase transition correspond to the decrease of the total mass by
∆M = 10−6M . It is obvious, that calculating∆M with two significant fig-
ures requires better than10−8 relative precision in determiningAb for stellar
models before and after the phase transition. To get this precision one has to
use such an interpolation procedure between the tabulated EOS points, in which
Eq. (5.97), resulting from the first law of thermodynamics, is strictly fulfilled.
Then, the constancy ofµb(r)eΦ(r) and the accuracy of the calculation of stellar
parameters will be limited only by the numerical precision of the computer
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code for solving the differential equations of stellar structure (see, e.g., Haensel
& Prószyński 1982). A particularly useful thermodynamically consistent in-
terpolation of an EOS was developed by Swesty (1996). His method, based
on the interpolation in terms of Hermite polynomials of third degree, fulfills,
by construction, thermodynamic identities at anyr (except at phase transition
points).

6.4.2 Equation of state
In order to construct neutron star models one needs the EOS ofdense matter.

Both the history and present status of the EOS problem have been described in
Chapters 1, 3 and 5.

In this chapter we analyze the effect of EOS on neutron star structure using
some illustrative examples. In the outer neutron star crustwe will employ the
EOS of Haensel & Pichon (1994) based on experimental masses of neutron-rich
nuclei. The EOS of the outermost iron envelope of the crust will be taken from
BPS. In the inner crust we use the SLy EOS, and in a few cases theFPS EOS
(Lorenz, 1991). The SLy and FPS EOSs describe the core and theinner crust in
a unified manner. These EOSs are discussed in Chapter 3. Usually, the crustal
EOS has little importance for global parameters of neutron star models, which
are mostly determined by the EOS of a stellar core.

In the present chapter we restrict ourselves to models of neutron star cores
composed of nucleons and hyperons. Stellar models containing exotic hadronic
phases, such as pion condensate, kaon condensate, and deconfined quark matter,
will be considered in Chapter 7. Hypothetical strange (quark) stars will be
studied in Chapter 8.

The EOS of a neutron star core is mainly determined by strong interactions
between baryons (Chapter 5). The reliability of these EOSs decreases rapidly
with increasingρ. Our discussion of the impact of the EOS atρ & ρ0 on the
neutron star structure will be based on the limited, but hopefully representative
set of model EOSs. The selected models are discussed in Chapter 5 and are
listed in Table 5.3 (also see Table 6.1).

As we stressed in Chapter 5, the most important qualitative feature of an
EOS atρ & ρ0 – as far as neutron star structure is concerned – is its stiffness.
However, the stiffness may vary with density (e.g., owing tohyperonization of
matter). Therefore, it is useful to introduce theeffective stiffnessof the EOS
based on the value of the maximum mass of neutron stars,Mmax (§6.5.1), which
is a functional of the EOS. The topmost EOS in Table 6.1 is the softest one,
and the effective stiffness of the EOSs increases to the bottom of the table. Let
us remind, that the stiffest/softest EOSs are extreme models, characterized by
the compression modulus of symmetric nuclear matter, whichis significantly
higher/lower than the standard value ofK0 = 220 MeV (§5.4). We include
these extreme EOSs to represent the stiffest/softest neutron star models.
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Table 6.1. Maximum mass configurations for the EOSs of the neutron star core listed in Table
5.3. In all cases, except FPS, we use the SLy EOS of the crust. We present radiusR, compactness
rg/R, central baryon densitync, central mass densityρc, and binding energyE(Fe)

bind (see§6.2).

EOS Mmax R rg/R nc ρc E
(Fe)
bind

[M⊙] [km] [fm−3] [1015 g cm−3] [1053 erg]

BPAL12 1.46 9.04 0.478 1.76 3.94 3.19
BGN1H1 1.64 9.42 0.516 1.59 3.71 3.82
BBB1 1.79 9.67 0.547 1.37 3.09 5.26
FPS 1.80 9.27 0.572 1.46 3.40 5.37
BGN2H1 1.82 9.54 0.564 1.46 3.51 4.83
BBB2 1.92 9.50 0.596 1.35 3.20 6.17
SLy 2.05 9.99 0.605 1.21 2.86 6.79
BGN1 2.18 10.9 0.591 1.05 2.46 7.28
APR 2.21 10.0 0.651 1.15 2.73 9.13
BGN2 2.48 11.7 0.626 0.86 2.02 9.40

Two of the EOSs listed in Table 6.1 – SLy and FPS – are the unifiedones
and describe, within a single physical model, both the crustand the core of a
star (§3.6). In other cases, an overall EOS is constructed by matching smoothly
the EOSs of the crust and the core. If the crust and core are described by
different nuclear models, the matching is thermodynamically inconsistent and
numerically ambiguous. However, as the matching is restricted to a thin shell
near the crust-core interface, this is usually of little importance.

Unified EOSs can be fitted by analytical and continuous functions (Haensel
& Potekhin 2004, Appendix C). This enables one to avoid ambiguities and
thermodynamic inconsistency plaguing tabulated EOSs.

6.5. Masses and stability of neutron stars
6.5.1 Stellar oscillations and stability

After calculating an equilibrium stellar model one should check its stability.
Only models instable equilibriumare of astrophysical interest. Below we
briefly discuss the stability with respect to small perturbations. For simplicity,
we restrict ourselves to non-rotating spherically symmetric equilibrium models.

The stability problem can be formulated in several ways (e.g., Shapiro &
Teukolsky 1983). One of them is based on the analysis of stellar oscillations.
One can introduce the field of small Lagrangian displacements ξi(r, θ, φ, t)
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(i = 1, 2, 3) of fluid elements in a perturbed star, which induces small changes
hij(r, θ, φ, t) in the metric. We consider linear approximation inξi. The veloc-
ity field of a pulsating star is thene−Φ∂ξi/∂t. A standard procedure consists in
factoring out the dependence ofξi onθ, φ via spherical harmonicsYℓm(θ, φ).

The study of smallradial pulsations, withℓ = m = 0, ξθ = ξφ = 0, ξr =
ξ(r, t), is not much more complicated in General Relativity than in Newtonian
theory (Chandrasekhar 1964; Harrisonet al. 1965; Meltzer & Thorne 1966;
Bardeenet al. 1966; Misneret al. 1973). In particular, gravitational field in
vacuum outside the star is not affected by radial pulsations(hij = 0 outside the
star). On the contrary, nonradial pulsations withℓ > 0 are more complicated
for relativistic stars (Thorne & Campolattaro 1967).

First let us describe radial pulsations. After linearizingEinstein equations,
one can get an equation governing the dynamics of radial pulsations,

∂2ξ

∂t2
= −Ĥξ , (6.27)

whereĤ is a self-adjoint (Hermitian) linear second-order differential operator,
independent oft, θ, φ, and determined by the equilibrium stellar model. Its
solution can be sought in the formξ(r, t) = e−iωt ζ(r). Then Eq. (6.27) reduces
to

λ ζ = Ĥζ, λ ≡ ω2. (6.28)

This equation, supplemented by appropriate boundary conditions atr = 0 and
r = R, constitutes a Sturm-Liouville problem for eigenfrequenciesω and eigen-
vectorsζ(r) of radial oscillations (analogous to a stationary quantum mechan-
ical problem of discrete eigenstates in a quantum system with a Hamiltonian
operatorĤ). Generally, there is an infinite number of various stellar oscillation
modes (studied by astroseismology; see, e.g.,§1.3.9). Radial oscillations can
be labeled by the indexn = 0, 1, 2, . . . which enumerates nodes of the radial
functionζ(r) within the star. As in Quantum Mechanics, thelowesteigenvalue
λ0 = ω2

0 belongs to thefundamentalmode of radial pulsations without any
nodes (n = 0); higher modes correspond to largerλ (λ0 ≤ λ1 ≤ λ2 . . .). As
a rule, the fundamental mode is very simple (ζ(r) is nearly linear inr and
describes homologous contractions and rarefactions of thestar). An order-of-
magnitude estimate isω0 ∼

√
Gρ̄, whereρ̄ is the mean density of the star.

This estimate is universal (valid for all types of stars); the pulsation period for
the fundamental mode,2π/ω0, can serve as an estimate of a hydrodynamical
time-scale for a given star. We haveω0 ∼ 104 s−1 for neutron stars.

Now it is clear that the stability of the star with respect to small radial pertur-
bations is determined by the eigenvalueλ0 = ω2

0 for the fundamental mode. If
λ0 > 0 thenλn > 0 for all othern and all eigenfrequenciesωn are real, mean-
ing that the equilibrium stellar model isstable (undergoes small-amplitude
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harmonic oscillations). Ifλ0 < 0 then at least the fundamental mode isunsta-
ble (ω0 becomes purely imaginary and small displacements in the fundamental
mode exponentially grow with time). In this case the highestinstability incre-
ment (the most rapid exponential growth) is provided by the fundamental mode.
Finally, atλ0 = 0 we haveω0 = 0 and the star hasneutralstability (is neither
stable nor unstable).

The stability criterion described above requires the calculation of the eigen-
frequency of the fundamental mode. It can be reformulated toavoid such
calculation and simplify the stability analysis. The simplest “practical” crite-
rion can be obtained assuming that the adiabatic index in a pulsating star is the
same as in a slowly deformed matter. One can show that in this case the stellar
model isstableif its massM increases with growing central density,

dM/dρc > 0. (6.29)

This so calledstatic stability criterion(Harrisonet al., 1965; Zeldovich &
Novikov, 1971) is widely used in the literature. This condition is necessary
but not sufficient (as we discuss below). The opposite inequality dM/dρc < 0
always implies instability of stellar models.

The equations governingnonradial pulsations of neutron stars in General
Relativity were derived by Thorne & Campolattaro (1967). The stability of
these modes was studied by Detweiler & Ipser (1973). Non-radial pulsations
can be labeled by indicesn, ℓ andm (see above) and correspond toℓ > 0.
They are accompanied by metric perturbations outside the star. Pulsations with
ℓ > 1 andm 6= 0 are accompanied by the emission of gravitational waves
which introduces dissipation into pulsations of stars built of perfect (inviscid)
fluid. In this case the appropriate operatorĤ for an equivalent eigenproblem
(an analog of Eq. (6.28)) becomes non-Hermitian, its eigenvaluesλ and pul-
sation eigenfrequenciesω are complex numbers. Particularly well studied are
ℓ = 2 (quadrupole) modes, which are damped by gravitational radiation in
0.1–0.3 s (e.g., Lindblom 1983). This damping is usually weak on oscillation
time-scales. As stressed by several authors (e.g., Detweiler & Ipser 1973, and
references therein), it is sufficient to neglect the dampingin the first approxima-
tion for calculating pulsation frequencies and eigenmodesof realistic neutron
star models. In this first approximation the operatorĤ becomes Hermitian
and represents an extension of the operator for radial pulsations to nonradial
case. The approximate real eigenvalues ofλ for nonradial pulsations can be in-
serted into the row ofλ-values for radial pulsations (as in Quantum Mechanical
problem for a spherically symmetric potential). In particular, λ for nonradial
pulsations should exceedλ0. This means that the stability of a non-rotating star
with respect to small radial pulsations (λ0 > 0) implies actually the stability
with respect to any small pulsations of the star.
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Perturbations of neutron stars may be accompanied by reactions (nuclear
transformations) in dense matter. A finite timescale of reactions affects the EOS
(particularly, the adiabatic index) and complicates the dynamical analysis of the
stability (Meltzer & Thorne 1966; Chanmugam & Gabriel 1971;Gourgoulhon
et al.1995; also see Chapter 5).

6.5.2 Stability criteria based on the mass-radius diagram
Let us consider a family of equilibrium stellar models parameterized by the

central density. We have thusM = M(ρc) andR = R(ρc) and can construct
the mass-radius diagram which depends on the EOS of stellar matter. The
stability of stellar models with respect toradial oscillations is intimately related
to the shape of theM(R) curve.

In Fig. 6.1 we show two examples of theM(R) curves calculated for two
different EOSs (the EOS on the right panel being overall stiffer). Each curve has
three extrema, which will be called critical points (C1 ,C2 andC3). These points
divide the curves into four segments. Configurations lying on the segments
with dM/dρc < 0 are unstable with respect to small deformation (§6.5.1).
However, as we already stressed, the conditiondM/dρc > 0 is necessary but
not sufficient. A method which enables one to determine precise number of
unstable normal radial modes using theM(R) curve was described by Harrison
et al.(1965) (see also Bardeenet al.1966; Meltzer & Thorne 1966 and Thorne
1967). Let us formulate the stability criteria and illustrate them in Fig. 6.1.

A. Changingstability. At eachcritical point of theM(R)curve one andonly one
normal radial mode changes its stability (stable→ unstable, or unstable→ sta-
ble). There are no changes of stability associated with radial pulsations at other
points of theM(R) curves.

B. Number of nodes for a mode which changes stability. A mode with even
numbern of radial nodes changes its stability if and only ifdR/dρc > 0
at the critical point. A mode with oddn changes its stability if and only if
dR/dρc < 0.

C. Bend at a critical point and the character of stability change. One mode
becomes unstable (stable) if andonly if theM(R)curve bends counterclockwise
(clockwise) at the critical point.

Let us apply these rules to theM(R) curves in Fig. 6.1. Let the lowest
density segment be stable for all radial modes. AtC1 the fundamental mode
becomes unstable on both curves. It regains its stability atC2 in the right panel,
becausedR/dρc < 0 there. However, on the left panel(dR/dρc)C2 > 0;
therefore, the fundamental mode remains unstable and the additional n = 1
mode becomes unstable. AtC3 then = 0 mode becomes unstable in the right
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Figure 6.1. Two examples (left andright) of fragments ofM(R) curves for stellar models with
different EOSs. Critical points are denoted byC1, C2 andC3. Arrows near curves indicate
the direction of increasingρc. Three lowest modes of radial pulsations on a given segment are
represented by a column of three circles, with unstable modes filled in black.

panel. In the left panel, then = 2 mode becomes unstable, so that beyondC3

all three lowest radial modes are unstable.

6.5.3 Neutron stars and white dwarfs
Having an EOS of cold dense matter one can easily calculate (§6.4) a

family of stellar models parameterized by the central density ρc and construct
thus anM − ρc diagram. A qualitative sketch of such a diagram is shown
in Fig. 6.2. One can obtain a sufficiently smooth curve in a huge density
interval (ρc . 1016 g cm−3). In the given case, two segments of the curve
(plotted by the solid lines) correspond todM/dρc > 0 and refer to stable
stellar configurations. They are two types of compact stars which arewhite
dwarf stars(ρc . 109 g cm−3) andneutron stars(1.7 × 1014 g cm−3 . ρc .
3×1015 g cm−3). The filled dots denote (from left to right) the maximum-mass
white dwarf, the minimum-mass neutron star and the maximum-mass neutron
star, respectively. The dotted segments of the curve between the first and second
filled dots and after the third filled dot correspond to unstable stellar models
(dM/dρc < 0). The instability of stellar configurations between the first and
second filled dots occurs owing to the softening of the EOS dueto electron
captures and then the neutron drip (Chapter 3); the appropriate dotted segment
of the curve is model-dependent.

White dwarfs are supported against gravitational contraction by the pres-
sure of degenerate electron gas (Chapters 2 and 3); see, e.g., Shapiro & Teukol-
sky (1983). Massive white dwarfs loose their stability because of the softening
of the electron pressure by relativistic effects and beta captures. The EOS of
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Figure 6.2. Schematic dependence of masses of equilibrium stellar models (built of cold dense
matter) versus central density. Solid fragments show stable stars (either white dwarfs or neutron
stars) while dotted fragments show unstable stars. Filled dots indicate maximum-mass and
minimum-mass stars.

white dwarf matter is well known. The parameters of white dwarfs are reliably
calculated and depend slightly on the composition of white dwarf cores.

Neutron stars are supported by the baryonic pressure associated with Fermi
motion of baryons and their strong interactions (Chapter 5). The composition
and EOS of the matter in neutron star cores is still uncertainwhich leads to
large uncertainties in masses and radii of neutron stars as discussed below in
this chapter.

One may continue the white-dwarf branch of theM − ρc curve in Fig.
6.2 to lowerρc. White dwarfs occupy formally the part of this curve down to
M ∼ 0.1 M⊙. Lower-mass stars on this curve are calledbrown dwarfs(e.g.,
Chabrier & Baraffe 2000). The transition between white dwarfs and brown
dwarfs is smooth, without any change of stability. A very low-mass extension
of the same curve should reproduce planets. Hence, neutron stars, white dwarfs,
brown dwarfs and planets are relatives (cold stellar objects). However, neutron
stars and white dwarfs are final products of stellar evolution while brown dwarfs
are different. They are thought to be created together with main sequence stars
but undergo almost no nuclear evolution (their internal temperatures are too low
to ignite efficient nuclear burning).
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Figure 6.3. Gravitational massM versus central densityρc of neutron star models for several
EOSs. Filled circles show maxima onM−ρc curves. Configurations to the right of the maxima
(dotted segments) are unstable with respect to small radialperturbations. The shaded band is
the range of precisely measured masses of binary radio pulsars (Chapter 9).

6.5.4 A variety of neutron star models
Now we focus on neutron star models. Once these models are computed for

a given EOS, one can present them in the form of different diagrams discussed
throughout this chapter.

In Fig. 6.3 we show theM(ρc) diagram (atρc > 2.5 × 1014 g cm−3) for
some EOSs from Table 6.1. On the higher-density side,M(ρc) curves exhibit
maximaM =Mmax shown by filled dots.

On the lower-density sideM(ρc) curves exhibit minimaMmin ≃ 0.1M⊙
(not shown in Fig. 6.3; a similar minimum is presented in Fig.6.2). Properties
of low-mass models withM ∼Mmin will be discussed in§6.5.8.

All points onM(ρc) curves correspond to equilibrium stellar configura-
tions. The configurations plotted by solid lines (between the minimum and
maximum ofM ) correspond todM/dρc > 0 and appear to be stable. Con-
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figurations to the right ofMmax (dotted segments in Fig. 6.3) and to the left of
Mmin are unstable. Non-rotating neutron stars withM > Mmax will collapse
into black holes. Numerical simulations of such events havebeen performed
by several authors, particularly, by Gourgoulhon & Haensel(1993) and Baum-
garteet al. (1996a,b). Neutron stars withM < Mmin will explode (§6.5.8).
Extreme configurations withM = Mmin andM = Mmax correspond to neu-
tral equilibrium. In the presence of phase transitions in stellar interiors for
more complicated EOSs, there may be two (generally, several) disconnected
segments of stable neutron stars on anM(ρc) curve. We will discuss such
cases in Chapter 7. All in all, the theory provides a variety of different neutron
star models.

6.5.5 Maximum masses of neutron stars
As seen from Table 6.1 and Fig. 6.3, the maximum massMmax ranges from

1.46M⊙ to 2.48M⊙, for the selected EOSs. The central density in maximum-
mass stars is even more uncertain. It ranges from2 × 1015 g cm−3 ∼ 7ρ0 for
the stiffest EOS to4 × 1015 g cm−3 ∼ 15ρ0 for the softest one. Even7ρ0 is
far beyond the limits in which our EOSs can be considered as reliable.

Let us emphasize once more the dominant role of strong interactions for the
structure of massive neutron stars (also see§§1.2 and 5.2). Replacing neutron-
star matter by a free (non-interacting) Fermi gas of neutrons lowers the value
of Mmax to 0.72 M⊙ (Oppenheimer & Volkoff, 1939). If one further allows
for beta equilibrium between otherwise non-interacting nucleons, electrons,
and muons, the EOS becomes even softer, withMmax = 0.70 M⊙. Clearly,
the values ofMmax obtained neglecting nuclear interactions directly contradict
precisely measured masses of neutron stars in compact binaries (§9.1.2). Turn-
ing the argument around, we may say that the very precisely measured mass
1.44M⊙ of the Hulse-Taylor pulsar implies that the nucleon-nucleon interac-
tion is sufficiently repulsive at supranuclear densities tolift Mmax by more than
hundred percent over the Oppenheimer-Volkoff value.

In view of uncertainties in nucleon-hyperon (NH) and hyperon-hyperons
(HH) interactions in dense matter, let us first consider a subset of EOSs with the
Neµ composition (nucleons and leptons). Let us remove from thissubset the
extreme models BPAL12 and BGN2. Then the subset contains models of the
Neµ matter which reproduce empirical saturation properties ofnuclear matter
(§5.4), with the narrow the range of theoretical maximum masses of neutron
stars,

Mmax(Neµ) ≃ (1.8 − 2.2)M⊙ . (6.30)

The appearance of hyperons softens an EOS and lowersMmax. For the selected
EOSs, the hyperonization atρ ≃ 2ρ0 lowersMmax even to a narrower range,

Mmax(NHeµ) ≃ (1.5 − 1.8)M⊙ . (6.31)
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Let us stress that this conclusion is obtained assuming thathyperons appear
at ρ ∼ 2ρ0. However, the hyperonization threshold depends sensitively on
the NH interaction in dense matter, which is poorly known fora neutron rich
matter atρ & ρ0. Therefore, the values ofMmax in Eq. (6.31) have to be
taken with caution. Actually, Eq. (6.31) reflects a typical effect of hyperons
onMmax, assuming that without hyperonsMmax is given by Eq. (6.30). Alas,
the lack of knowledge of the HH interaction implies a large uncertainty in the
effect of hyperons onMmax. For example, the EOS calculated by Vidañaet
al. (2000b) shows especially strong softening by hyperonic interactions, with
Mmax(Neµ) = 1.89 M⊙ andMmax(NHeµ) = 1.34 M⊙. The latter value
contradicts the measured mass of the Hulse-Taylor pulsar. When Vidañaet
al. (2000b) remove (artificially) the HH interaction they getMmax(NHeµ) =
1.47 M⊙, which is marginally acceptable for explaining measured masses in
double neutron star binaries (but not acceptable to explainmasses of pulsars in
binaries with white dwarfs,§9.1.3).

The problem of “too strong softening” of the EOS by hyperons might
result from neglecting contribution from three-body interactions involving hy-
perons. As in the case of three-nucleon interaction, this contribution is strongly
density-dependent and could stiffen the EOS at high densities. Its crucial role
for increasingMmax was illustrated by Nishizakiet al. (2002). They con-
sidered two models of baryon-baryon interaction and obtained extremely low
Mmax = 1.08 M⊙ and 1.10M⊙, respectively, when three-body interaction
acted only between nucleons. Assuming that three-body force is universal and
acts between all baryons, Nishizakiet al. (2002) obtainedMmax = 1.52 M⊙
and 1.82M⊙, respectively. The inclusion of realistic three-body interaction
involving hyperons should be a priority task in forthcomingmany-body calcu-
lations of the EOS.

6.5.6 The nature of the maximum mass of neutron stars

The existence ofMmax can be explained using two kinds of physical ar-
guments, related to the behavior of cold matter at ultrahighdensities and to
General Relativity.

The arguments based on the behavior of the EOS at high densities were
presented for Newtonian stars by Landau (1932) in a brief paper described in
§1.2. These arguments are given in the first part of the paper, devoted to white
dwarfs, but they can easily be rephrased for neutron stars (Harrisonet al., 1965).
Consider a self-gravitating sphere of radiusR and total massM containingAb

neutrons. The Fermi gas of neutrons is squeezed with the increase ofM and
becomes ultra-relativistic at sufficiently high densities(ρ ≫ 1015 g cm−3).
Let us assume that the interaction energy between neutrons can be neglected,
compared to the kinetic energy. The internal (compression)energy of the star
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can then be estimated from the Fermi energy of ultra-relativistic neutrons,

ǫF ≃ ~c
(
Ab/R

3
)1/3

, Eint(Ab, R) ≃ AbǫF ≃ (~c/R)A
4/3
b . (6.32)

Let us suggest further that the gravitational energy is produced only by the rest
mass of the matter,M = Abmn. This gives

Egrav(Ab, R) ≃ −GM2/R = −GA2
bm

2
n/R . (6.33)

For a fixedAb, a stable equilibrium is reached at the minimum of the total energy
E = Eint +Egrav = α(Ab)/R. The minimum can exist only ifα > 0. In this
caseE will lower with increasingR, which will decreaseǫF. However non-
relativistic effects will eventually stiffen the EOS and add the term∝ R toEint.
The latter term will increaseE after passing through a minimum corresponding
to hydrostatic equilibrium. The conditionα(Ab) > 0 is satisfied for

Ab < Amax ≃
(
~c/Gm2

n

)3/2 ≈ 2.2× 1057 , (6.34)

M < MLandau
max = Amaxmn ≈ 1.8M⊙ . (6.35)

Beautiful by its simplicity and astonishing by the realistic value ofMmax, the
Landau-type derivation is based on two bold assumptions. First, one assumes
that the matter becomes a free Fermi gas with increasing density (i.e., inter-
actions between matter constituents become negligible). Second, one uses the
Newtonian gravity and the baryon mass of the star. The crucial effect of space-
time curvature will be discussed in the end of the present section, while now
we focus on the behavior of the EOS at high densities.

A counterexample to the free gas behavior at very high densities was given
by Zeldovich (1961). He showed (§5.15) that for a model of the neutron-
neutron interaction mediated by the exchange of vector mesons, the interaction
contribution dominates over the kinetic energy at high densities, so that

E ≃ Epot ∝ n2b ∝ A2
b/R

6 . (6.36)

This would result in a compression (internal) energy of a cold star,

Zeldovich model : Eint ≃ bA2
b/R

3 ∝ n2b ∝ A2
b/R

6 . (6.37)

Then the minimum ofE = Eint+Egrav exists for anyAb and there is no upper
bound onM orAb for Newtonian stars. In that case cold compact stars have a
fixed radius, which does not depend on the stellar mass,3

∂E/∂R = 0 =⇒ R =
√

3b/Gm2
0 . (6.38)

3This feature is the well knownexact result for Newtonian stars with a polytropic EOS,P ∝ ρ2 (the
polytropic indexn = 1).
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In four decades following the Zeldovich paper our knowledgeof dense
matter has become muchdeeper. Now we know that at sufficientlyhighdensities
quarks become deconfined (albeit we are not sure whether suchdensities are
reached in neutron star cores, see§7.5). We know also that at still higher
densities, owing to the asymptotic freedom property, quarks behave as nearly
free fermions (§7.5). The internal energy of a cold star composed of free quarks
isEint ∝ A4/3

b /R. In this sense the Landau argument, based on the asymptotic
high-density behavior of the EOS, remains valid.

Moreover, irrespectively of the EOS, the upper bound onM is a con-
sequence of General Relativity. Consider the right-hand-side of the Tolman-
Oppenheimer-Volkoff equation of hydrostatic equilibrium, Eq. (6.7). It de-
scribes gravitational pull acting on a matter element of unit volume:

Gravitatio-
nal pull = −Gmρ

r2

(
1 +

4πP

mr3

)(
1 +

P

ρc2

)(
1− 2Gm

rc2

)−1

. (6.39)

This pull is given by a Newtonian-like term−Gmρ/r2 multiplied by three
relativistic factors. With increasingM , all these factors amplify the pull com-
pared to the Newtonian case, demanding higher pressureP to keep hydrostatic
equilibrium. Mathematically, the derivativedM/dPc decreases with growing
M and makes stellar configurations less stable.

Let us illustrate this property with anunphysicalcase of incompress-
ible fluid of constant densityρinc. The total gravitational mass is then
M = (4π/3) ρincR

3, and the pressureP (r) in the star is determined ana-
lytically (the solution was obtained by Karl Schwarzschildin 1916; see, e.g.,
Box 23.2 of Misneret al.1973). The central pressurePc can be determined as
a function ofrg/R. As the mass increases, the pressurePc andrg/R grow up.
In other words, bothrg/R andM increase with increasingPc. ForPc → ∞,
the radius tends to a finite valueRmax = 9

8rg, and the mass tends to

M inc
max =

4π

9

Rmaxc
2

G
=

4c3

35/2π1/2G3/2ρ
1/2
inc

≈ 5.09M⊙

(
5× 1014 g cm−3

ρinc

) 1
2

. (6.40)

This limit is the effect of General Relativity; there is no limit on the mass
of incompressible-fluid stars in Newtonian gravitation. IfMmax exists for an
incompressible fluid, then it shoulda fortiori exist foranyEOS of dense matter
with finite compressibility.

Calculations show that the numerical value ofMmax is mainly determined
by the EOS atρ & 2ρ0. This EOS is largely unknown leading to uncertainties
in theoretical predictions ofMmax.
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6.5.7 The upper bound on the maximum mass
BecauseMmax is uncertain, it is important to have a possibly firm upper

bound onMmax, based on general physical requirements. Let us assume that
the EOS is known up to a certain densityρu. This reliably known segment
of the EOS (0 < P ≤ Pu ≡ P<(ρu)) will be denoted byP<(ρ). Fixing
P<(ρ), we can treatMmax as afunctionalof the EOS atP > Pu; thisunknown
segment of the EOS will be denoted asP>(ρ). The inverse functionρ>(P ) at
P > Pu does not need to be continuous. General conditions imposed onP>(ρ)
were discussed in§5.15. As was shown there, apart from some very artificial
situations (e.g., of highly excited medium), causality is in practice equivalent
to the condition of subluminality of the EOS,dP/dρ ≤ c2. Additionally, the
matter has to be stable,dP/dρ > 0. The conditions imposed onP>(ρ) can be
summarized as

0 < dP>/dρ ≤ c2 . (6.41)

Our task is to find the maximum ofMmax on a set of EOSs{P>(ρ)} which
satisfy these conditions. It turns out that the maximumMmax = MCL

max is
realized by the so called causality limit (CL) EOS,

PCL
> (ρ) = Pu + (ρ− ρu)c2 . (6.42)

This is natural because the causal-limit EOS is the stiffestpossible atρ > ρu.
Calculations show that forρu . 2ρ0 the effect of the outer layers withρ < ρu
on the value ofMCL

max is weak.
In addition, one can introduce thepure causal-limit EOSof the formP (ρ ≥

ρs) = (ρ − ρs) c
2 andP (ρ < ρs) = 0, whereρs is the stellar “surface”

density. As shown in Appendix E, in this case one exactly getsMmax =
3.0 (5 × 1014 g cm−3/ρs)

1/2 M⊙. Putting formallyρs ∼ 2ρ0, we would get
Mmax only slightly (by less than one percent) different than thatobtained for
initial causal-limit EOSs withρu = ρs.

All in all, for ρu . 2ρ0 one gets (Rhoades & Ruffini 1974; Hartle 1978;
Kalogera & Baym 1996; Glendenning 2000)

General Relati-
vity and vs ≤ c

=⇒Mmax ≤MCL
max = 3.0

√
5× 1014 g cm−3

ρu
M⊙.(6.43)

The maximum mass for any EOS atρ > ρu with a subluminal sound velocity
is lower than this upper bound. The inequality (6.43) is widely accepted. Thus,
it seems safe to state that the actualMmax of neutron stars built of baryonic
matter is below3M⊙.4 The value ofMCL

max can be increased by rapid rotation,
as discussed in§§6.12.7 and 6.12.5.

4For some very exotic hypothetical models of compact stars built, for instance, of a self-bound Q-matter,
this upper bound may not apply as explained in§8.20.
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6.5.8 Low-mass neutron stars and the minimum mass

Calculations of the minimum massMmin of neutron stars have a long
history. The first correct estimate ofMmin was obtained by Oppenheimer &
Serber (1938). They showed, that the earlier estimate by Landau (1937) was
much too small and based on incorrect arguments. Oppenheimer & Serber
(1938) gotMmin ≃ 0.17M⊙ neglecting nuclear interactions. They argued that
the contribution of nucleon-nucleon interactions decreasesMmin to (0.03 −
0.10) M⊙, depending on the assumptions on these interactions (very poorly
known at that time). Their stability criterion was based on energy arguments:
a neutron star had to be stable with respect to dispersion into a gas of atomic
nuclei (taken to be Ca as an example).

The next important step was made by Harrisonet al. (1965) basing on
the Harrison-Wheeler EOS, which described both the crust and the core of
neutron stars. From the today perspective, their EOS in the neutron drip
regime is unrealistic. They obtainedMmin = 0.18 M⊙ for the central den-
sity ρc ∼ 3 × 1013 g cm−3. Using two versions of the Levinger & Sim-
mons (1961) baryon-baryon potential, Tsuruta & Cameron (1966b) obtained
Mmin = (0.11−0.13)M⊙. Cohen & Cameron (1971) gotMmin = 0.065M⊙,
employing an EOS based on the updated version of the Levinger-Simmons
nucleon-nucleon potential (Langeret al., 1969). Finally, Baymet al. (1971b)
in their classical paper (BPS) gotMmin = 0.0925 M⊙. They used their own
(BPS) EOS of the outer crust, and the EOS of Baymet al. (1971a) (BBP) for
the inner crust and outer layers of the core.

Neutronstar models withM ∼Mmin are sensitive to the EOS at subnuclear
densities, especially at the crust-core interface. The EOSshould be physically
correct there; a brutalad hocmatching of the crust and core EOSs are not
sound for this purpose. A microscopic model, underlying theEOS, should be
the same on both sides of the crust-core interface, basing onthe same effective
nuclear Hamiltonian. Of all EOSs in Table 6.1, only the SLy and FPS EOSs
satisfy this condition. Let us summarize the results obtained by Haenselet al.
(2002b) using these EOSs. TheM(ρc) curves nearM ≈ Mmin are shown in
Fig. 6.4. The minimum of anM(ρc) curve is very sharp and the lower-density
side of the curve is extremely steep. The value ofMmin seems to be rather well
established,Mmin ≃ 0.1M⊙.

It is evident that the minimum mass of neutron stars can be strongly in-
creased by rotation and thermal effects. As we will see in§6.12.3, rotation
will also change the nature of the minimum-mass configuration. For newly
born protoneutron stars, both thermal and neutrino-trapping effects are signif-
icant. They can increase the minimum mass to(0.9 − 1.1) M⊙ (Goussardet
al., 1998; Strobelet al., 1999). However,Mmin obtained for cold neutron stars
still remains the absolute lower bound on neutron star mass.
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Figure 6.4. Gravitational massM versus central densityρc of low-mass neutron star models
nearM ≈ Mmin for the FPS and SLy EOSs. The minima ofM(ρc) curves are indicated by
filled circles. Configurations to the left of the minima (dotted lines) are unstable with respect to
small radial perturbations.

Some astrophysical scenarios, in which a cold neutron star looses its matter
and reaches the criticalMmin value, were proposed by Blinnikovet al.(1984);
Colpi et al. (1989, 1991); Sumiyoshiet al. (1998). These authors considered
a neutron star in a compact binary with a more massive companion (another
neutron star or a black hole). The companion may accrete matter from the neu-
tron star. Accretion may be self-accelerating, because thedecrease of neutron
star mass increases its radius, making the star more susceptible to the mass
loss. OnceM decreases belowMmin, no equilibrium configuration can be
reached. Numerical simulations indicate that an unstable low-mass neutron
star will explode.

6.6. Radii and surface redshifts
A small radius of neutron stars is one of their most specific features. While

the expectedmasses of neutronstars∼ (1−2)M⊙ are typical for main-sequence
stars of solar-type, their radii are extremely small by ordinary stellar standards.
A stellar object ofM ∼M⊙ andR < 100 km cannot be anything but a neutron
star.5 Moreover, neutron stars ofM &M⊙ are expected to have sizable surface

5Exotic compact stellar objects, e.g., strange quark stars,can also fulfill this condition (Chapter 8), but by the
“Occam’s razor” principle we will consider them as hypothetical as long as non-ambiguous observational
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Figure 6.5. Circumferential neutron star radiusR versus gravitational massM for the selected
EOSs of dense matter. The doubly hatched area (R < rg) is prohibited by General Relativity.
The entire hatched triangle is prohibited by General Relativity combined with the condition
vs ≤ c. The shaded vertical band corresponds to the measured rangeof masses of double
neutron star binaries (§9.1.2c). The dot-and-dashed lineR = 3 rg shows the radius of the
innermost stable orbit of a test particle rotating around a compact object with a given mass.

redshifts∼ 0.2−0.6 (another specific feature). Speaking of neutron star radius,
one has todistinguish the “circumferential radius,” that determines proper length
of the stellar equator (§6.6.1), and the “apparent radius” (sometimes called the
“radiation radius”), as measured by an observer at infinity (§6.6.6).

6.6.1 Circumferential radii
The radius of a neutron star of a given mass depends on the EOS of stellar

matter. The lack of knowledge of the EOS implies the uncertainty in theR(M)

evidence for their existence is absent. The Occam’s principle states that entities must not be multiplied
beyond necessary limits. Its traditional interpretation is that phenomena should be explained in terms of the
simplest possible causes. The principle was devised by William of Occam, a medieval English philosopher.
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relation. SeveralR(M) curves for the selected EOSs are displayed in Fig.
6.5. For all these EOSs, neutron stars withM > 0.3 M⊙ haveR < 14 km.
For a givenM , the radius increases with the growth of the EOS stiffness. As
seen from Fig. 6.5, General Relativity and subluminality ofsound in dense
matter (vs ≤ c) restrict the region of theR −M plane, which neutron stars
can access. Still, the uncertainty in theoretical predictions is large. For the
canonical neutron star massM = 1.4M⊙, the radius ranges from 10 km to 14
km. The minimum radius is reached atM = Mmax and ranges from 9 km to
12 km.

Let us notice a substantial difference between models of neutron stars
containing nucleons alone and nucleons with hyperons. If werestrict ourselves
to models consistent with empirical saturation parametersof nuclear matter,
then purely nucleonic EOSs show very weak dependence of radius on mass for
M &M⊙. DoublingM decreases the radius by less than 20 percent.

The dependence ofR onM has been thoroughly studied by Lattimer &
Prakash (2001). Here we follow their arguments. Let us first approximate
the EOS by the polytrope,P = Knγb, with the adiabatic indexγ = 2.6 Then
Newtonian stellar models have a constant radius, independent ofM andρc. This
radius is uniquely determined by the constantK according toRNewt ∝ K1/2.
Therefore, an accurate measurement ofR would allow one to determineK and
identify (constrain) the EOS. In General Relativity, the stellar radius weakly
decreases with increasing mass providedM is not too close toMmax, and the
dependenceR ∝ K1/2 is approximate. Lattimer & Prakash (2001) looked for
a more general correlation between the EOS and values ofR. For a broad set
of EOSs, they found an approximate relation

R(M) ≃ C(ns) [P (ns)]
1/4 , (6.44)

whereC is independent of the EOS and is remarkably independent ofM in
the mass range(1 − 1.4)M⊙, while ns is a selected baryon density in the
range(1 − 2)n0. Forns/n0=1, 1.5, and 2, they obtainedC(ns) ≃ 9, 7, and
6, respectively. Neglecting the weak dependence ofR onM , the “empirical
relation” (6.44) enables one to determine the EOS in the density range(1−2)n0
from a measured value ofR, providedM ranges fromM⊙ to 1.4M⊙ and is
not too close toMmax.

However, this “empirical relation” cannot be used for EOSs with too strong
softening, for instance, owing to the appearance of hyperons. Neutron stars
with hyperon cores exhibit different behavior. Their EOS beyond the hyperon
threshold is so soft, that the stellar radius decreases rapidly with increasing

6This is only an approximation. As shown in Chapter 5, even forrealistic EOSs of theNeµmatter we have
density dependentγ = 2−3 (§5.13.3), while for theNHeµmodelsγ = 1−3 is a rapidly varying function
of density after hyperons appear in dense matter (§5.14.2).
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Figure 6.6. Gravitational mass versus radius atM ∼ Mmin for neutron stars with the SLy EOS.
The solid line – stable configurations, the dotted line – configurations unstable with respect to
small radial perturbations. The minimum-mass configuration is indicated with the filled circle.

mass. In a narrow range of masses close toMmax these stars may have very
different radii.

6.6.2 Radii of low-mass neutron stars
The mass-radius relation for neutron stars withM ∼ Mmin deserves a

separate discussion. For the SLy EOS it is shown in Fig. 6.6. In contrast to the
M(ρc) curve with a sharp minimum, the minimum in theM(R) curve is flat.

Letρc,min be the central density of the minimum-mass configuration. Con-
figurations withρc ≃ ρc,min are very loosely bound by gravitational forces (see
below). Their radii reach hundreds of kilometers, and a small difference in their
mass is accompanied by a large difference in radius. For example, a decrease
in mass by0.001 M⊙ (by ∼one per cent) on the stable segment of theM(R)
curve in Fig. 6.6, implies an increase in radius by∼ hundred kilometers (by
more than twice!).

This behavior is related to properties of the matter at subnuclear densities.
Neutron stars withM ∼ Mmin are weakly bound, huge spheres of the solid
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Figure 6.7. Surface gravitational redshiftzsurf versus gravitational massM for several EOSs
of dense matter. Full and dotted lines show stable and unstable configurations, respectively. The
hatched area above the horizontal line is prohibited for subluminal EOSs (vs ≤ c). The shaded
vertical band is the range of precisely measured masses of double neutron star binaries (Chapter
9).

crust of hundreds kilometers thick, containing a tiny core.At M = Mmin the
core constitutes 2% of the stellar mass for the SLy EOS, and 3%for the FPS
EOS; the core radius is 3.8 and 4.2 km for the SLy and FPS EOSs, respectively.
As the SLy EOS is stiffer than the FPS EOS for1013 g cm−3 . ρ . ρ0 (see
§3.6), the SLy neutron stars withM ≃ Mmin are less compact, and contain a
smaller and less massive core. Forρc < ρc,min , both the mass and radius of the
core decrease very slowly with decreasingρc, while the total mass and radius
of the star increase extremely steeply.
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6.6.3 Gravitational redshifts
Gravitational redshiftzsurf of frequencies of photons, emitted from a

neutron-star surface, is given by Eq. (6.12). It is an important measure of
the compactness parameterxGR = rg/R (see§1.3.3, Eq. (1.4)). A measured
value ofzsurf would givexGR and, hence, theM/R-ratio. If, in addition, the
massM were known, one could immediately determine the radiusR. The plots
of zsurf versus gravitational mass are given in Fig. 6.7. For the canonical mass
of 1.4M⊙, the redshift decreases from 0.3 to 0.2 with increasing the stiffness
of the EOS.

6.6.4 The upper bound on gravitational redshift and the
lower bound on neutron star radius

For a givenEOS, the maximum valuezmax
surf of stable neutron stars is reached

atM =Mmax. On average,zmax
surf increases with the growth ofMmax . However,

this is not a strict rule becausezmax
surf depends on bothMmax andRMmax . Taking

a softer EOS lowers the value ofzmax
surf . In particular,zmax

surf < 0.4 for the softest
BPAL12 EOS. While the most massive star for this EOS is the most compact
and dense stable stellar model, it is the “least relativistic” of all maximum-mass
configurations owing to the low value ofMmax. In general, the EOS which
maximizeszmax

surf has to be relatively soft in the outer neutron-star layers (to
reduceR) but stiff in the stellar core (to increaseMmax). Modern EOSs of the
npeµmatter are of this type (Chapter 5) and givezmax

surf ≃ 0.6. The presence of
hyperonic cores lowers the value ofzmax

surf .
The maximum surface redshift of stable neutron stars is a functional of

the EOS of dense matter. If one neglects the condition of subluminality, the
absolute upper bound onzsurf is equal 2 (for the derivation of this result, see
§6 of Chapter 11 of Weinberg 1972). If we restrict ourselves tosubluminal
EOSs with0 < dP/dρ ≤ c2, then the value ofzmax

surf is maximized (Lindblom,
1984) for the pure causal-limit (CL) EOS with no normal neutron-star envelope:
P (ρ ≥ ρs) = (ρ − ρs)c2 andP (ρ < ρs) = 0 (see§6.5.7). The structure of
the Tolman-Oppenheimer-Volkoff equation implies, that the value ofzmax

surf for
this EOS does not depend on the “surface density”ρs (see Appendix E). This
limiting redshift will be denoted aszCL

surf .
The presence of a crust of normal matter around a causal-limit core de-

creases the value ofzmax
surf . Let Pb andρb be the pressure and density at the

bottom of the normal crust. The case ofPb = 0 corresponds to the pure casual-
limit EOS without any crust. Forρb . ρ0 the effect of the normal crust on
the maximum-mass configuration is small and can be treated using a pertur-
bative approach. The relevant small parameter isPb/ρbc

2. For ρb ∼ ρ0 we
have typicallyPb/ρbc

2 ∼ 10−2 (see Chapter 3). Numerical calculations show
that adding a crust around the causal-limit core increasesRMmax linearly in
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Pb/ρbc
2. An associated increase inMmax is quadratic inPb/ρbc

2 and, there-
fore, negligible. Thus, the presence of the normal crust lowers the value of
zmax
surf as compared to the pure causal-limit EOS.

The precise upper bound on the surface redshift for subluminal EOSs is
(Haenselet al., 1999)7

General Relativity

and vs ≤ c
=⇒ zsurf ≤ zCL

surf = 0.8509

and rg/R ≤ 0.7081 .
(6.45)

Introducing some density discontinuities into the causal-limit EOS does not
increase the value ofzmax

surf (Gondek & Zdunik, 1995). Modern EOSs give
maximum surface redshifts of neutron stars typically 40% lower thanzCL

surf .
An upper bound on the surface redshift implies a lower bound on the radius

of a neutron star of gravitational massM

vs ≤ c =⇒ R ≥ 1.412 rg = 4.17 (M/M⊙) km . (6.46)

Accordingly, the circumferential radius of a neutron star of the canonical mass
1.4M⊙ has to be larger than 5.83 km.

6.6.5 The upper bound on surface gravity
Gravitational acceleration on the stellar surface, usually called the surface

gravity and denoted bygs , is an important parameter of the theory of neutron star
atmospheres (§1.3.1) and the theory relating internal and surface temperatures
of neutronstars (e.g., Gudmundssonet al.1983; see alsoPotekhinet al.2003and
references therein). The expression forgs, resulting from Eq. (6.10), includes
the effect of space-time curvature and reads (also see§1.3.3)

gs =
GM

R2
√
1− xGR

= 15.25 × 1014
x2GR√
1− xGR

M⊙
M

cm s−2. (6.47)

where, as usual,xGR = rg/R and the effects of rotation are neglected. For
a neutron star withM = 1.4M⊙ andR = 10 km we havegs = 2.43 ×
1014 cm s−2. Thus it is convenient to measuregs in units of1014 cm s−2 and
introducegs,14 ≡ gs/(1014 cm s−2).

The surface gravity of neutron stars is many orders of magnitude larger
than for other stars. It is∼ 105 times larger than for white dwarfs and∼ 1010

times larger than at the solar surface. As shown by Bejger & Haensel (2004),

7Our value ofzCL
surf is≈5% lower than the value obtained via the extrapolation of redshifts from Table 1 of

Lindblom (1984) toPb/ρb = 0. Lindblom calculated the upper limit tozsurf for stars with crusts. Notice
that a precise determination ofMmax is rather easy, but the determination ofRMmax

and associatedzmax
surf

with the same relative precision asMmax is more difficult because of the flatness ofM(R) curves.
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the value ofgs depends very strongly on the largely unknown EOS in neutron
star interiors. Let us discuss upper bounds ongs following these authors.

For subluminal EOSs of dense matter, a strict upper bound onxGR is
xmax
GR = 0.7081 (see Eq. (6.45)). Using this value, from Eq. (6.47) we get an

upper bound on the surface gravity of a non-rotating neutronstar of massM :

vs ≤ c =⇒ gs,14 ≤ gCL
max,14 = 14.1 (M⊙/M) . (6.48)

For a given EOS, the maximum ofgs is reached atM =Mmax. The latter
values should be higher than the highest measured neutron star mass,Mmax

obs .
Neutron star mass measurements are reviewed in§9.1. Spin frequencies of
observed neutron stars are insufficiently high to affect their structure, so that
the effect of rotation can be neglected in this analysis (see§6.12.2). Then we
come to the upper bound

gs,14 < 14.1 (M⊙/M
max
obs ) . (6.49)

The higherMmax
obs , the stronger we constrain the maximumgs. A precisely

measured mass of the Hulse-Taylor pulsar,1.441 M⊙ (§9.1), gives the upper
bound of9.79×1014 cm s−2. According to Clarket al.(2002), the neutron star
in the high-mass X-ray binary 4U 1700–37 has the massMobs > 1.9 M⊙ at
the2σ confidence level. This would implygs < 7.4× 1014 cm s−2. However,
this result has to used with caution because the compact object in 4U 1700-37
can be not a neutron star but a black hole (see§9.1).

Bejger & Haensel (2004) calculatedgs for neutron star models using more
than thirty baryonic EOSs of dense matter, particularly those in Table 6.1, and
constructed plots ofgs(M) andgs(xGR). Thegs(M) curves show a significant
scatter. On the contrary, thegs(xGR) curves presented in Fig. 6.8 are much less
sensitive to the EOS. They can be reproduced (with error.25%) by

gs,14 ≃ 5x
5/4
GR/
√
1− xGR . (6.50)

Actually, the accuracy of this fit formula is higher if we exclude superluminal
EOSs and unrealistically stiff ones (with too high incompressibility of nuclear
matter at saturation, resulting inMmax & 2.5 M⊙). Putting then the upper
boundxmax

GR = 0.708 into Eq. (6.50) we get an approximate “realistic upper
bound”gs < 6×1014 cm s−2. Subluminal EOSs involving only nucleons give
gmax
s ≃ (3 − 5) × 1014 cm s−2. The stiffer the EOS, the closergmax

s to the
subluminal upper boundgCL

s (Mmax). Subluminal hyperonic EOSs givegmax
s

typically lower than4 × 1014 cm s−2. For these EOSs,gmax
s can be as small

as one-fifth of the upper boundgCL
s (Mmax).

We close this section with brief comments ongs for EOSs involving meson
condensates and quark matter, studied in Chapters 7 and 8. Asshown by Bejger
& Haensel (2004), subluminal EOSs with an exotic high-density phase have
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Figure 6.8. Plots of gs,14 versus compactness parameterrg/R. The thick solid line is the
approximate formula, Eq. (6.50). The thick dashed line is obtained using the causal-limit EOS
(§6.5.7) withnu = 0.3 fm−3. From Bejger & Haensel (2004).

relatively lowgmax
s . A phase transition softens the EOS, lowering the stellar

radius. On the other hand, the softening decreasesMmax. The latter effect
dominates over the former. The very special case ofgs for self-bound strange
quark stars will be studied in Chapter 8.

6.6.6 Apparent radii
ForM & M⊙ circumferential radiiR of neutron stars can be as small as

R ∼ 2 rg. Here we discuss “apparent radii”,R∞, which a distant observer
would see if a telescope were able to resolve the star.

The apparent radius is related to the circumferential radius by (e.g., Thorne
1977)

R∞ = R/
√

1− rg/R . (6.51)

The dependencesR∞(M) andR(M) are rather different. The difference re-
flects space-time curvature near the star and increases withthe growth ofM .
Figure 6.9 showsR∞(M) for some EOSs of dense matter. For stiff and mod-
erately stiff EOSs (Mmax & 1.8 M⊙) without any strong softening at highest
densities, the apparent radiusR∞ increaseswith growingM atM & 0.5M⊙
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Figure 6.9. Apparent radius of neutron stars versus gravitational massfor selected EOSs of
dense matter (labeled as in Table 6.1). The dashed curve is for hybrid neutron stars with a mixed
baryon-quark phase (EOS from Table 9.1 of Glendenning 2000). The dashed-and-dot curve is
for an EOS with first-order phase transition to a pure kaon-condensed phase (Kubis, 2001). The
dash-and-dot straight line is the minimum valueRmin

∞ = 7.66 (M/M⊙) km.

(except for a tiny region close toMmax). In contrast,R decreasesin the same
mass interval.

A strict lower bound onR∞(M) results from the definition ofR∞ (Lat-
timer & Prakash, 2001; Haensel, 2001). Specifically, Eq. (6.51) can be rewritten
asR∞/rg = x−1

GR(1−xGR)
−1/2, which means thatR∞/rg is a function of one

parameter,xGR = rg/R. This function diverges atxGR = 0 andxGR = 1,
and has a single minimum atxGR = 2/3. Therefore, the minimum value of
R∞(M) is Rmin

∞ (M) = 7.66 (M/M⊙) km. This value is only 0.6% smaller
than the apparent radius7.71 (M/M⊙) km for the “true” maximum compact-
nessxGR = 0.7081 consistent withvs < c (§6.6.4).

While the subluminal upper bound onxGR at a givenM is slightly larger
than 2/3,actualmaximum valuesxGR(Mmax) for various EOSs are lower than
2/3. However, if we restrict ourselves to medium stiff and stiff EOSs with
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Mmax & 1.8 M⊙, thenxGR(Mmax) ≃ 0.6, which is only by 0.07 lower than
2/3. In such casesR∞(Mmax) is close toRmin

∞ (Mmax) (Fig. 6.9).
According to Lattimer & Prakash (2001) and Haensel (2001) one can

expectR∞ > 12 km for any baryonic EOS, independently of neutron star
mass. Our Fig. 6.9 confirms this “practical lower bound” onR∞.

6.7. Binding energy
A configuration withM = Mmax has maximum baryon numberAb (and

baryon massMb), whereas a configuration withM = Mmin has minimum
baryon number (and baryon mass) (Zeldovich, 1962). To provethis statement
let us consider two infinitesimally close configurations built of cold catalyzed
matter. Let the first one consist ofAb baryons, and the second consist of
Ab +dAb baryons. The first configuration can be transformed into the second
by addingdAb baryons on the stellar surface (and keeping the system in full
equilibrium). The change of the total gravitational mass accompanying this
transformation is given by the small-increment theorem which relates small
incrementsdM anddAb (Zeldovich, 1962; Zeldovich & Novikov, 1971)

dM = m0

√
1− xGR dAb . (6.52)

Therefore, the extremum conditiondM/dρc = 0 impliesdAb/dρc = 0 (and
dMb/dρc = 0), and vice versa. This means that the extremum ofM is reached
simultaneously with the extremum ofAb (andMb).

An example of theMb(ρc) dependence is displayed in Fig. 6.10. The
configuration withM =Mmax corresponds also to the maximum mass defect,
which is about 15%. As it turns out, the maximum relative massdefect depends
rather weakly on the EOS of baryon matter. Instead of the massdefect, it is
convenient to use its energy equivalent, the binding energyEbind, defined in
§6.2. Figure 6.11 showsEbind as a function ofM for several EOSs. For
M = 1.4M⊙, the binding energy relative to the dispersion of the star into the
gas of56Fe ions is about2× 1053 erg. The maximum binding energy increases
with the growth ofMmax, and ranges from≈ 3 × 1053 erg for the softest to
≈ 1054 erg for the stiffest EOS of Table 6.1.

The behavior ofEbind atM ≈ Mmax deserves a comment. The spike at
M =Mmax (Fig. 6.11) becomes nonsingular, if considered as a function of ρc
(rather thanM ). To show this, let us use the equation

dEbind/dAb = µ0
{
1−
√
1− xGR

}
> 0 , (6.53)

whereµ0 = m0 c
2. It is valid for configurations built of cold catalyzed

matter, as a consequence of the relation (6.52). Therefore,dEbind/dρc =
(dEbind/dAb) (dAb/dρc) is continuous atρc ≈ ρc,max and vanishes at
ρc = ρc,max. We havedEbind/dρc > 0 for ρc < ρc,max anddEbind/dρc < 0
for ρc > ρc,max.
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Figure 6.10. Baryon massMb = Am0 and gravitational massM of neutron star models versus
central density for the BBB2 EOS. The configuration withM = Mmax (filled circle) realizes
the maximum ofMb. Configurations with higherρc (dotted segments) are unstable.

According to Fig. 6.11, of two configurations withM ≈Mmax, containing
the same number of baryons, the unstable one (ρc > ρc,max) is less bound than
the stable one. This property is general and can be proved starting from basic Eq.
(6.52). Using this equation, we get the following expression for the difference
∆Ebind(Ab) = Ebind(Ab) − E′

bind(Ab) in binding energies of stable and
unstable configurations withM ≈Mmax:

∆Ebind(Ab) = µ0

∫ Amax

Ab

{√
1− xGR(Ãb)−

√
1− x′GR(Ãb)

}
dÃb,

(6.54)
wherexGR(Ab) = 2GM(Ab)/R(Ab)c

2, x′GR = 2GM ′(Ab)/R
′(Ab)c

2, and
primed quantities refer to unstable equilibrium configurations. At the sameAb,
an unstable configuration is more compact than a stable one,R′(Ab) < R(Ab).
Moreover, variations inM atM ≈Mmax are of the second order of smallness
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Figure 6.11. Binding energy (relative to the dispersion of a star into56Fe gas) versus gravi-
tational mass for several EOSs from Table 6.1. Maximum-massconfigurations (filled circles)
have maximum binding energy. Dotted segments show unstableconfigurations which are less
bound than the stable ones. The inset shows a zoomed segment of theEbind(M) curve for the
FPS EOS atM ≈ Mmax.

in ρc − ρc,max, and, therefore, are much smaller than variations inR. Thus,
R′(Ab) < R(Ab) impliesE′

bind(Ab) < Ebind(Ab).

6.7.1 Approximate formulae
Figure 6.11 shows that the binding energy of a stable neutronstar correlates

with its gravitational mass. A simple approximate “empirical formula” which
describes the dependenceEbind(M) atM > 0.5M⊙ for realistic EOSs reads
(Lattimer & Yahil, 1989)

Ebind ≃ 1.5× 1053 (M/M⊙)
2 erg . (6.55)
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Figure 6.12. Binding energy (relative to the dispersion of a star into a gas of56Fe and hydrogen)
versus gravitational mass atM ≈ Mmin for the FPS and SLy EOSs. Solid lines – stable
configurations; dotted lines – unstable configurations, filled dots –M = Mmin.

A more refined formula, containing the compactness parameter xGR =
rg/R, was proposed by Lattimer & Prakash (2001):

Ebind ≃ 1.6× 1053
(
M

M⊙

)(xGR

0.3

) 1

1− 0.25xGR
erg. (6.56)

It is quite precise for EOSs without any strong softening at high densities. It
can be less accurate for massive neutron stars with hyperon cores.

BecauseEbind reaches maximum atM = Mmax, Eq. (6.55) gives an
approximate expression for the maximum binding energyEmax

bind,

Emax
bind(EOS) ≃ 1.5× 1053 (Mmax(EOS)/M⊙)

2 erg . (6.57)
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Figure 6.13. Density versus radial coordinate for neutron-star models with M = 1.51M⊙ (the
solid line) andM = Mmax = 1.92 M⊙ (the dashed line) employing the BBB2 EOS in stellar
cores and the FPS EOS in the crusts. Thin vertical lines show the crust-core interface and the
neutron-drip point.

This formula reproduces exact values ofEmax
bind typically better than within ten

percent for our set of EOSs in Table 6.1.

6.7.2 Neutron star models withM ≈ Mmin

The binding energy of neutron stars withM ≈ Mmin is shown Fig. 6.12.
Let us focus on stable configurations (solid segments). AtM ≈Mmin the sign
of Ebind depends on the choice of the dispersed reference system. Neutron
stars with lowest masses are bound (Ebind > 0) with respect to the hydrogen
gas, but are unbound (Ebind < 0) with respect to the dispersed56Fe gas.

The case ofEbind < 0 deserves a comment. Negative binding energies
of neutron stars withM < 0.17 M⊙ indicate that these stars are actually
metastablewith respect to the transformation into a cloud of56Fe dust. Their
decompression (while keeping the matter in the ground state) would eventually
lower the total energy, after overcoming an initial energy barrier (that results
from the gravitational binding of the outer layers). Being metastable with
respect tolarge amplitudedecompression, these configurations are, however,
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Figure 6.14. Density versus radial coordinate for neutron star models with M = 1.4 M⊙.
Stellar cores are described either by BPAL12, or by BBB2, or by BGN2 EOSs (the dashed, solid
or dotted lines, respectively). In all cases, the FPS EOS of the crust is used. Thin vertical lines
indicate crust-core interface and neutron-drip point for the BPAL12 and BGN2 models.

stablewith respect tosmall amplitudeperturbations. This can be contrasted
with the instability of configurations atρc < ρc,min. The latter equilibrium
configurations will explosively expand to huge white-dwarflike configurations
with radii exceeding104 km under the effect of any small perturbation.

6.8. Basic internal structure of neutron stars
The distribution of matter within a neutron star depends on its mass and

results from an interplay between the pressure and gravity.In Fig. 6.13 we
show the mass density within a neutron star as a function of radial coordinate,
calculated for the BBB2 EOS in the stellar core for two masses. The higher mass
is equal to the maximum mass for this EOS. Calculations show that the density
within the core is rather uniform forM = 1.2 − 1.5 M⊙. The pronounced
density drop occurs near the crust-core interface. The density drop becomes
steeper near the neutron drip point, as a result of the EOS softening due to
the neutron drip. The growth of the stellar mass increases the gravitational
pull within the crust, which makes the crustal density profile steeper and the
crust thinner. The effect is most pronounced for stars withM = Mmax. For
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the medium-stiff BBB2 EOS in the core, the crust contains1.4% and0.8% of
the total gravitational mass of the stars withM = 1.24 M⊙ and1.51 M⊙,
respectively. The crust thickness of these stars is1.01 km and0.72 km. For
M = Mmax, the crust contains only0.2% of the stellar mass, and the crust
thickness becomes as small as0.29 km. The crust mass and thickness are
smaller for softer EOSs.

While the crustal EOS is rather well established (see Chapter 3), the crust
structure results from the interplay of its EOS and the gravitational pull exerted
by the core; the latter depends on the core compactness. Therefore, the uncer-
tainty of the EOS in the stellar core introduces some uncertainty in the crust
structure. This is visualized in Fig. 6.14, where we show thedensity profiles
inside a 1.4M⊙ star calculated for the BPAL12, BBB2, and BGN2 EOSs in the
core. The crust thickness ranges from 0.7 km for the softest EOS up to 1.3 km
for the stiffest one. The dependence of the fraction of stellar mass contained in
the crust on the core EOS is even more dramatic: this fractionranges from 0.7%
for the softest BPAL12 EOS to 2.2% (three times larger!) for the stiffest BGN2
EOS. The BBB2 model is typical for medium-stiff EOSs; the crust thickness is
about 0.8 km and the crustal mass fraction is 1%.

6.9. Universal structure of the outer envelope
A solution to the equations of stellar structure is greatly simplified (Urpin

& Yakovlev, 1979) in the outer neutron star envelope which ismuch thinner
thanR and contains a small fraction of mass. In these layers, the density and
pressure vary much more rapidly withr thanm(r) ≈ M . Accordingly, the
metric (6.1) reduces to the Schwarzschild metric (6.11), wherer can be safely
replaced byR in the brackets and in the last term,

ds2 = c2 dt2
(
1− rg

R

)
−
(
1− rg

R

)−1
dr2−R2 (dθ2 + sin2 θ dφ2). (6.58)

Introducing the local proper timeτ and the local proper depthz measured from
the stellar surface:

τ = (1− rg/R)1/2 t, z = (R− r) (1− rg/R)−1/2, (6.59)

we reduce the metric to the locally flat one,ds2 = c2 dτ2 − dz2 − R2 (dθ2 +
sin2 θ dφ2).

For a low-density matter in the outer neutron star envelope,we haveP ≪
ρc2 andPr3 ≪Mc2. With these simplifications, Eq. (6.7) can be rewritten as
the familiar Newtonian equation for a plane-parallel atmosphere (also see Eq.
(6.10)),

dP/dz = gs ρ, (6.60)

wheregs is the surface gravity given by Eq. (6.47) and discussed in§6.6.5.
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Figure 6.15. Density (left vertical scale) and surface mass∆M (right scale) in a neutron star
crust versus depthz for B = 0, 1012 and1013 G. Arrows indicate kinks of the density profiles
of magnetic envelopes at which the first Landau level becomespopulated with increasingz.

Because the main contribution to the pressure of the outer degenerate (T ≪
TF) stellar layers comes from a free electron gas, we may setP ≈ Pe and use
the zero-temperature thermodynamic relationshipdPe = ne dµe, whereµe is
the electron chemical potential (including the rest-mass term). On the other
hand, the main contribution into the mass density comes fromions, and we
haveρ ≈ nimi ≈ muneAi/Zi, wheremu is the atomic mass unit, whileAi

andZi are the mass and charge numbers of the ions (nuclei). Inserting these
relationships into Eq. (6.60), we get

dµe/dz = gsmuAi/Zi . (6.61)

Integrating this equation, we can obtain a solution in a closed form. It can be
further simplified by assuming thatAi/Zi = constant over the outer neutron
star envelope. In this case by integrating Eq. (6.61) from the surface (where
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µe = mec
2) we obtain

µe −mec
2 = gsmuzAi/Zi. (6.62)

Becauseµe = mec
2
√

1 + x2r , this solution can be rewritten as

x3r =

[
z

z0

(
2 +

z

z0

)]3/2
, z0 =

mec
2Zi

mugsAi
=

49.3Zi

Ai gs14
m, (6.63)

wheregs14 is gs in units of1014 cm s−2, xr is the electron relativity parameter
defined by Eq. (2.2) andz0 is a depth-scale at which degenerate electrons
become relativistic. Typically, we havegs14 ∼ 2–3, so thatz0 ∼ 10 m. Because
x3r ≈ ρ6Zi/Ai, Eq. (6.63) describes the density growth within the degenerate
layers of the outer neutron star envelope. For a non-magnetic neutron star
with M ∼ (1 − 2)M⊙ the solution is valid at densitiesρ . 1011 g cm−3 and
geometrical depthsz about some hundred meters. Nevertheless, the solution
(6.63) is invalid in a very thin surface layer, where the electron gas is non-
degenerate or where the assumption thatP = Pe is violated (see§2.5). Its
thickness ranges from∼1 meter in a hot neutron star to several millimeters
in a cold one. On the contrary, Eq. (6.60) remains valid everywhere near the
surface, and that outermost meter of the envelope can be studied separately by
combining Eq. (6.60) and the equations of thermal structure.

According to Eq. (6.63), we haveρ ∝ z3/2 in the very outer layer of non-
relativistic degenerate electron gas (ρ ≪ 106 g cm−3, z ≪ z0), andρ ∝ z3

in the deeper layers, where electrons are ultrarelativistic (ρ ≫ 106 g cm−3,
z ≫ z0). These density profiles correspond to polytropic equations of state
with the polytropic indicesn = 1.5 andn = 3 (polytropic exponentsγ = 5/3
andγ = 4/3), respectively (compare§2.3.1d).

Finally, integrating Eqs. (6.60) and (6.8) we can easily findthe gravitational
mass∆M(z) = m(R)−m(r) contained in a layer from the surface to a given
depthz:

∆M(z) = 4πR2 P (z) g−1
s

√
1− rg/R. (6.64)

This mass is solely determined by the pressureP (z) at the bottom of the given
layer. We see that the structure of the outer neutron star crust is universal
(selfsimilar).

For instance, consider the neutron star withM = 1.4M⊙, R = 10 km,
and the outer envelope composed of56Fe. Theρ(z) and∆M(z) profiles are
depicted in Fig. 6.15. The densityρ = 1010 g cm−3 is reached at the depth
z ≃ 150 m, and the mass of the envelope at this depth is∆M ≃ 2× 10−7M⊙.
At the base of the outer crust,ρ = 4.3 × 1011 g cm−3, we obtainz ≃ 550 m
and∆M ≃ 3× 10−5M⊙. However, our solution can become inaccurate there
because our initial assumptions thatz ≪ R andAi/Zi = constant can already
be violated.
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6.9.1 The structure of magnetic envelopes

The above consideration does not take into account the effects of strong
magnetic fields. As explained in Chapter 4, these effects canbe dramatic
near the neutron star surface, but weaken with growing density. They are most
important in the layers where the field is strongly quantizing – that is, atρ < ρB
andT ≪ TB , whereρB andTB are given by Eqs. (4.30) and (4.33), respectively.
In these layers, the assumption of temperature-independent EOS (T ≪ TF)
becomes less accurate than in the nonmagnetic case. Indeed,according to Eq.
(4.31), the Fermi temperatureTF in a strongly quantizing fieldB is reduced
by a factorxB/xr = (4/3)1/3(ρ/ρB)

2/3 [xB being given by Eq. (4.28)] for
ultrarelativistic electrons and by the square of this factor for non-relativistic
electrons.

If T ≪ TF , the electrons are nearly free (§4.1.2), and the magnetic field
can be regarded as constant (and, hence, force-free) in a local part of the thin
outer envelope, Eq. (6.62) is valid for any field strengthB. Thus, the structure of
the envelope is again described by a selfsimilar solution. However, the character
of the solution atρ < ρB is different. In particular, in Eq. (6.63) one should
replace the nonmagnetic electron relativity parameterxr by the parameterxB
that is appropriate for a strongly quantizing magnetic field. In this case, a given
geometrical depthz corresponds to a higher densityρ. This is illustrated by Fig.
6.15, where we plot theρ(z) and∆M(z) profiles in the neutron star envelope
for B = 1012 G and1013 G. For instance, the magnetic fieldB = 1013 G
strongly affects the density distribution in the layerρ < ρB ∼ 106 g cm−3,
located atz . 3 m. According to Eq. (4.30), the density at the bottom of
this layer scales asB3/2. Equation (4.32) shows that the EOS in this layer is
polytropic, but the polytropic index differs from that atB = 0; now it is equal
to n = 1

2 (γ = 3) or n = 1 (γ = 2) for the non-relativistic or ultrarelativistic
electron gases, respectively.

Whenρ exceedsρB , higher Landau levels become populated, and the non-
magnetic solution is approximately recovered. The exact solution, however,
oscillates around the nonmagnetic one, as seen from Fig. 6.15. The kinks,
especially pronounced in the density profiles, are associated with occupation
of new Landau levels with increasing electron density (or geometrical depth).
Arrows show the kinks produced by the occupation of the first excited Landau
level. These kinks should be smeared out by thermal effects (by thermal broad-
ening of the Landau levels). Moreover, the magnetic field in surface layers may
be not force-free, and the magnetic force may further distort the structure of
these layers.
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6.10. Moment of inertia for slow rigid rotation
Many neutron stars show rapid rotation (§§1.4.4, 9.4). However, even the

most rapidly spinning pulsar PSR J1748–2446ad, with the spin period of 1.396
ms, is distorted by rotation only slightly (provided its massM &M⊙, see, e.g.,
Cooket al. 1994; Dattaet al. 1998). Therefore, the effects of rotation on the
structure of observed pulsars can be treated using the lowest-order perturbative
approximation (Hartle, 1967), which is usually referred toas the approxima-
tion of slow rotation. A precise treatment of more rapid rotation requires two
dimensional calculations, as will be discussed in§6.12.

In this section, we restrict ourselves to a slow, uniform (rigid) rotation with
an angular frequencyΩ. Strictly speaking,Ω is the spin frequency measured by
a distant observer. The slow rotation implies, that centrifugal forces are small
compared to the gravity,R3Ω2/(GM)≪ 1. This condition is satisfied even for
PSR J1748–2446ad, the fastest observed rotator (Ω = 4501 s−1). Assuming
M = 1.4M⊙ andR = 10 km, we getR3Ω2/(GM) ≃ 0.11 for this pulsar.

A rotation induces polar flattening of the star. A slowly rotating neutron
star is axially symmetric. Because of time-reversal invariance, lowest-order
rotational perturbations of the stellar structure are quadratic inΩ. On the other
hand, the leading contribution to the total angular momentum J is proportional
to Ω. Therefore, to the lowest order inΩ, the moment of inertiaI = J/Ω is
determined by the mass distribution and space-time curvature of a non-rotating
star (Hartle, 1967) as discussed below. In this approximation, I is given by Eq.
(6.70).

6.10.1 Dragging of local inertial reference frames and
moment of inertia

The centrifugal force acting on a fluid element in a star depends on the local
spin frequencyω, as measured in a local inertial reference frame. Therefore,
ω is given by the difference betweenΩ and the spin frequencyω of the local
inertial reference frame in the vicinity of the given fluid element,ω = Ω − ω.
To the lowest order inΩ, ω depends only onr. The quantityω(r) describes
dragging of local inertial framesin a rotating star; it vanishes in the Newtonian
limit, whereω = Ω. In order to calculateJ , one has to knowω everywhere in
the star. Dragging of local inertial frames implies thatω < Ω. The function
ω obeys the homogeneous, second-order linear differential equation (Hartle,
1967)

1

r4
d

dr

(
r4 e−Φ−λ dω

dr

)
+

4

r

(
d

dr
e−Φ−λ

)
ω = 0 , (6.65)

whereΦ andλ are the metric functions of the non-rotating star (see Eq. (6.1)).
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A solution of Eq. (6.65) is subject to two boundary conditions: regularity
(finiteness) atr = 0 and vanishing of the dragging frequency at infinity (ω → Ω
for r→∞). In addition,ω has to be continuous at the stellar surface.

For r ≥ R, we havee−Φ−λ = 1 (§6.1) which gives

ω(r ≥ R) = Ω− 2GJ/(c2r3) . (6.66)

Equation (6.65) can be replaced by two coupled first-order differential
equations (Haensel & Prószyński, 1982),

dj

dr
=

8π

3
r4
(
ρ+

P

c2

)
e−Φ+λ ω , (6.67)

dω

dr
= 6

GeΦ+λ

c2r4
j . (6.68)

Here,j(r) is the contribution toJ from a sphere of radiusr. The total stellar
angular momentum isJ = j(R). Equations (6.67) and (6.68) can be integrated
simultaneously with Eqs. (6.7)– (6.9) of stellar structurefrom r = 0 to r = R,
with the boundary conditionsj(0) = 0 andω(0) = ω0. The value ofω0 is
arbitrary but sufficiently small (to be in the regime of slow rotation). The value
of Ω, corresponding to the selected value ofω0, is obtained by matching the
interior and exterior solutions,ω(r ≤ R) andω(r ≥ R), atr = R:

Ω = ω(R) + 2GJ/(c2R3) . (6.69)

The total moment of inertia of the star is then calculated asI = J/Ω. Using
Eq. (6.67), one gets

I =
8π

3

∫ R

0
dr r4

(
ρ+

P

c2

)
ω

Ω
eλ−Φ , (6.70)

where the ratioω/Ω is a function ofr independent ofΩ (or ω0). General rela-
tivistic effects are incorporated in(ω/Ω) e−λ−Φ and inP/c2. Equation (6.70)
explicitly takes into account space-time curvature (∼ rg/R) in the spherically
symmetric approximation. Also, it takes into account dragging of inertial ref-
erence frames in the lowest order inΩ; this gives a correction, linear inrg/R,
contained inω/Ω. Nevertheless, Eq. (6.70) neglects the centrifugal corrections
∼ R3Ω2/GM . In this approximationI can be calculated from a non-rotating
stellar model.

In the Newtonian limit,ω = Ω, λ = Φ = 0, P ≪ ρ c2, and we get the
familiar expressionINewton = 8

3 π
∫ R
0 dr r4ρ.

6.10.2 Moment of inertia versusM
In Fig. 6.16 we show the dependence ofI on the neutron star massM

for several EOSs of dense matter. A suitable unit forI is 1045 g cm2 (because
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Figure 6.16. Moment of inertiaI of a slowly and rigidly spinning neutron star versus stellar
massM for several EOSs of dense matter. Stellar configurations with maximumI are indicated
by filled triangles, and those with maximumM by filled circles. The inset shows a zoomed
segment of theI(M) curve for the BGN2 EOS near the maximum ofI . The shaded band shows
the range of precisely measured masses of binary pulsars.

M⊙×(10km)2 ≃ 2.0×1045 g cm2); the value ofI in such units will be denoted
by I45. TheI(M) curve exhibits a maximum,Imax, reached for a mass which
is typically a few percent lower thanMmax.8 However, because of the flatness
of the peak of theM(ρc) curve, the central density of the configuration with
I = Imax is noticeably lower thanρc,max (by ∼ 30% for very stiff EOSs and
by a factor of∼ 2 for very soft ones).

8This property holds for the EOSs without any strong high-density softening due to hyperonization or phase
transition to an exotic state. For an EOS with a strong high-density softening,Imax may be reached atM
significantly lower thanMmax. For examples and discussion see Bejgeret al. (2005b)
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According to Fig. 6.16, the value ofI45 at M = 1.4 M⊙ ranges from
I45 ∼ 1 for a very soft EOS to∼ 2 for a very stiff EOS. Even a more dramatic
dependence on EOS is seen for the maximum moment of inertiaImax

45 , which
ranges from∼ 1 for the softest EOS to nearly 4 for the stiffest one. Naturally,
theI(M) dependence is much more sensitive to the stiffness of the EOS, than
theR(M) dependence.

6.10.3 Crustal moment of inertia
The EOS of the neutron star crust is known much better than that of the core.

Moreover, the crust is thin and contains a small fraction of stellar mass (§6.8).
This allows us to derive an approximate formula for the crustal contribution to
I, denoted byIcrust. Using Eq. (6.70), we have

Icrust =
8π

3

∫ R

Rcrust

dr r4
(
ρ+

P

c2

)
ω

Ω
e−λ−Φ , (6.71)

whereRcrust is the radial coordinate of the crust bottom. In the crust we have
P/c2 ≪ ρ. To the lowest order in(R−Rcrust)/R, we get

Icrust ≃
2

3
McrustR

2 ω(R)/Ω . (6.72)

Using Eq. (6.66), we come to the required expression,

Icrust ≃
2

3
McrustR

2

(
1− rg

R

I

MR2

)
(6.73)

The factor23McrustR
2 isIcrust in the Newtonian approximation. The relativistic

correction results from dragging of local inertial frames (the factor in brackets).

6.10.4 Moment of inertia versusM and R

Now we present approximate formulae relatingI to stellar mass and radius
(Ravenhall & Pethick, 1994; Lattimer & Prakash, 2001; Bejger & Haensel,
2002).

Ravenhall & Pethick (1994) considered neutron star models calculated
for the FPS EOS. They showed that the ratioI/MR2 depends mostly on the
compactness parameterxGR = rg/R. Their formula can be rewritten as

I ≃ 0.21 MR2
∞ . (6.74)

For a restricted range of (moderate) compactness,xGR = 0.15 − 0.45, it re-
produces exact values ofI within ∼ 10% for most of the EOSs considered by
the authors.

Lattimer & Prakash (2001) analyzed in detail the behavior ofI/MR2 as
a function ofxGR for a broad set of EOSs. They derived useful approximate
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Figure 6.17. Dimensionless ratioI/MR2 versusrg/R for thirty EOSs of dense baryon matter.
The thick solid line corresponds to Eq. (6.75). Based on Bejger & Haensel (2002).

expressions for several analytic models of neutron-star structure, and studied
the limit of low-mass neutron stars,rg/R → 0. In this limit Eq. (6.74) is
invalid.

Bejger & Haensel (2002) studied a set of thirty EOSs, most of them con-
structed in the 1990s. They found thatI/MR2 is nearly universal function of
xGR. Their result is displayed in Fig. 6.17, and their universalfunction reads

I

MR2
=

{
xGR/(0.295 + 2xGR) for xGR ≤ 0.3 ,
2
9 (1 + 1.69xGR) for xGR > 0.3 .

(6.75)

As seen in Fig. 6.17, the precision of this approximation is typically better
than 10%. The formula breaks down only for massesM . 0.2 M⊙, which
correspond toxGR < 0.04.
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6.10.5 Approximate formula for Imax

As we stressed before, the value ofImax is more sensitive to the stiffness
of the EOS, thanMmax or RMmax . For a given EOS, one can writeImax =
CIMmaxR

2
Mmax

. It has been shown that, for a set of physically sound EOSs
developed in the 1970s and 1980s,CI is only weakly dependent on the EOS
(Haensel, 1990). As demonstrated by Bejger & Haensel (2002), CI is correlated
with the compactness parameterxmax

GR for maximum-mass stellar models. For
the same set of EOSs that has been used to derive Eq. (6.75), the correlation
can be described by the “empirical formula”

Imax
45 ≃ (2.414xmax

GR − 0.368)(Mmax/M⊙)(RMmax/10 km)2 . (6.76)

It reproduces exact values ofImax typically within∼ 10% and can be used to
estimateImax from known values ofMmax andRMmax . Notice that Eq. (6.76)
underestimatesImax for superluminal EOSs but overestimatesImax for EOSs
with softening owing to the appearance of hyperons. Finally, its error is. 5%
for “minimal composition EOSs” (nucleons and leptons).

One might argue that the validity of the simplest “empiricalformula,”

Imax
45 ≃ (M/M⊙) (RMmax/10 km)2 (6.77)

(Haensel, 1990; Bejger & Haensel, 2002), is a consequence ofthe fact that
realistic EOSs are well approximated by polytropes. For a polytropic EOS
P = Knγb with a fixedγ, the relation

Imax
45 = C(γ) (M/M⊙) (RMmax/10 km)2 (6.78)

is exact, withC(γ) being independent ofK. We getC(2) = 0.83 andC(3) =
1.04, so that the “ best fit” value ofC for realistic EOSs lies roughly in the middle
betweenC(2) andC(3). However, realistic EOSs at super-nuclear densities
are not polytropes. One can introduce only a local, density dependent adiabatic
indexγ(nb) (see§§5.13.3 and 5.14.2). For example, for matter with hyperons
the EOS softens considerably (and in a discontinuous way) atthe thresholds of
hyperon appearance, withγ dropping below one (see§5.14.2 and Balberg &
Gal 1997). Clearly, the validity of the empirical formula for Imax is not due to
the polytropic character of the EOS of dense matter.

6.11. Elastic shear strain, non-axial deformations, and
gravitational radiation

A non-zero shear strain, which can build up in a neutron star crust, con-
tributes to the stress tensor of crustal matter. Let us restrict ourselves, for the
sake of simplicity, to the Newtonian approximation. The stress tensor is given
by

σij = −Pδij + σshearij . (6.79)
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The shear straincansupportnonsphericityof a non-rotating star andnon-axiality
of a spinning star. Let us follow a simplified Newtonian “one-parameter model”
of Baym & Pines (1971) updated with new physics input. It can be reformulated
in the framework of General Relativity (Carter & Quintana, 1975a).

Consider a slowly rotating and weakly deformed neutron star. The simplest
deviation of the stellar shape from sphericity is caused by quadrupolar deforma-
tion. Let us assume that a stellar configuration is axially symmetric with respect
to thez-axis. The amplitude of the quadrupolar deformation can be described
by a singleoblateness parameterǫ, related to the principal components of the
moment of inertia tensor,Ixx = Iyy 6= Izz, by

ǫ = (Izz − I)/I , (6.80)

whereI = (Ixx + Iyy + Izz)/3. Small deviations from spherical symmetry
imply ǫ≪ 1.

For a completely liquid starσshearij = 0. The total energy of a non-spinning
star (at a fixed total baryon number) is then minimized by a spherical shape, so
that deviations from spherical symmetry can only increase the energy,

Eliq = E0 +A ǫ2 . (6.81)

However, the presence ofσshearij results in an additional term inE, induced by a
nonvanishing elastic shear strain. We will denote this termbyEshear. In order
to determine the dependence ofEshear on stellar deformation, we assume the
existence of a reference (not necessarily static)relaxedconfigurationC̆ withzero
elastic shear strain and the same number of baryons as the actual configuration.
By construction, the reference configurationC̆ has such an oblateness parameter
ǫ̆ thatEshear(C̆) = 0. The actualdeformedconfiguration with shear strain
will be denoted byC. Assume further, thatC can be formed fromC̆ by a
continuous elastic deformation. Keeping only the terms quadratic in ǫ̆ andǫ,
we approximateEshear = B(ǫ− ǫ̆)2. Then the total energy of configurationC
is

E = E0 +Aǫ2 + B (ǫ− ǫ̆)2 . (6.82)

For a purely liquid neutron star we haveB = 0 and, hence,ǫ = 0. However, for
B > 0 andǫ̆ 6= 0, configurationC is no longer spherical, but has the oblateness
parameter

ǫ = ǫ̆ β, β = B/(A+ B) ≈ B/A , (6.83)

where we take into account thatB ≪ A (see below).
Early estimates ofA for a neutron star withM = 1.4M⊙ gaveA ∼

1053 erg (Pandharipandeet al., 1976). Its dependence onM was studied by
Carlini & Treves (1989) who found thatA decreases rapidly with decreasingM
(fromA & 1053 erg atM =Mmax toA ∼ 1050 erg atM ≃Mmin ≃ 0.1M⊙).
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For a solid crust,B is determined by the crustal rigidity. The value ofB
can be calculated provided one knows the shear modulus of crustal matter and
the distribution of elastic strain there. Early estimates for a neutron star with
M = 1.4M⊙ gaveB ∼ 1048 erg, which resulted inβ ∼ 10−5 (Pandharipande
et al., 1976; Carlini & Treves, 1989). The dependence ofB onM was studied
by Carlini & Treves (1989).

It should be stressed that the above estimates ofBwere based on old crustal
models, with the crust-core interface at the baryon number densityncc ≃ n0 =
0.16 fm−3. Recent calculations give lower valuesncc = (0.06−0.10) fm−3

(§§3.4.2 and 3.5). Another weakness of older estimates was a simplistic model
of the distribution of elastic strain within a spinning-down neutron star. Using
modern values ofncc and a more realistic elastic strain field, Cutleret al.(2003)
obtained much lower valuesβ ≃ (1.5−2.5) × 10−7 unfavorable for detecting
continuous gravitational waves from radio pulsars (§6.11.2).

6.11.1 Elastic strain and neutron stars withM ≈ Mmin

Equilibrium configurations of low-mass neutron stars, studied in §§6.5.8
and 6.6.2, were calculated from Eqs. (6.7) and (6.8) which assume that dense
matter is liquid. However, a neutron star withM ∼ 0.1M⊙ is nearly all
solid, except for a small liquid core containing only2−3% of the stellar mass.
In contrast to liquid, solidified matter can sustain shear strain, which changes
the equations of hydrostatic equilibrium. For an isotropicCoulomb crystal of
crustal matter, the elastic shear strain term in the stress tensor is determined by
the shear modulusµ (§3.7). The effect of elastic strainon the stellar structure can
roughly be estimated using the model of Baym & Pines (1971) discussed above.
The shear strain makes a neutron star configuration nonspherical. Assuming,
for simplicity, that the deviation from sphericity is quadrupolar, let us estimate a
possible nonsphericityδR/R, whereδR is the absolute value of the difference
between the polar and the equatorial radii. For a Coulomb crystal in the stellar
crust, the maximum (breaking) strain does not exceed∼ 10−2 (Ruderman,
1992). Then the Baym & Pines (1971) model predicts thatδR/R . 0.01β,
whereβ ∼

∫
Vcrust

µ dV/|Egrav| andEgrav is the gravitational energy of the star.
For a neutron star withM = 1.4M⊙ one hasβ ∼ 10−6, but forM ≃ 0.1M⊙
one obtainsβ ∼ 10−3, due to a strong decrease of the factorA (see above).
Therefore, we expect that the effect of elastic shear strainon the stellar radius
atM ∼ 0.1M⊙ is δR/R < 10−4.

6.11.2 Non-axial deformation of solitary pulsars and
gravitational waves

Let us consider the evolution of a hot, young, rotating neutron star just
after solidification of the crust. Such a star is very close toits liquid progenitor.
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Therefore, its shear strain is negligibly small. This is a good model ofC̆. Let
us assume that it rotates rigidly with an angular frequencyΩ̆ around thez-
axis (coinciding with the body symmetry axis) which inducesthe rotational
oblateness characterized by the parameterǫ̆. The total energy of this star reads

E(C̆) = E0 +A ǫ̆2 + J2/(2Izz) , (6.84)

whereJ is the stellar angular momentum. The value ofǫ̆ corresponds to the
minimum ofE at a fixedJ and a fixed baryon numberAb. Assumingǫ̆ ≪ 1
one obtains

ǫ̆ ≃ Ω̆2I0/(4A) ≃ 1.0× 10−3 (10 ms/P̆ )2(I45/A53) , (6.85)

whereI0 is the moment of inertia of a spherical, non-rotating configurationC0,
I45 = I0/(10

45 g cm2), A53 = A/(1053 erg), and P̆ is the spin period of
configurationC̆.

An elastic shear strain can be released during pulsar spindown by crust
cracking or by plastic flow of crustal matter. Therefore, Eqs. (6.83) and (6.85)
give an upper bound on the bulk oblateness of a spinning neutron star, supported
by the elastic strain. We getǫshearmax ∼ 10−9−10−8 for P̆ = 10−3 ms. Because
both effects (rotation and elastic strain) on the neutron star structure are small,
they are additive in the lowest order. Therefore,ǫshearmax ∼ 10−9 − 10−8 is also
the upper bound on the bulk non-axial asymmetry supported bythe elastic shear
strain,

ǫasym = (Ixx − Iyy)/I , (6.86)

for a neutron star rotating about thez-axis.
Our definition of the bulk non-axial asymmetryǫasym deserves a comment.

In the literature, one frequently encounters a different measure of deviation from
the axial symmetry, called ellipticity. This ellipticity is defined for a triaxial
ellipsoid with semiaxesa > b > c anda − b ≪ a. The spin axis is assumed
to coincide withc. The ellipticity is then introduced as (see, e.g., Shapiro &
Teukolsky 1983)

ellipticity =
a− b

(a+ b)/2
. (6.87)

For a triaxial incompressible ellipsoidIxx − Iyy = 1
5 M (a2 − b2) andIzz =

1
5 M (a2 + b2). Fora − b ≪ a, one hasa2 + b2 ≃ (a + b)2/2, which means
that the ellipticity given by Eq. (6.87) coincides with ourǫasym.

A non-zero value ofǫasym induces a non-zero amplitude (∼ ǫasymI) of
the quadrupole moment tensor of stellar mass distribution.A rotating neutron
star (for instance, a pulsar) becomes then the source of persistent gravitational
radiation at the frequencyΩGW = 2Ω, the doubled spin frequencyΩ (see,
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e.g., Shapiro & Teukolsky 1983). The power of gravitationalwave emission,
averaged over the spin periodP = 2π/Ω, is

ĖGW =
32

5

G

c5
I2ǫ2asymΩ

6 . (6.88)

This formula can be used to constrainǫasym from pulsar timing. The emis-
sion of gravitational waves leads to the loss of the kinetic spin energy of
the star,ĖGW

kin = −ĖGW, and to the associated pulsar spindownṖGW. Of
course, this spin-down is much slower than observed spin-down of pulsars
(Ėkin = IΩΩ̇, see§1.4.4), associated with electromagnetic processes in pulsar
magnetospheres. This means thatṖGW ≪ Ṗobs and leads to an observational
upper bound on the value ofǫasym for a radio pulsar,

ǫasym ≪ 4.3× 10−9 (P/1 ms)3/2
√
Ṗ /(10−19 s s−1) , (6.89)

where we have setI = 1045 g cm2. The strongest bounds are obtained for
millisecond pulsars, which have especially lowP and Ṗ . For example, we
obtainǫasym ≪ 4 × 10−8 for the nearby pulsar J0437–4715 (P = 5.76 ms,
Ṗ = 5.7 × 10−20, the distanced= 140 pc), andǫasym ≪ 4 × 10−9 for PSR
B1957+20 (P = 1.61 ms, Ṗ = 1.7 × 10−20, d = 1.5 kpc), which is the
third among the fastest rotators (§9.4). These observational bounds are very
stringent. For young pulsars, like the Crab pulsar, the observational bounds
based on Eq. (6.89) are not useful, mostly because of relatively largeṖ .

Let us remind that gravitational waves are wave-like perturbations of space-
time. Let the unperturbed (background) space be flat, with the metricg(0)ij =

diag(1,−1,−1,−1). Then the metric of space with weak gravitational waves
is

gij = g
(0)
ij + hij , |hij | ∼ h≪ 1 , (6.90)

whereh measures the amplitude of a gravitational wave. Gravitational waves
are transverse, i.e., they produce an acceleration of free particles transverse to
the wave propagation direction.

Consider a pair of test particles which are at rest in the absence of gravita-
tional waves. Letξ determine relative positionof these particles. A gravitational
wave induces theirrelative accelerationξ̈ which is a measurable quantity. A
variationδξ of ξ under the action of the gravitational wave is similar to that
produced by a tidal force,

δξj = hTTjk ξk/2 , (6.91)

wherehTTjk is the relevant (traceless and transverse) part ofhjk. This equation
leads to an estimate

δξ/ξ ≃ h . (6.92)
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It is natural to callh the relative gravitational wave strain. This is the major
quantity which characterizes the detectability of gravitational waves. Typical
values ofh at a distanced from a pulsar with givenǫasym are (e.g., Shapiro &
Teukolsky 1983)

h =
4GΩ2

c4d
Iǫasym ≃ 4.2× 10−28

(ǫasym
10−8

)(10 ms

P

)2(1 kpc

d

)
. (6.93)

Nearby millisecond pulsars are the best potential sources of continuous pe-
riodic gravitational waves with a very stable frequency. These waves would be
very different from bursting gravitational waves emitted from such astrophys-
ical sources as coalescing stars or nonspherical collapsesassociated with type
II supernova events. Periodic gravitational radiation from nearby millisecond
pulsars could be searched using gravitational wave antennae (see, e.g., Pizzella
et al.2001) tuned to the doubled pulsar frequency. Observations of radio pulsars
have advantage over observations of unpredictable, short bursting gravitational
waves (Newet al., 1995). The most promising is the nearby millisecond pulsar
B1957+20 mentioned above. Its expected gravitational wavestrain is

PSR B1957 + 20 : h ≃ 10−27 (ǫasym/10
−9) . (6.94)

This amplitude is five orders of magnitude smaller than the recent obser-
vational limit of h ∼ 10−22 for the second fastest spinning pulsar B1937+21
(P = 1.56 ms), obtained in the first “science run” of the LIGO and GEO grav-
itational wave detectors (Allen & Woan, 2004). A dramatic improvement of
detectability limits of the gravitational wave emission from 26 selected iso-
lated radio pulsars was reached in the LIGO’s second “science run” (Abbott
et al. 2005). For some pulsars the limit become as low ash ∼ 10−24 and
corresponded toǫmax ∼ 10−5.

The shear modulus for a hypothetical solidπ0-condensed matter in the
neutron star core is estimated to be six orders of magnitude larger than in the
inner crust (§7.7.2). A solidπ0-condensed core could supportǫasym as high
as10−4. This value is excluded for some pulsars observed by Abbottet al.
(2005). On the other hand, if PSR B1957+20 (not observed by Abbott et
al. 2005) contains aπ0-condensed solid core of radius of a few kilometers,
then the core elastic strain could be sufficient to produce asymmetry resulting
in h ∼ 10−22, detectable in the LIGO observations. A recent discussion of
asymmetries supported by elastic strain in exotic neutron star cores is presented
in (Owen, 2005).

6.12. Rotating neutron stars
In this section we consider the effect rotation on neutron star structure

beyond the slow-rotation regime of§6.10. We limit ourselves to a stationary
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rigid (uniform) rotation, except for§6.12.5. This rotation is likely to be a
good approximation for neutron stars older than one year. Differential rotation
can be important for newly-born neutron stars formed in gravitational collapse
or in coalescence of two neutron stars (see§6.12.5). For older neutron stars,
deviations from rigid rotation connected, for instance, with crustal glitches, are
expected to be small.9

For a stationary rigid rotation with the angular frequencyΩ, measured by
a distant observer, is constant. We consider a star which is axially symmetric
with respect to the spin axis. A stationary rotation of stellar bodies in General
Relativity has been studied by many authors; see Stergioulas (2003) for a review.

6.12.1 Space-time metric and the equations of stationary
motion

We use the familiar coordinatest, r, θ, andφ and the axially-symmetric
metric

ds2 = c2e2Φ dt2 − e2λ r2 sin2θ (dφ− ω dt)2 − e2α
(
dr2 + r2 dθ2

)
, (6.95)

where the metric functionsΦ, λ, ω, andα depend solely onr andθ.
One has to distinguish between the inertial reference frameof a local

observerO0 (at a point(r, θ, φ) within the star) and an inertial reference frame
of an observer at infinityO1. An important quantity is the fluid velocity in the
φ direction, as measured inO0,

U = r sinθ (Ω− ω) eλ−Φ . (6.96)

The fact thatU = 0 but Ω = ω 6= 0 for the fluid at rest with respect toO0

reflects the well known phenomenon of dragging of local inertial frames.
The Lorentz factor connecting measurements inO0 andO1 is

Γ =
(
1− U2/c2

)− 1
2 . (6.97)

In the perfect fluid approximation, equations of stationaryaxially symmetric
motion reduce to

1

E + P

∂P

∂xi
+
∂Φ

∂xi
+
∂lnΓ

∂xi
= 0 , xi = r, θ . (6.98)

9Using the two-component model of glitches (§ 9.7), one can show that for pulsars exhibiting macroglitches
the macroscopic spin frequencyΩn of neutron superfluid in the inner crust can be larger than themeasured
spin frequencyΩ of the crust and the rest of the pulsar coupled to it by no more than one part in 10,000. In the
strongest macroglitches,∆Ω/Ω ∼ 10−6. It is thought that∆Ω results from a transfer of an excess angular
momentum of superfluid neutrons,In∆Ωn, to the crust-coupled component with the moment of inertiaIc
(that is nearly equal to the total moment of inertiaI). However,In ∼ 10−2 Ic ≃ 10−2 I. Therefore,
angular momentum conservation implies∆Ωn/Ω ∼ In∆Ω/IΩ ∼ 10−4.
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It is suitable to define a dimensionlesspseudo-enthalpy

H(P ) =

∫ P

0

dP ′

E(P ′) + P ′ . (6.99)

It vanishes at the stellar surface and increases monotonically towards the stellar
center. It is a very useful variable in numerical calculations of rotating stars,
because after definingH one can easily obtain the first integral of motion

H(r, θ) + Φ(r, θ)− ln Γ(r, θ) = H(0, 0) + Φ(0, 0) = constant . (6.100)

This is the General Relativistic version of the Bernoulli theorem for a stationary
ideal fluid flow. Consequently, the most useful parameterization of EOSs for
rotating stars isE = E(H), P = P (H). It is easy to see thatnb(H) =
[E(H) + P (H)] e−H/m0c

2, where we assume that the mass per baryon at the
stellar surface equalsm0.

The quantityH can be expressed in terms of the enthalpy per baryon

h(P ) = (E + P )/nb . (6.101)

UsingdP = nb dh we get

H(P ) =

∫ h(P )

h(0)

dh

h
= ln

(
h(P )

m0c2

)
. (6.102)

The calculation of the metric functionsΦ,λ,ω, andα is reduced to solving
a set of coupled second-order elliptic-type partial differential equations (see,
e.g., Bonazzolaet al.1993) and will not be described here.

In order to reach high precision in the two-dimensional calculations of
rotating configurations, it is preferable to use analytic representation of the
EOS. Such representations, in the form of the functionsρ = E/c2 = ρ(H),
P = P (H) for unified EOSs were obtained by Haensel & Potekhin (2004);
they are presented in Appendix C.

6.12.2 Stationary configurations of rotating neutron stars
Rotating configurations form a two-parameter family and canbe labeled,

for instance, by the values ofρc andΩ. Spinning neutron stars are flattened;
their equatorial radiusreq is larger than the polar radius,rpol. Here,req andrpol
are the values of the radial coordinater in the metric (6.95) at the equator and
pole, respectively. We will also use the circumferential radius,Req, which is
the proper length of the equator divided by2π. For non-rotating configurations
req = Req, but for rotating onesReq > req. ConfigurationsC(ρc,Ω) cover a
region in theM −Req plane, which is shown in Fig. 6.18. A curveM(Req; Ω)
for a fixedΩ is limited on the high-density and the low-density sides. Onthe
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Figure 6.18. Families of stable stationary rotating neutron star configurations in theM −Req

plane (for the SLy EOS). The central density increases upwards along each solid line. The curve
“1.56 ms” corresponds to the spin period 1.56 ms. Other notations are explained in the text.

high-density side, it is limited by the stability with respect to small axially
symmetric perturbations (the line segmentS2K3 in Fig. 6.18).10

In order to check whether a configurationC(ρc1,Ω1) with an angular mo-
mentumJ1 is stable, one has to consider a family of configurationsC(ρc, J1)
(in the neighborhood ofC(ρc1,Ω1), passing throughC(ρc1,Ω1)) with the same
angular momentumJ = J1. The configurationC(ρc1,Ω1) is stable if

(∂M/∂ρc)ρc=ρc1 > 0 , (6.103)

where the derivative is calculated along the chosen{C(ρc, J1)} family. A line
determined by(∂M/∂ρc)J = 0 (e.g., the line segmentS2K3 in Fig. 6.18) sepa-
rates configurations stable and unstable with respect to small axially symmetric

10General stability criteria for rigidly rotating relativistic stars are given by Friedmanet al. (1988)
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perturbations. In the static limit,J1 = 0, this condition coincides with the
condition of stability for non-rotating stars,dM/dρc > 0 (see§6.5.1). Both
conditions are necessary but may be not sufficient.

The low-density boundary is determined by the stability with respect to
the mass-shedding from the equator. A necessary condition for the existence
of a stationary rotating configuration requires the equatorial velocity of stellar
matterU(r = req, θ = π/2)be smaller than theKeplerian velocityUK(req)of a
test particle moving on a circular orbit of radiusreq in the equatorial plane. The
Keplerian velocity corresponds to theKeplerian angular frequencyΩK, called
also themass-sheddingangular frequency. A line on whichU(r = req, θ =
π/2) = UK(req) determines the mass-shedding boundary (the curveK in Fig.
6.18). There are no stationary rotating configurations to the right of this line in
theM −Req plane.

At a given baryon mass, rotation increasesReq. For illustration, we display
anM − Req curve for the shortest observed pulsar periodP obs

min = 1.56 ms.
The effect of such a rotation on the maximum-mass configuration is very
small. ForM ≃ Mmax the period of 1.56 ms corresponds to theslow ro-
tation regime. Therefore,M1.56ms

max −M stat
max is quadratic in the small parameter

Ω = Ω/
√
GM/R3 (see§6.10). For example, in the case of the SLy EOS (Fig.

6.18), we obtainΩ
2
= (Ω

obs
max)

2 ≃ 0.06. The maximum mass increase con-

nected with rotation atP = 1.56 ms is0.2 (Ω
obs
max)

2 ≃ 2%, which agrees very
well with the exact numerical result (Douchin & Haensel, 2001). The effect
will be smaller for a softer EOS (e.g., the FPS or BGN1H1 EOS) and larger
for a stiffer EOS (e.g., the APR EOS). In contrast, the highest possible rotation
frequency increasesMmax by∼20% (§6.12.4).

At a given baryon massMb < M stat
b,max, rotation is limited by the mass-

shedding limit (the lineK in Fig. 6.18). The pointK2 corresponds to a Keplerian
configuration withMb = M stat

b,max. It can be reached by spinning-up the ini-
tial static maximum-mass configuration (S2) to the Keplerian frequency. The
inverse transitionK2 → S2 can be realized via angular momentum loss. The
same is true for any pair of configurationsK andS with the same baryon mass
Mb < M stat

b,max. Solitary pulsars move along a part of such a track, as they
spin-down during their lifetime. The track of the star withM stat = 1.4M⊙ is
denoted byS1.4K1.4.

On the contrary, rotating stationary configurations withMb > Mb,max

cannot transform into the static ones via angular momentum loss. Such rotat-
ing configurations are calledsupermassive. They are doomed to collapse into
black holes, just because the static configurations withMb > M stat

b,max do not
exist. Consider a supermassive configurationC(Mb, J), spinning down via an-
gular momentum loss, so thatJ̇ < 0. There exists some value ofJ = Jmin(Mb)
that defines the last stable configuration,C(Mb, Jmin) (while for lowerJ con-
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figurations collapse into black holes). In the limit ofJmin → 0, the spin-down
track reduces to one point, which is the static maximum-massconfigurationS2.
Rotating supermassive configurations fill the regionS2K2K3 in theM − Req

plane. The line segmentS2K3 corresponds to the supermassive configura-
tions with the smallest allowedJ at a givenMb. This line separates rotating
configurations stable with respect to the axisymmetric perturbations from the
unstable ones (which cannot exist in a stationary state). The configurationK3

has the maximum massM rot
max (among all stable spinning configurations). At

K3, the line of Keplerian configurations, corresponding to themass-shedding
limit, joins the instability line. This configuration has also the maximum baryon
mass,M rot

b,max.
It should be mentioned, thatK3 slightly differs from the configuration with

the maximum possible angular frequencyΩmax, which we call themaximally
rotatingconfiguration (Cooket al., 1994). However, the mass of the maximally
rotating configuration is only∼ 0.1% lower thanM rot

max, while the value ofΩ at
K4 is by∼ 1% smaller thanΩmax (Cooket al., 1994). Therefore, the difference
between these configurations is really small; it is actuallyof the same order
of magnitude as an error (uncertainty) stemming from the ambiguity of the
interpolation of the EOS between mesh points.

At a givenMb the centrifugal forces increasereq and decreaserpol. The
effect is more pronounced for stiffer EOS and decreases withgrowingMb. The
flattening of a spinning star can be described by the ratiorpol/req. In what
follows, we will denote the circumferential radius of a non-rotating star byR0.
In the slow-rotation regime we getreq − R0 ∝ Ω

2
andR0 − rpol ∝ Ω

2
. The

behavior ofrpol/req, req, andrpol as a function of the (cyclic) spin frequency
f = Ω/2π for several baryon masses is displayed in Fig. 6.19. One can see a
rapid increase of the flattening asf approaches the Keplerian limitfK.11 The
centrifugal force produces the strongest deformation in the equatorial layer of
the outer crust. This is clearly seen in Fig. 6.20.

Another effect of the centrifugal force is that, at a givenMb, the central
density decreases with increasingf . This effect is illustrated in Fig. 6.21. For
a slow rotation, the effect is small and quadratic inf . It becomes stronger for
stiffer EOS and weaker with increasingMb. Notice, that the increase of the
central density due to the decrease off , say, fromf1 to f2 can be calculated
from

ρc(f2) = ρc(f1) +

∫ f1

f2

|dρc/df |df . (6.104)

11Notice that for a neutron star withMstat = 1.4M⊙, the BGN1H1 EOS is stiffer than the SLy one, see
Figs. 6.3 and 6.5.
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Figure 6.19. Effect of rotation on the neutron star shape;R0 is the circumferential radius of a
non-rotating star.Top: rpol/req versus spin frequency for two baryon masses, equal to those
for the static models withM = 1.4 and 1.8M⊙. Calculations are performed for the SLy and
BGN1H1 EOSs. For the latter EOS, only lower-mass family is shown, becauseM stat

max < 1.8M⊙

for this EOS.Bottom: Increase ofreq and decrease ofrpol due to stellar rotation.

An important parameter of the theoryof rotating Newtonian stars is the ratio
of the rotational (kinetic) energy to the gravitational energy, β ≡ Erot/|Egrav|.
A similar quantity can be defined for rotating relativistic stars, albeit not without
ambiguity.

The kinetic spin energy is defined, by analogy with the Newtonian case,
as

Ekin =
1

2
JΩ . (6.105)
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Figure 6.20. Cross section in the plane passing through the rotational axis of a neutron star with
the SLy EOS spinning atf=1200 Hz. The baryon mass isMb = 2.035M⊙, the gravitational
massM = 1.82 M⊙, the central baryon densitync = 0.565 fm−3. The coordinatesx andz
are defined asx = r sin θ cos φ andz = r cos θ, wherer, θ, andφ as the same as in Eq. (6.95).
The contours are the lines of constant density. The inner contour is the crust-core interface; the
outer one is the stellar surface, and the intermediate contour corresponds to the neutron drip.

The definition ofEgrav for non-rotating stars was given in§6.3. We generalize
it here for rotating stars,

Egrav =Mc2 −MPc
2 −Ekin , (6.106)

whereMP is the proper mass, defined as in the static case (§6.3) as an integral
of the proper internal energy density over the stellar volume.

Critical values ofβ, above which a rotating star becomes unstable with
respect to triaxial deformations, will be discussed in§6.12.10. For a fixed
baryon mass,β increases with increasingf . This dependence is shown in Fig.
6.21 for two values ofMb. At a givenf , the value ofβ strongly depends on
the baryon mass and on the stiffness of the EOS. However, the maximum value
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Figure 6.21. Top: Fractional decrease of the central density by rotation forneutron stars of two
baryon masses with the SLy and BGN1H1 EOSs (the same as in Fig.6.19). Bottom: Ratio of
rotational to gravitational energy at fixed baryon masses versus spin frequency.

β = βmax ≃ 0.11 − 0.12 for a givenMb, reached atf = fK, depends rather
weakly on the EOS and increases weakly with growingMb.

6.12.3 Spinning low-mass neutron stars
The shortest observed pulsar spin periodP obs

min = 1.396 ms corresponds
to the spin frequencyfobsmax = 716 Hz. For neutron stars withM & 1.3 M⊙
the rotation at such frequency has a small effect on neutron star structure and
can be described using theslow rotation approximation(§6.10). The leading
effects of rotation on the neutron star structure are then quadratic inf ; they are
small as long as the gravitational pull∼ GM/R2, acting on a unit mass element
at the equator, is much larger than the centrifugal force∼ 4π2Rf2. However,
these effects get larger with increasing equatorial radiusand decreasing mass;
they become decisive forf2 ∼ GM/(4π2R3).

Spinning low-mass neutron stars were studied by Haenselet al. (2002b),
who performed exact two-dimensional calculations of stellar models for the
(unified) SLy and FPS EOSs. The rotational effects are stronger for the stiffer
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Figure 6.22. Gravitational massM versus equatorial radius for low-mass non-rotating (solid
lines) and rotating (dashed lines) neutron stars with the SLy EOS. The upper dashed line is for
the second shortest observed pulsar spin period 1.56 ms, while the lower dashed line is for the
spin period 10 ms. The curves for rotating stars terminate atthe Keplerian (mass shedding)
configurations denoted by open circles. Based on Haenselet al. (2002b).

SLy EOS, which is most natural. Till January 2006, the shortest measured pulsar
period was 1.56 ms. Therefore, Haenselet al. (2002b) usedfobsmax = 641 Hz.
At f =641 Hz andM . 0.8M⊙, the effects of rotation would become huge.
The lowest-mass configuration corresponds to the mass-shedding limit. One
getsMSLy

min (641 Hz) = 0.61M⊙. For the softer FPS EOS, the effect is weaker
(MFPS

min (641 Hz) = 0.54 M⊙), because such low-mass neutron stars are more
compact. Even rotation atf = 100 Hz affects noticeably low-mass stars. The
minimum massMSLy

min (100 Hz) = 0.13M⊙ reached at the mass-shedding limit
is by nearly 40% larger than that for non-rotating neutron stars.

For the SLy minimum-mass configuration rotating atf = 641 Hz, the
equatorial and polar radial coordinates of the stellar corearereq=11 km and
rpol=9 km, respectively. However, the crust is much stronger deformed than
the core. The equatorial crust thickness is∼ 6 km, four times larger than the
polar one, leading to a significant flattening,rpole/req ≈ 0.6. The mass is still
concentrated in the core which it contains 93% of the total mass.

The minimum-mass configuration, calculated for the SLy EOS at f =
100 Hz, has a nearly spherical core containing half of the total mass. The
equatorial radius of the core is only≈ 6 km, to be compared with the 28 km
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equatorial thickness of the crust. The flattening of the minimum-mass config-
uration is large,rpole/req ≃ 0.7.

Let us point out the basic difference between low-mass rotating and non-
rotating configurations. Letρc,Mmin

denote the central density of the minimum-
mass configuration. In the non-rotating case, the equilibrium configurations
with ρc < ρc,Mmin

are secularly unstable with respect to small perturbations,
whereas stationary rotating configurations withρc < ρc,Mmin

just do not exist.

6.12.4 Maximum mass and minimum rotation period
Rotation increasesMmax because the centrifugal forces oppose the gravity.

ForΩ ≪ ΩK, this increase is small and quadratic inΩ/ΩK. More generally,
Mmax(Ω)−M stat

max is an even function ofΩ, because it does not depend on the
orientation of the spin axis (neglecting the effects of strong magnetic fields).

Let us mention two important extreme configurations, with the maximum
massM rot

max and with the minimum periodPmin, which do not coincide but are
very close to each other (see above). Depending on the EOS, the maximally
rotating configurationwith the rotation periodPmin can have the central density
higher or lower than the maximum-mass configuration, but thedifference is a
few per cent at most (Cooket al., 1994). As a rule, the mass of the maximally
rotating configuration is lower thanM rot

max by much less than one per cent (Cook
et al., 1994).

It is useful to note that for realistic baryonic and subluminal EOSsM rot
max

is (to a very good approximation, typically within 3%) proportional to the
maximum mass of non-rotating configurations (Lasotaet al., 1996),

M rot
max ≃ 1.18M stat

max . (6.107)

However, the above formula is invalid for the EOSs of a self-bound matter, of the
generic formP = a(ρ−ρs) (in particular, for strange quark stars which will be
considered in§8.21). Let us remind that, in contrast to “ordinary neutron stars”,
such exotic stars are bound not only by gravity but also by strong interactions.

6.12.5 Rapid differential rotation and maximum mass
Up tonow we have restrictedourselves tostationary rigidlyrotatingneutron

stars. Rigid rotation was limited by the mass-shedding limit at the equator. As
soon as we allow for a differential rotation, in whichΩ within the star depends
on ̟ ≡

√
x2 + y2 = r sin θ, we may contemplate a rotating configuration

with suchΩ(̟), thatΩax = Ω(0) (i.e., on the spin axis) is significantly larger
thanΩK and simultaneouslyΩ(req) < ΩK. This dynamically stable hydrostatic
equilibrium will be always secularly unstable, because viscous forces will tend
to redistribute the angular momentum leading eventually tothe uniformΩ.
During the redistribution the star may be driven into a critical configuration
beyond which the pressure, centrifugal, and gravitationalforces can no longer
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be balanced. For instance, the star may start to eject some matter or collapse
into a black hole.

As we have seen in§6.12.4, rigid rotation can increaseMmax fromM stat
max

toM rot(R)
max (“R” for “rigid”), by about 20%. Clearly, a differential rotation with

Ωax significantly larger thanΩeq can lead to a much larger increase ofMmax.
Calculations performed for realistic modern EOSs of dense matter show that the
maximum baryon mass of dynamically stable configurations,M

rot(D)
b,max (“D” for

“differential”), can be∼ 50% larger thanM stat
b,max (see Morrisonet al., 2004a,

and references therein).
Introducing three critical masses, we obtain several typesof dynami-

cally stable neutron stars. Non-rotating hydrostatic configurations exist for
baryon masses up toM stat

b,max. Rigid rotation pushes the maximum baryon

mass up toM rot(R)
b,max . Rigidly rotating neutron stars with baryon masses be-

low M stat
b,max are callednormal; by loosing angular momentum they can finally

reach a non-rotating state. Rigidly rotating configurations with baryon masses
M stat

b,max < Mb < M
rot(R)
b,max are calledsupermassive; they exist only as rotating

stars and will collapse into black holes during angular momentum loss. Finally,
configurations withM rot(R)

b,max < Mb < M
rot(D)
b,max can exist only in a state of rapid

differential rotation; they are calledhypermassive. The viscous redistribution
of angular momentum will erase the difference betweenΩax andΩeq and lead
eventually to the dynamical instability and collapse into ablack hole.

Let us stress that the valueM rot(D)
b,max is sensitive to the dependence ofΩ on

̟. The valuesM rot(D)
b,max ≃ 1.5 M stat

b,max, reported for some realistic EOSs by
Morrisonet al. (2004a), were actually obtained within some class of functions
Ω(̟) and for some moderate values ofΩax/Ωeq. They cannot be regarded as
absolute upper bounds for differentially rotating neutronstars.

A gravitational collapse of a massive stellar core during a type II super-
nova explosion or a coalescence of two neutron stars in a binary system can
produce a differentially rotating neutron star with the baryon mass exceeding
M

rot(R)
b,max . However, the lifetime of such a hypermassive configurationis short,

determined by the angular momentum transport timescale. This timescale can
be less than a second (Duezet al., 2006). A hypermassive neutron star ends
its short life by collapsing into a black hole. Supermassiveneutron stars, with
M stat

b,max < Mb < M
rot(R)
b,max , formed in type II supernova events, or in coales-

cence of two neutron stars, or by accretion spin-up in close binaries, can live for
a very long time (billions of years in the case of accretion spin-up). However,
they will also collapse into black holes after spinning downto some critical
rotation frequency. Precise values of three critical massesM stat

b,max, M rot(R)
b,max ,

andM rot(D)
b,max depend on the poorly known EOS of stellar matter at densities
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exceeding1015 g cm−3. However, we have rather robust theoretical prediction
thatM rot(R)

b,max ≃ 1.2M stat
b,max andM rot(D)

b,max & 1.5 M stat
b,max.

6.12.6 Approximate formulae forPmin

A precise two-dimensional calculation of the structure of rotating stars is
much more difficult than for non-rotating stars. Therefore,it is very fortunate
that the value ofPmin can be expressed, with a surprisingly good precision,
in terms of the mass and radius of thenon-rotating configuration with the
maximum mass (Haensel & Zdunik 1989; correlations between these three
quantities were also pointed out by Friedmanet al. 1989 and Shapiroet al.
1989). The updated formula, based on numerical results obtained for a broad
set of thesubluminal(vsound < c) EOSs, reads (Haenselet al., 1995)

Pmin ≃ 0.82

(
M⊙
M stat

max

) 1
2

(
Rstat
Mmax

10 km

) 3
2

ms. (6.108)

The precision of this formula (for subluminal EOSs) is within 5%. It is valid
not only for baryonic EOSs, but also for strange quark stars and other exotic
stars (§8.21). It is, therefore, more universal than Eq. (6.107).

One can propose a more precise formula which takes into account an
additional linear correlation between the ratio(M stat

max)
1/2/Pmin(R

stat
Mmax

)3/2 and
the compactness parameter of the static maximum-mass configuration,xmax

GR ≡
2GM stat

max/R
stat
Mmax

c2 (Lasotaet al., 1996),

Pmin ≃
0.187

(xmax
GR )3/2

(
1 + 0.808xmax

GR

) M
stat
max

M⊙
ms . (6.109)

This formula will be useful for deriving an absolute lower bound on the shortest
periodPmin of rigid rotation from the upper bound on the surface redshift of
non-rotating neutron stars (§6.12.9).

6.12.7 The causal upper bound on the mass of spinning
neutron stars

In §6.5.7 we derived the absolute upper bound on the static neutron star
mass based on the knowledge of the EOS atρ < ρu ∼ 2ρ0 under the constraint
of vsound ≤ c. LetMCL,stat

max be the upper bound for non-rotating neutron stars.
Rotation will increase it,MCL

max(Ω) > MCL,stat
max . The upper boundMCL,rot

max

for rotating stars has been obtained for the same causal-limit EOS as for the
non-rotating models; it is reached atΩ very close toΩmax. Its precise value is
(Korandaet al., 1997)

vsound ≤ c : MCL,rot
max = 3.89M⊙

(
5× 1014 g cm−3/ρu

) 1
2 . (6.110)



346 NEUTRON STARS

For a givenρu it is ∼30% larger thanMCL,stat
max .

6.12.8 The lower bound on rotation period
The minimum rotation period is realized for an EOS which leads to most

compact and dense stars, especially stable with respect to the mass shedding
from the equator. We know from§6.6.4 that the most compact non-rotating
stars are obtained for the pure causality limit EOSP = c2(ρ−ρs). The same is
true for rigidly rotating configurations (Korandaet al.1997). For such an EOS,
both the minimum rotation period and the maximum mass configurations exhibit
exactscaling with respect to variation ofρs: PCL

min ∝ ρ
−1/2
s ,MCL,stat

max ∝ ρ−1/2
s

(see Appendix E). In other words, for this EOS one hasPCL
min ∝ MCL,stat

max .
Precise numerical calculations of Korandaet al. (1997) yield

PCL
min = 0.196 (MCL,stat

max /M⊙) ms. (6.111)

Pulsars with precisely measured masses rotate atΩ ≪ ΩK (see§ 9.1). There-
fore, the effects of rotation on their structure can be neglected and their EOS
has to fulfill the inequalityMobs

max < M stat
max(EOS). Equation (6.111) implies

then

vs ≤ c =⇒ P > PCL
min = 0.196 (Mobs

max/M⊙) ms . (6.112)

At the time of this writing, the most massive neutron star with the accurately
measured mass is the Hulse-Taylor pulsar,Mobs

max = 1.442 M⊙, leading to
P > 0.283 ms. A future precise measurements of masses of heavier pulsars
with Ω≪ ΩK will increase thisabsolute lower limitonP . For example, if the
mass of PSR J0751+1807 in binary with a white dwarf were confirmed to be
≃ 2M⊙ (see§ 9.1.3) then we would haveP > 0.39 ms!

One can slightly increase the value of the lower limit onP assuming (as
in the maximum mass problem), that we know the EOS atρ < ρu, and that at
ρ > ρu (nb > nu) the EOS hasvsound = c. For example, using the FPS EOS
atnb < 0.1 fm−3, Korandaet al. (1997) obtain

P > 0.2045 (Mobs
max/M⊙) ms , (6.113)

which givesP > 0.295 ms forMobs
max = 1.442M⊙.

6.12.9 From the upper bound onzsurf to the lower bound on
the rigid-rotation period

Following Haenselet al.(1999), let us remark that the improved empirical
formula (6.109) forPmin gives

Pmin ≃ f(xmax
GR )M stat

max/M⊙ , f(x) = 0.187 x−3/2 (1 + 0.808x)−1 .
(6.114)
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The function f(xmax
GR ) decreases monotonically with increasingxmax

GR and
reaches its minimum value at the upper bound ofxmax

GR . General Relativity
and the conditionvsound ≤ c yield the upper boundzsurf < zCL

surf = 0.8504
(§6.6.4), which results in the upper boundxmax < xCL

max = 0.7081. There-
fore, we obtainfmin = f(xCL

max) = 0.200. On the other hand, we have an
observational constraintM stat

max > Mobs
max. This gives

zsurf < zCL
surf = 0.8504 =⇒ PCL

min ≃ 0.200 (Mobs
max/M⊙) ms, (6.115)

andP > 0.288 ms forMobs
max = 1.442M⊙. This approximate lower bound on

P is only 2% higher than the result of extensive and precise two-dimensional
calculations of Korandaet al. (1997), mentioned in the preceding section.

6.12.10 Rapid rotation and gravitational-radiation
instabilities

A rotating neutron star is susceptible to various secular non-axially sym-
metric instabilities, which are growing on timescales muchlonger than the
dynamical timescaleτdyn ∼ 1 ms. These instabilities break the axial sym-
metry of the star and induce angular momentum loss owing to the emission
of gravitational radiation. Therefore, if the critical angular frequency above
which an instability sets in isΩcrit < ΩK, then stable rotation is limited by
Ωcrit (rather than byΩK).

Within the Newtonian gravitation, at sufficiently high ratio of the kinetic-
to-gravitational energyβ ≡ Erot/|Egrav| > β

(dyn)
crit a rotating star becomes

dynamically unstable with respect to the triaxial deformation (“bar instability”).
For an incompressible fluid,β(dyn)crit = 0.27 (see, e.g., Shapiro & Teukolsky 1983
and references therein). The same is expected to occur in General Relativity,
although the definitions ofErot andEgrav become ambiguous. In what follows

we use the widely accepted definition given in§6.12.2. The value ofβ(dyn)crit for
relativistic stars turns out to be higher than in the Newtonian case (see Gondek-
Rosińska & Gourgoulhon 2002 and references therein). A rotating star which
is dynamically unstable with respect to the bar instabilitywould lose angular
momentum via gravitational radiation, so that a stable rotation withβ > β

(dyn)
crit

would be impossible. However, as we have seen in the preceding section, for
realistic EOSs one getsβ ≃ 0.1 even atΩ = ΩK. Therefore, rigidly rotating
neutron stars are expected to be always stable with respect to the dynamical
bar-instability.

The earliest known secular non-axially symmetric instability is that driven
by viscosity (Roberts & Stewartson 1963 and references therein). It is con-
nected with the transition to a lower-energy triaxial stateowing to the viscous
angular momentum redistribution. Thisviscosity driveninstability proceeds on
a viscous timescale and is absent in a rotating perfect-fluidstar. The crucial pa-
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rameter is againβ ≡ Erot/|Egrav|. For incompressible-fluid Newtonian stars

β
(vis)
crit = 0.14 (Shapiro & Teukolsky 1983 and references therein). For realistic

Newtonian starsβ(vis)crit is slightly lower (Bonazzolaet al., 1996). Relativistic

effects significantly increaseβ(vis)crit (Bonazzolaet al., 1998a; Gondek-Rosińska
& Gourgoulhon, 2002).

A very different type of instabilities was discovered by Chandrasekhar
(1970) for spinning stars built of the perfect incompressible fluid stars. It is
driven by the back-reaction of the gravitational radiation. These modes grow
on a timescaleτGRR resulting from the coupling of the gravitational radiationto
the stellar matter (gravitational radiation reaction). Ifa non-axially symmetric
perturbation propagates in the direction opposite to the stellar rotation in the star
reference frame and is observed at infinity as corotating with the star (which
happens at a sufficiently rapid rotation), then such a perturbation will grow
owing to the gravitational radiation. A simple argument, valid for a small
perturbation (linear regime), is that the star looses its angular momentum by
increasing the counter-rotating flow; the perturbation amplitude will then grow
with time. As shown by Friedman & Schutz (1978), such an instability is
generic and present in all rotating perfect-fluid stars. Fora perturbation with
a given angular frequencyω and azimuthal dependenceeimφ (m > 0), the
instability appears whenΩ > Ωcrit = ω/m. However, in real neutron stars the
Chandrasekhar-Friedman-Schutz (CFS) instability is damped by the viscosity
provided τGRR > τvis, whereτvis is determined by all viscous dissipative
mechanisms,

1

τvis
=

1

τη
+

1

τζ
+ . . . ; (6.116)

all timescales have to be calculated using eigenfunctions of a given CFS-mode.
Here, we have included explicitly the damping resulting from the shear (τη) and
bulk (τζ) viscosities of stellar matter. Notice that the value ofτη is quadratic in
the velocity gradients and decreases rapidly with growingm. On the contrary,
the perfect-fluid thresholdΩcrit ∝ 1/m decreases for largerm, simplifying the
instability development in a star built of a perfect fluid. Numerical calculations
show a compromise between these two tendencies in a viscous star; the most
unstable CFS modes are those withm = 4−5. In general, the viscous damping
of the CFS instabilities studied before 1998 was found to be very strong. This
damping led to a small (a few per cent) decrease of the maximumspin frequency
below the Keplerian value.

In 1998, N. Andersson showed that a special class of the CFS instabilities
(connected with the so called Rossby (r) modes) leads to an exceptionally strong
effect on rotating neutron stars. Ther-mode instability was predicted to grow
on timescalesτr orders of magnitude shorter than other CFS instabilities (as
reviewed by Andersson & Kokkotas 2001). In perfect-fluid stars, r-modes are
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unstable at anyΩ > 0, in contrast to the previously discussed CFS modes,
which are unstable atΩ > Ωcrit = ω/m. Therefore, the growth rate1/τr can
be large even atΩ significantly smaller thanΩK . In the presence of the viscosity,
the conditionτr < τvis shifts the threshold value ofΩ from zero to some finite
valueΩcrit. An r-mode is completely damped by viscosity ifΩcrit > ΩK.
If an unstabler-mode could grow to a large amplitude, then rotating neutron
stars would be promising sources of gravitational radiation. However, although
r-modes do not produce large density variations, they would be damped by the
bulk viscosity if hyperons are present in the neutron star cores (Jones, 2001a,b;
Haenselet al., 2002b; Lindblom & Owen, 2002). A possible existence and a
size of the window in theρc − T plane in which a necessary condition for the
r-mode instability could be satisfied is a subject of vigorousdebates.





Chapter 7

NEUTRON STARS WITH EXOTIC CORES

7.1. Introduction

It has been recognized since the 1960s that with increasing densityρ above
the standard nuclear-matter densityρ0 the matter can undergophase transitions
to states qualitatively different from the state atρ ∼ ρ0. These high-density
phases areexoticby the standards of terrestrial nuclear physics. Their possible
existence above some threshold densities results from assumed specific features
of strong (hadronic) interactions (pion condensation, kaon condensation) and
the quark structure of baryons (quark deconfinement).

This chapter starts with an overview of exotic phases of dense matter,§7.2.
Pion condensation and kaon condensation, and their impact on the EOS, are
studied in§§7.3 and 7.4. The quark matter EOS is described in§7.5. Properties
of possible mixed-phase states are studied in§ 7.6. Models of solid neutron
star cores are reviewed in§7.7. The formation of exotic phases in neutron star
cores is studied in§7.8. Finally, in§7.9 we describe the consequences of phase
transitions in neutron star cores for stellar structure anddynamics.

7.2. Exotic phases – an overview

We will briefly describe the development of the theories of pion conden-
sation, kaon condensation, and quark deconfinement in densematter. At the
first step we will consider one-phase (pure) states of dense matter, but we will
also outline possible mixed phases advanced in the beginning of the 1990s.
In addition, we will discuss a possible crystalline phase ofdense matter. The
most exotic self-bound states will be mentioned only briefly; their more detailed
description will be given in Chapter 8.
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7.2.1 Meson condensates
Pions are the lightest mesons. Therefore, negative pions which could re-

place electrons are natural candidates for a condensation.Bahcall & Wolf
(1965a) treated the pions as free particles and showed thatπ− could be present
at ρ & ρ0. However, pions strongly interact with baryons, and the inclusion
of the s-waveπN repulsion prevents the condensation of free pions. The idea
of pion condensation as the condensation of pion-like medium excitations ow-
ing to the strongπN attraction in the p-wave was advanced by Migdal (1971,
1972), Sawyer (1972b), and Scalapino (1972). These authorsdemonstrated that
such excitations condense in a finite-momentum state, and the phase transition
is accompanied by the loss of translational invariance. Further investigations
have shown the possibility of various phases of pion condensate and the impor-
tance of nucleon correlations for the existence of the condensation itself. Pion
condensation softens the equation of state (EOS); short-range correlations in
dense matter make pion condensation in neutron star cores less likely than it
was thought in the 1970s (§7.3).

Kaons are the lightest strange mesons. Because of their large mass, their
possible condensation was not obvious and was pointed out rather late (Kaplan
& Nelson, 1986). Using a simplified dense-matter model, Kaplan and Nel-
son showed that negative kaons (again, kaon-like excitations rather than real
particles) could condense into a zero-momentum state atρ & 3ρ0. K− conden-
sation is energetically preferable provided the s-wave kaon-nucleon attraction
in dense medium is sufficiently strong. Kaon condensation strongly softens the
EOS. Calculations based on various many-body theories indicate the possibil-
ity of different condensates (K−, K

0
, in a state of zero or finite momentum).

However, these results do not seem very conclusive (see§7.4).

7.2.2 Deconfinement of quarks
Quarks are the basic constituents of hadrons. Therefore, a fundamental

description of dense matter should involve quark degrees offreedom. This
picture implies that at sufficiently high densities baryonsdissolve into quark
matter. Ivanenko & Kurdgelaidze (1965, 1969) were the first who suggested
that neutron stars could contain quark cores. Itoh (1970) constructed models
of superdense low-mass stars built of a free degenerate gas of massive quarks.
Perturbative calculations of the EOS of quark matter started in the 1970s after
the formulation of quantum chromodynamics (QCD), but theirregion of valid-
ity was restricted to very high densities (Collins & Perry, 1975). The MIT Bag
Model (Chodoset al., 1974) represented non-perturbative effects of confine-
ment via the bag constant. In the 1970–1980s the Bag Model waswidely used
for calculating the EOS of quark matter. Neutron-star densities are, unfortu-
nately, too low for the validity of perturbative QCD calculations. Therefore, the



Neutron stars with exotic cores 353

question whether the quark matter exists in neutron stars cannot be answered
on purely theoretical grounds (§7.5).

7.2.3 Mixed-phase state

Phase transitions can be of first or second order (with or without density
jump). Before 1991 phase transitions of first order were considered in a sim-
ple way; only pure, homogeneous, electrically neutral states of phases were
allowed. As the stellar equilibrium requires a non-vanishing pressure gradient,
the two phases (lower-pressure and higher-pressure ones) were thought to oc-
cupy separate regions of the core, with a density jump at the phase interface.
However, as was demonstrated by Glendenning (1991, 1992), this picture was a
consequence of a tacit assumption that the matter is locallyelectrically neutral.
Imposing the condition of zero average electric charge may open the possibility
of the coexistence of two phases (of opposite electric charge) in some pressure
interval. The structure of the mixed phase results from the interplay of the sur-
face tension at the phase interface, the bulk nuclear energy, the kinetic energy
of matter constituents, and the Coulomb energy (§7.6).

7.2.4 Crystallization

The s-wave (strong) NN interaction is the sum of the short-range repulsion
and long-range attraction. It is therefore similar to the atom-atom interaction in
noble gases which solidify at sufficiently high densities. Early studies indicated
crystallization of high-density neutron matter (e.g., Cazzolaet al., 1966; Canuto
& Chitre, 1974). However, more precise calculations demonstrated that the
solidification due to the short-range neutron-neutron repulsion does not occur
(see, e.g., Takemori & Guyer, 1975).

According to several authors, neutron matter at high densities could be-
come a layered liquid crystal. This one-dimensional solidification could be
favored by the in-medium enhancement of the tensor interaction via excitation
of∆-resonances in intermediate nucleon states (Pandharipande & Smith, 1975).
A one-dimensional localization combined with the spin-isospin ordering was
also obtained in pion-condensate models (see Takatsuka & Tamagaki 1988a,b,
and references therein). Some authors pointed out a possible localization of
baryons in self-consistent potential wells created by other baryons. Localized
baryons (protons or charged hyperons) could then form crystalline structures
(Kutschera & Wójcik, 1995; Perez Garciaet al., 2002). Finally, let us remind
that each of two phases in a mixed-phase state is electrically charged (§7.6).
The Coulomb interaction can then produce crystalline structures in the mixed-
phase layer (Glendenning & Pei, 1995). Any crystalline structure in a neutron
star core may induce shear strain (§7.7).
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7.2.5 Exotic self-bound states of superdense matter
Large uncertainties in EOS calculations allowed Witten (1984) to propose

an extreme hypothesis that the bulk quark matter in beta equilibrium might be
the true ground state of the matter at zero pressure (§8.3). Earlier suggestions on
the existence of superdense strange nuclei were advanced byBodmer (1971). If
thisstrange matterhypothesis is true, thenstrange starscould exists which are
built exclusively of quark matter. The EOS of strange matterand the structure
of strange stars are studied in detail in Chapter 8 together with other, “even
stranger” hypothetical self-bound states of dense matter such as an abnormal
state (Lee & Wick, 1974) and a more recent Q-matter (Bahcallet al., 1990).

7.3. Pion condensation
Pions are ubiquitous in dense nucleon matter. An exchange ofvirtual

pions generates the long-range component of the NN interaction (§5.6). The
energyωπ and momentumk of virtual pions do not satisfy the standard formula
ω2
π = m2

πc
4 + k2c2. The virtual nature of such pions is also reflected in their

lifetime ∼ ~/mπc
2 ≈ 5 × 10−24 s; they can travel over characteristic length-

scales∼ ~/mπc ≈ 1.4 fm. Virtual pions generate the NN interaction but
do not appear as constituents of standard nuclear structures (in particular, of
nuclear matter).

Because of the strong pion-nucleon attraction in the p-wave, the ground
state of dense nuclear matter could contain a Bose-Einstein“condensate of
pions”. This possibility was pointed out independently andusing different
arguments by Migdal (1971, 1972), Sawyer (1972b), and Scalapino (1972). The
authors considered symmetric nuclear matter where the interaction of pions with
nuclear medium is charge-independent (neglecting small effects associated with
the difference of massesmπ± andmπ0). However, in a strongly asymmetric
nuclear matter of neutron star cores the pion interaction with nucleon medium
essentially depends on the pion charge. Let us focus on a pioncondensation
in thenpeµ matter; the effects of hyperons will be outlined in the end ofthis
section.

There are two approaches to study the onset of pion condensation. The
first one, developed by Migdal and his collaborators, is based on the Landau-
Migdal theory of Fermi liquids. This theory and its applications for nuclear
matter and neutron-star matter were reviewed by Migdalet al.(1990). The sec-
ond approach is based on models of effective Lagrangians representing strong
interactions. It was introduced by Sawyer (1972b) and Scalapino (1972). It
has been significantly elaborated later, as reviewed by Brown & Weise (1976),
Baym (1979), and Takatsukaet al. (1993). In what follows, we discuss the
possibility of pion condensation in the framework of the Fermi-liquid theory
(Migdal et al., 1990).
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Figure 7.1. Schematic spectrum of lowest energy charged-pion excitations in thenpeµ matter
at densities lower than theπ− condensation threshold. Elementary excitation energyω is plotted
versusk2, square of excitation wavenumber.Left: Density is lower than theπ+

s condensation
threshold.Right: Density is higher than theπ+

s condensation threshold, and atk ∼ k0 matter
becomes unstable with respect to the formation of zero-sound-like π+

s excitations (see text for
details). After Migdalet al. (1990).

Let us first reconsider the stability of a spatially uniform state of thenpeµ
matter in beta equilibrium. As shown in§3.5, such a state isunstablewith
respect to the formation of periodic “nuclear structures” (density waves) at
ρ . 0.5ρ0. This instability signals a phase transition to a spatially-ordered
non-uniform state which is the neutron star crust. Now consider the stability of
the uniformnpeµmatter atρ & ρ0. This can be done by studyingexcitationsof
thenpeµmatter associated with perturbations of the ground state ofthe system.
In the context of pion condensation, there are two types of relevant excitations.
Both are boson-type excitations which differ in their low-momentum disper-
sion relations. Excitation quanta have well defined spin andcharge quantum
numbersS and q. Pion condensation is related to excitations with the pion
quantum numbersS = 0 andq = ±1 or q = 0.

Excitations of the first type correspond to collective modes(analogous
to the well known zero-sound in liquid3He). They have an acoustic large-
wavelength dispersion relationωs ≃ csk at k → 0, wherecs is the zero-sound
speed. These three zero-sound-like excitations will be denoted asπ±,0s .

Excitations of the second type correspond to “real pions” and have a char-
acteristic “resonance” (“optical”) long-wavelength behavior. In the limit of a
“dilute medium” (ρ −→ 0) their energy spectrumωπ ≃

√
m2
πc

4 + k2c2 is
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similar to the energy spectrum of real pions in vacuum. Thesethree excitations
will be denoted asπ±,0.

Using the Fermi-liquid theory one can calculate the dispersion relations
ωπ(k) for all six excitation modes in thenpeµ matter, provided the gas of
excitations is diluted, so that the their number densitynπ ≪ nb. A schematic
representation of these dispersion relations is given in Figs. 7.1 and 7.2.

Let us start with excitations of zero-sound type. Thenpeµ matter turns
out to be most susceptible (“the softest”) toπ+s excitations. As seen from the
right panel of Fig. 7.1, for this mode the functionωπ+

s
(k) acquires aminimum,

ωmin
π+
s
< 0, at somek = k0(ρ). As soon as

ωmin
π+
s

+ µn < µp , (7.1)

theπ+s mode is spontaneously excited with some (or even all) protons converted
into neutrons. This instability with respect to

p −→ π+s + n , (7.2)

if it occurs at all, starts at a well defined critical densityρπ
+
s

c . In the particle-hole
language, the system becomes unstable with respect to the formation of pairs
of protons and neutron-holes (which are justπ+s excitations). Simultaneously,
thenpeµ matter looses translational invariance.

Let us turn toπ± excitations of whichπ− is relevant for us. For sufficiently
high densities the functionω = ωπ−(k) has a minimum at a finitek = kπ−

(Fig. 7.2). Ifωmin
π− < |ωmin

π+
s
|, then there exists such a value ofk at which pairs

of excitationsπ+s π
− with opposite momenta of|k| = k can be spontaneously

created,
ωπ+

s
(k) + ωπ−(−k) = 0 . (7.3)

In this way theπ+s instability initiatesπ− condensation.
As in a symmetric nuclear matter, the spontaneous creation of π0 quasi-

particles becomes possible when

ωmin
π0 ≤ 0 . (7.4)

This instability, if it happens at all, starts at a well defined densityρπ
0

c .
In thermodynamic equilibrium, elementary excitations (boson quasipar-

ticles) π+s , π−, andπ0 form Bose-Einstein condensates, and their chemical
potentials are equal to the energy of the occupied momentum state with mini-
mum quasiparticle energy (ωπ+

s
, ωπ− , andωπ0 = 0, respectively).

The mechanism of spontaneous transition to a pion-condensed state de-
serves a comment. As pointed out by Migdal many times, pion condensation
in a pure neutron matter does not imply an instability of the form

n −→ p+ π− . (7.5)
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Figure 7.2. Schematic spectrum of lowest energy charged-pion excitations in thenpeµ matter
above theπ− condensation threshold (left) and above the threshold for the formation ofπ0

s

excitations (right); see text for details. After Migdalet al. (1990).

Actually, according to numerous calculations, one hasωmin
π− > µn at any

density and the reaction is prohibited in pure neutron matter (see, e.g., Migdal
et al. 1990). Instead, the condensation consists (just as we have described) in
the excitation of the zero-sound typeπ+s mode followed by the formation of
π+s π

− pairs.
The Landau Fermi-liquid theory is valid only for a small-amplitude pion

condensate withnπ ≪ nb (π = π+s , π
−, andπ0), particularly, in the vicinity of

the threshold densitynπc (from now on we omit the index of an unstable pion-
like mode). On the normal-phase (nb < nπc ) and pion-condensed (nb > nπc
andnb − nπc ≪ nπc ) sides one has

normal phase : E = E(n) , (7.6)

pion-condensed : E = E(n) + (nb − nπc )2A , (7.7)

whereA ≤ 0 and the label (n) indicates the normal (non-condensed) phase of
thenpeµ matter. The quantitiesE(n) andA are functions ofnb continuous at
nb = nπc . Therefore, the pressure is continuous atnb = nπc but the sound speed
vs = (dP/dρ)1/2 drops with increasingnb. These features are characteristic
of second-order phase transition (see below).

As soon asnπ/nb ceases to be small, one needs to go beyond the standard
Fermi-liquid picture. In particular, one has to deal explicitly with condensate
fields ϕπ(r, t). In order to make the problem tractable, one introduces an
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effective Lagrangian for nucleons plus the condensate system, whereϕπ(r, t)
are replaced by their expectation values〈ϕπ(r, t)〉. In this approach, the low-
amplitude limit corresponds toE − E(n) ≃ a|〈ϕπ〉|2, wherea < 0. The
next term in the small pion-amplitude expansion isb|〈ϕπ〉|4, whereb > 0;
it is needed to stabilize the condensed state at a finite (but still small) pion-
condensate amplitude. The above picture is consistent withthe Landau theory of
phase transitions (Landau & Lifshitz, 1993), indicating that pion condensation
is second-order phase transition.1 The effective Lagrangian of the nucleon
system containing pion condensate is a functional of nucleon number densities
and〈ϕπ〉. Various models ofLeff(nn, np, 〈ϕπ〉) have been considered in the
literature. They involve different approximations of hadronic interactions and
different treatments of spatial inhomogeneities of condensed states (see, e.g.,
Migdal et al., 1990; Brown & Weise, 1976; Baym, 1979). Especially important
ingredients are the s-state pion-nucleon interaction, thenucleon excited state
in the form of∆ resonances, and the pion-pion interaction needed to stabilize
the system at a finite pion-condensate amplitude. The pion-condensed ground
state is usually determined in the variational approximation, using a plausible
ansatzfor a periodic spatial structure of the pion-condensate field.

The structure of a pion-condensed state is most important for calculating
the neutrino emissivity (§1.3.5; Maxwellet al. 1977; for review see Migdal
et al. 1990; Pethick 1992; Yakovlevet al. 2001). The pion-condensate field
couples to nucleons and mixes neutron and proton states. Therefore, neutrino
emission processes involve quasinucleonsñ and p̃ which fill their Fermi seas
and have comparable Fermi momentapFen ∼ pFep, in contrast topFn ≫ pFp
characteristic of normal nucleon matter. In view of this, thedirect Urcaprocess
in pion-condensed matter,

ñ −→ p̃+ e+ νe , p̃+ e −→ ñ+ νe , (7.8)

can be open even if it is blocked in normal phase of thenpeµmatter by momen-
tum conservation (see§5.12). As the direct Urca process with quasinucleons,
Eq. (7.8), involves only three degenerate fermions, the neutrino emissivity de-
pends on the temperature asQ(π)

ν ∝ T 6, to be contrasted withQν ∝ T 8 charac-
teristic of non-condensed matter (with the forbidden direct Urca process); see
§1.3.5. Calculations carried out in the 1980s give values ofQ

(π)
ν which are a

factor of(103−104)T−2
9 larger (withT9 ≡ T/109 K) thanQν in normal matter

with forbidden direct Urca processes (see, e.g., Tatsumi, 1983, 1987; Muto &
Tatsumi, 1988). Consequently, the presence of a pion-condensed matter leads

1The pion condensation model considered in the present section is obtained in the mean-field approximation.
In particular, the pion field is treated neglecting quantum fluctuations around mean-field values. The inclusion
of quantum fluctuations changes the character of the phase transition and makes it weakly first-order (Dyugaev
1975, also see Migdalet al.1990 and references therein).
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Figure 7.3. Three qualitatively different EOSs of pion-condensed matter. Thick solid lines show
pion-condensed phase whereas thin solid lines refer to normal phase: (a) Second-order phase
transition with moderate softening; (b) Strong softening implying first-order phase transition at
P = P0; (c) Very strong softening leading to a stable “abnormal” superdense self-bound state
atP = 0 andρ = ρS. For further explanations see the text.

to afast coolingof neutron stars, to be contrasted with aslow coolingscenario
without pion condensation (§1.3.7).

In the present section we focus on the effects of pion condensation on
the EOS. After calculating the ground-state energy densityof the hadronic
component of the pion-condensed matter, we get a function oftwo independent
variables which are the average baryon densitynb and the average net electric
charge densityn(h)q (in the units ofe). In order to impose the beta-equilibrium
condition between hadrons and leptons, we should minimize the total energy
density

E(nb, n(h)q , ne, nµ) = E(nb, n(h)q ) + Ee(ne) + Eµ(nµ) , (7.9)

at a fixed average baryon densitynb and under electric charge neutrality,

nn + np = nb , np + nπ+
s
= nπ− + ne + nµ . (7.10)

The procedure is identical to that used in§5.11 for obtaining the EOS of the
normalnpeµmatter. In this way we get the EOS,E = E(nb) andP = P (nb),
of the fully equilibrated pion-condensednpeµ matter. As already mentioned
above, the sound speed drops atnb = nπc with increasingnb. The magnitude
of this drop and the EOS at higher densities are very model-dependent. Three
possibilities (with different consequences for the neutron-star structure) are
shown schematically in Fig. 7.3.

Figure 7.3a refers to moderate softening with second-orderphase transition
atρ = ρπc . Further stiffening at higherρ in the pion condensed phase is due to
theππ repulsion.



360 NEUTRON STARS

Figure 7.3b illustrates strong softening. Second-order phase transition to a
pion-condensed state destabilizes the ground state of the matter, so thatv2s < 0
on the CB segment of the thick solid line. The EOS exhibits first-order phase
transition atP = P0, where the normal matter of the densityρ = ρ1 can coexist
with the condensed matter of the densityρ = ρ2 > ρ1. The densitiesρ1 and
ρ2 are determined from the equality of the baryon chemical potentials in the
normal and pion-condensed phases:

µb = (P + E)/nb , P (ρ1) = P (ρ2) = P0 , µb(ρ1) = µb(ρ2) . (7.11)

Notice a gradual stiffening of the EOS at highest densities resulting from theππ
repulsion. The Maxwell constructionof a first order phase transition, depicted in
Fig. 7.3b, assumes that both phases are separately electrically neutral. Relaxing
this condition opens the possibility of mixed-phase structures, which will be
studied in§7.6.

Figure 7.3c shows the most dramatic and speculative case suggested by
Migdal (1972, 1974) (also see Migdalet al., 1990, for a review). We mention
this case for the sake of completeness. Strong softening of the EOS atρ > ρπc
leads to the instability of the ground state on the CB segment. Moreover,
the pressure can become negative (we have already encountered the negative
pressure problem in§5.4 in the context of the equilibrium of nuclear matter).
Therefore, apart from the standard56Fe ground state of “cold catalyzed matter”
atP = 0 with the energyE0 = 930.4 MeV per baryon (§3.2), two other zero-
pressure equilibria appear at the pointsS′ andS. The pointS′ describes an
unstableself-bound equilibrium because( dP/dρ)S′ < 0. On the contrary, the
pointS corresponds to a stable equilibrium, with the energy per baryonES . If
ES > E0, it is a metastable superdense state of matter, whose lifetime could be
calculated if the energy barrier between this state and the standard (56Fe) state
were known. However, ifES < E0, the superdense stateS represents a true
ground state of the matter! This would mean the existence ofabnormal nuclei,
much denser than the normal ones (Migdal, 1971, 1974). In theastrophysical
context, one could then speculate on a possible existence ofabnormal stars
with a superdense surface of densityρS and arbitrarily small radiusR ∝M1/3

atM ≪ M⊙. These are “golf-ball stars” considered by Hartle (1975). Other
aspects of this shocking suggestion as well as other versions of “abnormal state”
of dense matter and “abnormal stars” will be studied in§§8.9 and 8.20.

Up to now we have limited ourselves to the simplest model of pion con-
densation. Numerous studies of pion condensation have proved the complexity
of the problem and large uncertainties in numerical results. However, they have
clearly indicated specific physical effects which favor or disfavor the conden-
sation. The inclusion of∆ resonances in intermediate nucleon states, which
lowers the pion self-energy in nucleon matter, acts in favorof pion condensation.
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On the contrary, many effects tend to prohibit it, particularly, the short-range
repulsion between nucleons and the s-wave repulsion in theπ−n interaction.

So far we have considered pion condensation atT = 0. At a finiteT one
should calculate the free energy densityF = E − TS, whereS is the entropy
density. The mechanism ofπ− condensation is the same as atT = 0: a strong
p-waveπn attraction which counterbalances the kinetic energy increase due to
the ordered structure of a condensed state. Notice that becauseS(π) < S(n)
(the normal state isless orderedthan the condensed one) increasingT makes
the condensation less favorable and shifts it (if any) to higher densitiesρπc (T ) >
ρπc (0) (see Kunihiroet al., 1993, and references therein). On the other hand,
at kBT & 30 MeV a gas of thermal pions also contributes to thermodynamic
quantities (Kolehmainen & Baym, 1982).

Plotting the phase diagram in theρ − T plane one can get the phase-
coexistence curve and find the value of the critical temperature, T πcrit, above
which the phase transition does not occur at any density. Thecritical tem-
perature seems to be very high by neutron star standards,kBT

π
crit & 60 MeV

(Kolehmainen & Baym, 1982; Kunihiroet al., 1993).

7.4. Kaon condensation
Till 1986 nobody expected kaon condensation in neutron starcores. The

main reason was that kaons are too massive (mK±c2 ≡ mKc
2 = 493.6 MeV,

mK0c2 = 497.7 MeV in vacuum). As kaons are bosons, they can occupy
one single quantum state to minimize the energy. If present,they could form,
similarly to pions, a boson condensate. Consider first noninteractingK−. The
stability in dense matter implies

µK− = mKc
2 = µe , (7.12)

assuming that kaons occupy their ground zero-momentum state. This condition
can be satisfied only at densities much larger than those relevant for neutron
stars,

nb >
1

3π2

(mKc

~

)3
≈ 33n0 ·

xe
0.1

, (7.13)

wherexe = ne/nb.
However, kaons interact strongly with baryons. As shown by Kaplan &

Nelson (1986), the in-medium effects may greatly reduce theeffective mass of
K−. As a result,K− could appear at a few times normal nuclear density and
form akaon condensate. The condensation has been studied by many authors
(see Ramoset al., 2001, for a review).

Let us consider thenpeµ-matter. Negative kaons can be formed via the
strangeness-changing processes

e+N −→ K− +N + νe , n+N −→ p+K− +N , (7.14)
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where “spectator” nucleonsN are required to satisfy momentum conservation
(respecting, of course, energy conservation as well). In view of the strong
degeneracy of constituents of thenpeµmatter, the energyωK of a created kaon
should satisfy

ωK < µe . (7.15)

In analogy to pion condensation, we actually deal withK− excitations (which
haveK− quantum numbers) in thenpeµmatter. This method of studying kaon
condensation provides a correct description of strongly interacting many-body
systems; it was developed by Kolomeitsev & Voskresensky (2003).

Terrestrial experiments indicate strong in-medium effects of kaons moving
in the nuclear matter. Scattering ofK− off atomic nuclei, observed in experi-
ments, is described by an optical potential. The real part ofthis potential,UK− ,
turns out to be strongly attractive. It is a single-particlepotential for a kaon in the
nuclear matter atnb ≃ n0 andxp ≃ 1/2. The value ofUK−, which is needed
to reproduce the scattering experiments, ranges from≈ −80 MeV to≈ −120
MeV. Calculations show that this attraction occurs in the s-wave kaon-nucleon
state and the potential well deepens significantly atnb ≈ (2− 3) n0.

The processes described by Eq. (7.14) become allowed above some thresh-
old densitynK

−

c . It is the minimum density, at which the minimum value of
ωK (reached at zero kaon momentum for the s-wave kaon-nucleon attraction)
satisfies

ωmin
K = µe . (7.16)

Notice, that in this case
ωmin
K = µ0K− , (7.17)

whereµ0K− is the limiting chemical potential of kaons defined by Eq. (5.116).
As zero-momentum (non-moving) kaons replace ultrarelativistic electrons, the
pressure becomes lower: the kaon condensate does not contribute to the pres-
sure. However, kaon condensation is accompanied by the gainof binding
energy. Because of the negative kaon charge, a growing kaon density increases
the proton fraction. This, in turn, lowers the nucleon contribution to the energy
density under the action of the symmetry term in the nucleon componentEN.

Kaon condensate strongly affects the nucleon component of dense matter.
In particular, neutrino emission processes of the direct Urca type involve two
types of quasiparticle states, which are superpositions ofa nucleon state and
a hyperon-like state. Such quasiparticles fill their own Fermi seas with Fermi
momenta comparable topFn in normal matter. The dominating neutrino process
is analogous to Eq. (7.8) and leads to the neutrino emissivity Q

(K)
ν ∝ T 6.

Detailed calculations show thatQ(K)
ν is ∼ (102 − 104)T−2

9 times larger than
the standard neutrino emissivity of normalnpeµmatter (see Brownet al., 1988;
Muto & Tatsumi, 1990; Thorssonet al., 1995). Therefore, the presence of kaon-
condensation initiatesfast coolingof neutron stars (§1.3.7).
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The effect of kaon condensation on the EOS of dense matter is often dis-
cussed using the effective mean-field model. In this model, the energy density
is

E = EK− + EN + Ee + Eµ , (7.18)

where the condensate contribution is

EK− = nK−ωmin
K . (7.19)

A spatially uniform kaon condensate affects the condition of the electric-charge
neutrality of dense matter, which implies

nK− = np − ne − nµ . (7.20)

The same mean-field model which describes kaons in dense matter can be
used to calculate the real part of the kaon optical potentialUK− and properties
of nuclear matter. By fitting the kaon-nucleus scattering data, one can fix
the parameters of mean-field model. Other parameters, whichdescribe the
interaction of kaons with the nuclear matter, can be evaluated using the quark
model of hadrons, and the remaining parameters are adjustedto the saturation
properties of nuclear matter (see Ramoset al., 2001, and references therein).

The attraction between kaons and nucleons in the p-wave may also lead
to kaon condensation (Kolomeitsevet al., 1996; Kolomeitsev & Voskresen-
sky, 2003). In such a case, due to momentum dependence of the attraction,
kaons condense in a state with a non-vanishing momentum. In analogy to pion
condensation (§7.3), a kaon-condensed state loses then translational invariance.

Depending on the strength of the kaon-nucleon attraction, kaon condensa-
tion leads either to second-order or first-order phase transition. To be specific,
consider a simple mean-field model of kaon condensation, where kaons con-
dense owing to the s-wave attraction. If the real part of the kaon optical potential
in nuclear matter isUK− & −80 MeV then the transition to kaon-condensed
phase is of second-order, without any density jump. However, forUK− . −90
MeV the kaon condensation implies first-order phase transition associated with
a density jump which grows with increasing the depth ofUK− (Glendenning
& Schaffner-Bielich, 1998).

Kaon condensation is sensitive to the presence of hyperons.In the presence
of Σ− hyperons the electron fractionxe decreases with increasing density,
becauseΣ− hyperons replace electrons (see§5.14). In addition,xe decreases
because new hyperon species appear with growing density. Itis equivalent to
the increase of the number of fermionic degrees of freedom which generally
lowers the Fermi energies and momenta, as compared to thenpeµ matter.
Therefore, the hyperonization tends to hinder kaon condensation. Conversely,
kaons replace negatively charged hyperons and decrease their abundance in
dense matter.
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Another effect which weakens or even prevents kaon condensation at neu-
tron star densities is connected with kaon-nucleon and baryon-baryon corre-
lations. Such correlations are neglected in the mean-field models of dense
matter. The effect of kaon-nucleon and nucleon-nucleon correlations was stud-
ied by Pandharipandeet al. (1995). In their model the correlations reduce the
kaon-nucleon attraction and shift the condensation threshold to the densities
which are much higher than those obtained in the mean-field approach, proba-
bly beyond the maximum densities in neutron star centers. Later the problem
was reconsidered by Kolomeitsev & Voskresensky (2003) who included short-
range baryon-baryon correlations using the Fermi-liquid theory. They obtained
second-order phase transition atnb & 4n0 due to kaon condensation resulting
from the s-wave attraction. They obtained also second-order phase transition to
a kaon-condensed state due to the p-wave kaon-nucleon attraction. The transi-
tion occurs atnb ∼ (3−5)n0 depending on parameters of their model. In some
models of Kolomeitsev and Voskresensky the preferable kaon-condensed state
contains nearly symmetric nuclear matter without any hyperons; its appearance
is accompanied by a strong first-order phase transition witha very large den-
sity jump (by a factor of two or larger). This dramatic softening of the EOS
would lead to the existence of a separate family of superdense kaon-condensed
stars (see§7.9.5). As a large-amplitude kaon condensate implies largeproton
fraction to counterbalance negative charge of kaons, it hasbeen suggested to
call kaon-condensed stars “nuclear stars” in contrast to standard neutron stars
(Leeet al., 1994; Brownet al., 1994). Some authors considered a simultaneous
condensation ofK− andK̄0, and obtained a very strong softening of the EOS
(see, e.g., Banik & Bandyopadhyay 2001; Palet al.2000).

If kaon condensation is a first-order phase transition, thena mixed-phase
state involving a mixture of the kaon-condensed and non-condensed matter
could exist under favorable conditions (§7.6). Kaon condensation in a non-
strange or a weakly-strange dense matter is necessarily connected with the
production of strangeness. Therefore, it has to involve weak interactions, which
can complicate the formation of kaon-condensed stellar cores (§7.8.2).

We restricted ourselves to the zero-temperature approximation. The ef-
fect of finite temperatures on the s-wave kaon condensation was studied for
protoneutron stars (Ponset al., 2000, 2001). ForkBT . 60 MeV this effect
is rather weak. It consists in some increase of of the condensation threshold
ρKc (T ) > ρKc (0) and some effective “smearing” of the phase transition by
thermally excited kaons. We are not aware of any calculationof the critical
temperature for kaon condensation; in any case, it is expected to be very high.

7.5. Quark matter
The EOS of a degenerate hadronic matter at asymptotically high densities,

where the hadronic energies≫ 1 GeV, is very simple. Under such conditions,
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quarks are no longer confined to hadrons. On the contrary, they constitute
a weakly-interacting Fermi gas (Collins & Perry, 1975). Therefore, one can
apply the QCD in the weak-coupling limit and calculate the reliable EOS in the
one-gluon exchange approximation.

First let us consider this reliable asymptotic limit. Then we will discuss
how to extrapolate this EOS to neutron star densities. This is the “top-down”
approach (see, e.g., Rho, 2001), where one starts from thetop, i.e., from a
solid QCD result, and proceedsdownwards in density, via an extrapolation
combined with some phenomenology, to a phenomenological description of
the deconfinement transition in neutron star cores.

Parameters needed for calculating the EOS in the weak-coupling limit are
quark masses and the quark-gluon coupling constant. The quark masses cannot
be measured directly but can be inferred indirectly from hadron properties.
Therefore, they depend on a model used for inferring. We willrestrict ourselves
to three lightest quarks, because heavier quarks cannot appear in stable neutron
star cores (§8.12). The masses ofu, d, ands quarks given by the Particle
Data Group are the estimates of the so calledcurrent quark masses(see Yao
et al., 2006, and references therein) which will be marked by the upperscript
“(c)”. They arem(c)

u c2 = (1.5 − 3.0) MeV, m(c)
d c2 = (3 − 7) MeV, and

m
(c)
s c2 = (70 − 120) MeV. As the chemical potentials ofu andd quarks in

the quark matter are much larger thanm(c)
u c2 andm(c)

d c2, these quarks can be
treated as ultra-relativistic and massless. However, one should account for the
s quark mass, reflecting in this way the SU(3) (flavor) symmetrybreaking.

The flavor symmetry breaking implies the presence of electrons in an elec-
trically neutral quark matterT = 0.2 We are looking for a thermodynamic
equilibrium of a four-component plasma, with four thermodynamic variables
ni, wherei = u, d, s, ande. We assume the equilibrium with respect to the
weak-interaction processes

d −→ u+ e+ νe , u+ e −→ d+ νe , (7.21a)

u+ d −→ s+ u , s+ u −→ u+ d . (7.21b)

Because the matter is thought to be transparent to neutrinos(µνe = µνe = 0),
we come to the following relations between the chemical potentials:

µd = µu + µe , µd = µs . (7.22)

It is advantageous to use the thermodynamic potential per unit volume

Ω(µu, µd, µs, µe) = E − µunu − µdnd − µsns − µene . (7.23)

2This statement is valid in the weak-coupling regime. Color-flavor locked quark superconductivity with a
large gap (∆ & 100 MeV atmsc2 . 200 MeV) will expel electrons (Rajagopal & Wilczek, 2000).
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The electron gas can be treated as free and ultrarelativistic, so that

Ωe = −µ4e/[12π(~c)3] . (7.24)

For massless noninteracting quarksu andd we have an additional factor of
three due to the color degree of freedom,

Ω
(0)
i = −µ4i /[4π(~c)3] for i = u, d. (7.25)

In the weak-coupling limit, the quark contribution toΩ, denoted asΩq, can
be calculated using a perturbation expansion in the QCD (strong-interaction)
coupling constantαs = g2c/4π, wheregc is the quark-gluon coupling con-
stant.3 The expansion has to be performed using a renormalization scheme.
In particular, we should renormalizeαs and the strange-quark massms. The
renormalized quantities depend on the selected value of therenormalization
point, denoted byρR, which has the dimension of energy.4 The renormalized
constantαs decreases with the growth of the mean quark energy. Let us restrict
ourselves to the first-order approximation valid for a sufficiently smallαs. In
this case, the contributions of all three flavors toΩq are additive,

Ωq = Ωu(µu) + Ωd(µd) + Ωs(us). (7.26)

The lowest-order formula for a plasma of ultrarelativisticu andd quarks
is

Ωi/Ω
(0)
i = 1− 2αs/π for i = u, d . (7.27)

The contribution of the massives quark is more complicated (see, e.g., Farhi
& Jaffe, 1984),

Ωs

Ω
(0)
s

=
√

1− y2s
(
1− 5

2
y2s

)
+

3

2
y4sL

− 2αs

π

[
3
(√

1− y2s − y2sL1

)2
− 2(1− y2s)2 − 3y4s (ln ys)

2

]

− 12αs

π
ln

(
ρR
µs

)[
y2s
√

1− y2s − y4s L
]
, (7.28)

whereys ≡ msc
2/µs, L1 = ln(1 +

√
1− y2s), andL = L1 − ln ys . As we

have already stressed, we use the renormalized valuesαs(ρR) andms(ρR). To

3Two definitions of the QCD coupling constant are encounteredin the literature. The first one,αs ≡ g2c/4π
(see, e.g., Baluni, 1978a,b) is adopted here. However, someauthors defineαs ≡ g2c/16π (see, e.g.,
Freedman & McLerran, 1977).
4In principle, measurable quantities have to be independentof ρR. In practice, especially if one works in
the lowest-order approximation neglecting higher-order terms, the specific choice ofρR does matter. In
applications to degenerate quark matter one usually putsρR = µ, whereµ is the quark chemical potential.
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the lowest order,Ωq is independent ofρR, providedαs(ρR) andms(ρR) satisfy
the lowest-orderrenormalization groupequations

∂ms

∂ρR
= −2αs

π

msc
2

ρR
+O(α2

s ) ,
∂αs

∂ρR
= O(α2

s ) . (7.29)

Using Eqs. (7.29), (7.28) and (7.27), one can check that

dΩq

dρR
=
∂Ωq

∂ρR
+
∂ms

∂ρR

∂Ωq

∂ms
+
∂αs

∂ρR

∂Ωq

∂αs
= O(α2

s ) . (7.30)

Notice that puttingρR = µs in Eq. (7.28) cancels the last term on the right-
hand-side and removes explicit dependence ofΩs onρR.

The renormalization of the strange-quark massms deserves a comment.
Using the approximation linear inαs we deduce from Eq. (7.29) thatms > m

(c)
s .

As αs is constant, the equation forms(ρR) is easily integrated. The upper
integration limit for the renormalization point, denoted by Λ, should satisfy
Λ≫ 1 GeV; it belongs to quark asymptotic energies at which non-perturbative
effects can be neglected. The lower integration limit should be set equal to the
actual renormalization pointρR < Λ. We get

ms = m(c)
s (Λ/ρR)

2αs/π > m(c)
s . (7.31)

The number densities of all constituents can be calculated from the standard
formula:

ni = −∂Ω/∂µi for i = u, d, s, e . (7.32)

This enables us to add two relations needed to close the system of equations for
all four µi in an electrically neutral quark matter at a given value ofnb:

1

3
(nu + nd + ns) = nb , ne +

1

3
(nd + ns − 2nu) = 0 . (7.33)

After solving this system [Eqs. (7.22) and (7.33)], one calculates the EOS of
quark matter from the thermodynamic relations,

P (nb) = −Ω = −Ωe − Ωq , (7.34a)

E(nb) = Ω+
∑

i

niµi = Ωe +Ωq +
∑

i

niµi , (7.34b)

where the sum is overi = u, d, s, ande.
The electron fraction in the quark matter,ne/nb,vanishes forms = 0 but

increases rapidly with increasingms. An approximate analytical formula for
the electron fraction can be derived by expanding the differenceµs − µu in
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powers ofms. Keeping the lowest power ofms for αs . 0.2 Haenselet al.
(1986a) obtained

ne
nb
≃ 0.002

1− 2 ε

{
1− 4

3
ε− 4 ε ln

(
2µu
ρR

)}3(n0
nb

)2( msc
2

200 MeV

)6

, (7.35)

whereε = αs/π. In particular, this estimate is valid for noninteracting quarks
(αs → 0). At nb ≫ n0 andmsc

2 ∼ 200 MeV the electron fraction is too
small (ne/nb ≪ 10−3) to affect the EOS.

Calculationof the EOS up to the second order inαs (the fourthorder ingc ) is
more complicated. It involves the renormalization-group method for evaluating
non-perturbative effects, responsible for the asymptoticfreedom. Moreover, the
plasmon and three-gluon coupling contributions should be added (Freedman &
McLerran, 1977; Baluni, 1978b).5 With the new terms included, the renormal-
izedαs(ρR) becomes density dependent. It exhibits the asymptotic freedom
propertyαs → 0 atnb →∞ and grows with decreasingnb. For simplicity, let
us consider masslessuds quarks. In this case, Baluni (1978b) and Freedman &
McLerran (1977) calculated the thermodynamic potentialΩq as a function of a
unique quark chemical potentialµup to terms quadratic inαs . The second-order
expressionΩ(2)

q depends onµ andρR, Ωq ≃ Ω(2) (µ, αs(ρR), ρR) , where the
renormalized QCD coupling constant satisfies the renormalization-group equa-
tion, and the upperscript “(2)” reminds that terms∼ α3

s (ρR) are neglected.
PuttingρR = µ one has

Ω(2)
q (µ) = −P (µ) = − 3µ4

4π2(~c)3
(
1− 2ε − 3ε2 ln ε− 7.46 ε2

)
, (7.36)

whereε = αs(µ)/π. A one-parameter EOS is obtained using

ns = nu = nd = nb(µ) = −
∂Ωq(µ)

∂µ
, E(µ) = µnb(µ) + Ωq(µ) . (7.37)

Eliminatingµ from Eqs. (7.36) and (7.37) one gets the standard form of the
EOS,P = P (E).

Extrapolating the expression forΩq to the densities in a neutron star core,
whereµ . GeV, one obtains the EOS of quark matter to be used for studying a
phase transition between the baryon and quark phases. Let usparameterize the
EOS of the baryon matter asP = PB(µb), whereµb is the baryon chemical
potential. Let us define the baryon chemical potential in thequark matter

5One should keep in mind the definition ofαs to avoid confusion concerning the importance of the higher-
order terms. The statement of Freedman & McLerran (1977) that “. . . the quantum-chromodynamic structure
constant,αs = g2c/16π, is small,αs < 1/4 . . . ”, does not sound convincing if one switches to the definition
αs ≡ g2c/4π used by Baluni (1978b).
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(index Q) asµQb (P ) = [EQ(P ) + P ]/nQb (P ). This is the energy associated
with the change of the baryon number by one, at a constant volume andT = 0,
assuming additionally electrical neutrality and weak-interaction equilibrium.
The dependence ofµQb onP can be inverted to give the pressure in the quark
matter as a function ofµb. The equilibrium phase transition takes place at such
P = PBQ, where the curvesPB(µb) andPQ(µb) cross. The baryon-quark
(B-Q) phase transition is of first order. It is accompanied bya density jump
from nB at the baryon matter side tonQ at the quark matter side.

Early calculations indicated that the parameters of the B-Qphase transition
are sensitive to the EOS of baryon matter. Actually,PBQ is uncomfortably
model dependent, because theP (µb) curves intersect at a small angle. Typical
transition values areµb ∼ (1− 2) GeV andρ ∼ 1015 g cm−3 (Baluni, 1978b;
Morley & Kislinger, 1979). Freedman & McLerran (1977) obtained even lower
transition densities using a simple “physical picture” where the confinement
consists in a condensation of a gas of quarks into small baryon “droplets” of
three quarks. As a rule, the B-Q phase transition is stronglyfirst-order, with a
large density jump so that stellar configurations with smallquark cores could
be unstable (see§7.9.5).

These results should be treated with caution. Typical quarkenergies in
the B-Q transition region aresignificantly lessthan 1 GeV. Therefore, they are
outside the weak-coupling regime, where the perturbative approach is valid.
There is even a more fundamental doubt: It is well known that phase transitions
in many-body systems cannot be described using perturbative approaches.

Confinement (or deconfinement) is a non-perturbative phenomenon. A
simple phenomenological model of the confinement in the context of the hadr-
onic structure was proposed as early as in 1974, when the QCD was still in its
infancy. It was the famous MIT Bag Model suggested by Chodoset al.(1974).
In this model non-perturbative effects responsible for thequark confinement are
represented by the bag constantB, the excess of the energy density of the QCD
vacuum (where quarks can move freely) over the energy density of the ordinary
vacuum outside hadrons. Quarks are assumed to be confined to aregion of
space called the “bag”. They cannot escape from the bag because they become
infinitely massive outside it. Using the MIT Bag Model and adjusting its pa-
rameters (the bag constant, quark masses, andαs) one can determine masses of
mesons and baryons, as well as their magnetic moments.

In the MIT Bag Model a quark core in a neutron star is “a giant MIT Bag”
(Baym & Chin, 1976). The energy density of the quark matter istherefore the
sum of the bag constant, kinetic energy of quarks and their interaction energy,

Eq = B + E(kin)q + E(int)q , (7.38)
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whereE(int)q should be calculated using the perturbative scheme of the QCD.
The pressure is

Pq = −B + P (kin)
q + P (int)

q . (7.39)

This expression contains the QCD coupling constantαs and the strange-quark
massms, both renormalized (whileu andd quarks are treated as massless). The
bag constant in Eqs. (7.38) and (7.39) can be treated as an effective constant
pressure exerted by the normal vacuum on the QCD vacuum. The B-Q phase
transition turns out to be strongly first-order, with a baryon density and mass
density jump by a factor of∼two (!) (see Table 1 of Baym & Chin, 1976).

At the sameαs andms the bag constantB shifts µQ(P ) upwards, as
compared to theB = 0 case, shifting the B-Q transition to higher densities. As
theµQ(P ) andµB(P ) curves intersect at a small angle, the increased phase-
transition pressurePBQ can easily exceed the maximum central pressure of
stable neutron stars,Pmax. This circumstance was pointed out by Baym & Chin
(1976). They assumedB = 56 MeV fm−3 andαs = 0.55 (the “experimental
values” ofB andαs in the late 1970s) and concluded that it is unlikely to find
the quark matter in stable neutron stars because typicallyPBQ > Pmax. The
same conclusion has been obtained by other authors (see, e.g., Chapline &
Nauenberg, 1976). Simultaneously, it has been realized that if B and especially
αs were significantly smaller than the “experimental values” the B-Q phase
transition would occur at a lower density (nuclear or even subnuclear). This
would lead to the existence of “quark stars” consisting predominantly, or even
exclusively, of quark matter (obese “neutron” starsof Brecher & Caporaso
1976, also see§8.10). The bag-model calculations of the EOS of quark matter
have been continued in the 1980s and 1990s. The conditionPBQ < Pmax and
associated quark cores in neutron stars have been obtained only for sufficiently
smallB andαs. Calculations have definitely excluded quark cores for the values
ofB ≃ 200 MeV fm−3 extracted from some QCD lattice calculations (see, e.g.,
Cleymanset al., 1986; Karsch, 2002a,b).

The MIT Bag Model was constructed to describe the quark structure of
hadrons. Therefore it has a built-in quark confinement. AsB is assumed
constant, the model does not exhibit the asymptotic freedomproperty of the
QCD. In this model, quarks are, strictly speaking, confined within the bag even
atnb →∞ and the pressure of the normal vacuum on the bag stays constant.

There have been numerous attempts to include the medium-dependence of
the bag constant on a phenomenological level. One has to introduce the QCD
vacuum dependent onnb in order to determine a medium-dependentB. One
of the approaches utilizes the Quark-Meson Coupling Model,which describes
nuclear matter as a system of non-overlapping MIT Bags boundby the exchange
of scalar and vector mesons (see, e.g., Jin & Jennings, 1996;Müller & Jennings,
1997). Another approach is based on the Nambu–Jona-Lasiniomodel of the



Neutron stars with exotic cores 371

quark structure of hadrons (see Aguirre, 2003, and references therein).6 In both
cases one gets the bag constant which decreases with increasing density. Such
approaches are certainly model-dependent.

Another group of models focused on the density dependence ofquark
masses (see, e.g., Chakrabartyet al., 1989; Chakrabarty, 1991, and references
therein).7 In these models one mimics the strong non-perturbative interaction
between quarks through the dependence of theirconstituentmasses on the
baryon density. In the limitnb →∞ constituent masses tend to current quark
masses.

Phenomenological models with density-dependent quark masses and the
quark-quark interaction screened in dense medium can be constructed in such
a way as to reproduce correct low-density and high-density limits (Deyet al.,
1998). The density dependence of quark masses can be introduced via a phe-
nomenological scalar density-dependent potential, such that quark masses tend
to current quark masses atnb →∞. The quark-quark interaction is represented
by a vector-interaction term which vanishes atnb → ∞ due to the screening
in dense medium, reproducing the asymptotic freedom. Finally, there are other
models of the quark matter based on different assumptions and techniques (e.g.,
Schmidtet al., 1994; Blaschkeet al., 1998).

A brief and incomplete review of theories of the quark matterat ρ ∼
(1015 − 1016) g cm−3, given above, demonstrates an overabundance of phe-
nomenological models. This is a clear sign of fundamental difficulty in un-
derstanding the density regime which is far from the weak-coupling one. The
quark energies atρ ∼ (1015−1016) g cm−3 are not high by the QCD standards,
and we are far from the true asymptotic freedom regime (sometimes called the
Asymptopia) which requiresµf ≫ 1 GeV. In contrast to the Early Universe
younger than a few microseconds, the interiors of compact stars do not belong
to the Asymptopia.

A common feature of all models reviewed in the present section is the
assumptionof a gas-like quark matter. This is the natural state in the Asymptopia
(except for the phenomena in the neighborhood of the Fermi surface, likecolor
superconductivity, which have minor effect on the EOS, see below) but the
situation atρ ∼ 1015 g cm−3 may be quite different. Another common feature
is the presence of phenomenological ingredients which are not derived on a
more fundamental ground. Additionally, as we stressed earlier, the value of
PBQ is very sensitive to employed models of the confined (B) and deconfined

6Let us remind that the original Nambu–Jona-Lasinio model (Nambu & Jona-Lasinio, 1961a,b) was formu-
lated for describing hadrons before the introduction of quarks into the particle physics.
7Let us recall that even in perturbative QCD calculations performed in the weak-coupling regimeαs and
ms get some (weak) density dependence due to the renormalization. However, in standard calculations
described earlier in this section one treats the renormalization pointρR and the bag constantB as fixed
parameters; this strongly simplifies the derivation of the EOS.
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(Q) phases of matter. All in all, the degree of our ignorance on the existence of
the B-Q phase transition atρ ∼ (1015 − 1016) g cm−3 is very high.

Notice that one should be careful in calculating the EOS of the quark matter
using models with density-dependentB, αs, ms (see, e.g., Penget al., 1999,
2000). The density dependence introduces additional termsin the pressure:

Pq = −Ωq + nb
∂Ωq

∂B

(
∂B
∂nb

)

[µj ]

+ nb
∑

f=u,d,s

∂Ωq

∂mf

(
∂mf

∂nb

)

[µj ]

+nb
∂Ωq

∂αs

(
∂αs

∂nb

)

[µj ]

, (7.40)

where derivatives are calculated at fixed quark chemical potentials. The terms
containing these derivatives have to be included in the EOS to make it consistent
with the first law of thermodynamics.

Up to this point we have ignored possible superconductivityof quark mat-
ter. It can be shown that in the weak-coupling regime the quark matter is
superconducting below some critical temperature (Barrois1977; Alfordet al.
1998; for review see Rajagopal & Wilczek 2000). This superconductivity arises
because a weak attraction between two quarks (unavoidable for a quark pair)
favors a rearrangement of quark states in the vicinity of theFermi surface. A
state composed of boson-like quark (Cooper) pairs is then energetically prefer-
able over the Fermi-gas state. Quark pairs form a boson condensate. However,
they cannot be color singlets, because one needs at least three quarks or a quark-
antiquark pair to get a colorless hadron. Therefore, a condensate of quark pairs
carries color, which leads to the names ofcolor conductivityandcolor currents.
The ground state of color superconductor is separated from the excited states
by an energy gap, which can be as large as∆ ∼ 100 MeV (Alford et al., 1998).
However, the gap affects only quark states near the Fermi surface whereas bulk
thermodynamic quantities such as the energy density or pressure result from
the whole Fermi seas. Thus the effect of color superconductivity on the EOS
is rather weak. For massless quarks in the weak-coupling regime one gets the
following formula for the condensation energy density, released in a transition
from a normal (n) state to a superconducting (s) state:

Ωs −Ωn = −β (∆/µ)2 |Ωn| , (7.41)

whereµ is the quark chemical potential,β ∼ 1 is a numerical factor, and only
the leading term in∆/µ is kept. The above estimate assumesµ & 1 GeV.
Hence even at∆ & 100 MeV the relative modification of the EOS due to color
superconductivity does not exceed a few percent (see, e.g.,Alford et al.1998;
for a review see Rajagopal & Wilczek 2000; also see§5.16). An extrapolation
of Eq. (7.41) toρ ∼ 1014 − 1015 g cm−3, whereµ ∼ 300–600 MeV and the
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impliedeffect could reach∼ 6%, is riskybecause the weak-coupling description
becomes invalid.

The models of the B-Q phase transition reviewed in this section suffer from
many deficiencies. First, as a rule, the Q and B phases are described by different
physical models. Therefore, they cannot give a consistent description of the
phase transition. Some calculations based on a single physical model are not
realistic in the low-density (nuclear) segment. Additionally, the phase of the
quark matter is usually treated as a Fermi gas, whereas one should expect strong
quark-quark correlations near the phase transition point.Ab initio QCD lattice
calculations of the B-Q phase transition similar to those already performed for
hot hadronic matter (see, e.g., Karsch 2002 and references therein) are still not
available.

If the B-Q phase transition is first-order and the surface tension at the B-Q
interface is not too high, both phases could coexist in a mixed-phase state in
some range of pressures and densities (see§7.6). The physical mechanism and
astrophysical scenarios for the formation of the quark matter via the nucleation
of the deconfined quark phase in a neutron star core are studied in §7.8.3.

7.6. Mixed-phase state
In the previous sections we considered the thermodynamic equilibrium of

matter assuming local electric neutrality. Let A and B be twophases of the mat-
ter. Fixing the baryon number densitynb we can calculate the minimum energy
densitiesEA andEB of electrically neutral phases. Passing to the enthalpy per
baryonµb = (E + P )/nb, we can demonstrate that the thermodynamic equi-
librium at any value of the pressure can be realized by a single (pure) phase
of matter. Then the two phases can coexist only at one value ofthe pressure,
whereµAb (P ) = µBb (P ).

Let x be the fraction of baryons contained in the higher-density phase.
For simplicity, the surface effects will be neglected. Therefore, the pressureP
is constant throughout the system. Moreover, we will assumethe additivity of
thermodynamic potentials of two phases. At a given pressure, the total enthalpy
per baryon for amixtureof two phases is then

µb = xµBb + (1− x)µAb . (7.42)

Both phases are assumed to be electrically neutral, reaching their own minimum
valuesµAb (P ) andµBb (P ). However, we haveµBb > µAb for P < P0 and
µBb < µAb for P > P0. Therefore,µb reaches minimum atx = 0 for P < P0

and atx = 1 for P > P0: thermodynamic equilibrium atP 6= P0 corresponds
to a single phase, and both phases coexist only atP = P0. As the pressure
is a monotonous function of the radial coordinate within thestar, electrically
neutral phases cannot mix in the stellar interior at thermodynamic equilibrium.
The inclusion of the surface tension can only strengthen this conclusion.
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Being obvious on macroscopic scales, electrical neutrality may be violated
on microscopic scales. It can be too restrictive for a thermodynamic equilibrium
of such a multi-component system like dense matter. Let us recall the case of
the inner neutron star crust, particularly the Liquid Drop Model described in
§3.3.3. The nucleon component exists there in two phases. Thedenser phase
consists of a nuclear matter and is positively charged. The less dense phase
consists of a neutron gas. Neutrons in both phases are in equilibrium; their
chemical potentials coincide (with an appropriate treatment of the interface
between the two phases,§3.3.3). The electron gas has nearly constant number
density, so that the matter is electrically neutral only on average. In spite of a
disadvantage resulting from the presence of Coulomb energy, a mixture of two
nucleon phases is energetically preferable over a uniform electrically neutral
phase, because of the nuclear energy gain connected with thenuclear matter
binding.

Now consider a general first-order phase transition betweenthe A and B
phases of dense matter. As shown by Glendenning (1991, 1992), relaxing the
microscopic charge neutrality condition makes a mixed-phase state energeti-
cally preferable provided the surface tension and Coulomb contributions are
sufficiently small.

Let us focus on thermodynamic equilibrium of a multi-component and
multi-phase dense matter, neglecting the Coulomb and surface contributions.
The elementary constituents of the matter are hadrons (h) and leptons (electrons
and muons). Hadrons are baryons, quarks, and strongly interacting meson
condensates of§7.3 and§7.4. The energy densities in both phases (which
are not necessarily in equilibrium) depend on number densities of the matter
constituents in these phases,

EA = EA({nAh }, nAe , nAµ ) , EB = EB({nBh}, nBe , nBµ ) . (7.43)

As translational invariance may be broken within a phase, the number densities
are actually the volume-averaged ones. We assume that the size of the region
occupied by a non-uniform phase is larger than the characteristic length-scale
of the non-uniformity. Then the volume averages within eachphase are well
defined.

The corresponding electric charge densities (in units of the elementary
charge) and baryon number densities (in units of nucleon baryon charge) are

ρAe =
∑

h

nAh qh − nAe − nAµ , nAb =
∑

h

nAh qh , (7.44a)

ρBe =
∑

h

nBh qh − nBe − nBµ , nBb =
∑

h

nBh bh , (7.44b)

whereqh andbh are, respectively, the electric and baryonic charges of a hadron
h.
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Let χ denote the fraction of volume occupied by phase B. The thermody-
namic equilibrium of a mixture of phases A and B at a fixed average baryon
densitynb can be calculated by minimizing the average energy density

E = (1− χ) EA + χ EB , (7.45)

under the condition
nb = (1− χ)nAb + χnBb , (7.46)

and under the constraint of average (macroscopic) electrical neutrality

ρe = (1− χ) ρAe + χρBe = 0. (7.47)

For example, let us consider a first-order phase transition associated with
kaon condensation (§7.4). Let us assume that the characteristic length-scale of
the hadron electric-charge inhomogeneities is much smaller than the electron
and muon screening lengths (which is not always true – see, e.g., Norsen &
Reddy 2001). Then the electron and muon number densities canbe treated as
uniform,

nAe = nBe ≡ ne , nAµ = nBµ ≡ nµ . (7.48)

We have to determine the values of eight variables (four nucleon number den-
sities, two lepton number densities, the kaon number density, and the volume
fractionχ) by minimizingE , Eq. (7.45), under the conditions (7.46) and (7.47).
This leads to a set of nonlinear equations relating thermodynamic variables;
each of these equations has a clear physical meaning. Mechanical equilibrium
between the two phases requires

PA = PB . (7.49)

The strong interactions imply the equality of chemical potentials of nucleons
in the two phases,

µAN = µBN = µN (N = n, p) . (7.50)

Finally, the weak interactions involving hadrons and leptons lead to

µn = µp + µe , µe = µK− , µµ = µe . (7.51)

Together with Eqs. (7.46) and (7.47) we get eight equations for eight thermo-
dynamic variables. The solution corresponds to thermodynamic equilibrium at
a fixednb and under the constraint of macroscopic electrical neutrality. Let
us stress that the equilibrium is calculated neglecting theCoulomb and surface
(phase interface) effects and assuming a uniform lepton background. By anal-
ogy with the simplest model of the inner crust, described in§3.4.1, we will use
the terms the “bulk approximation” and “bulk equilibrium”.

We will discuss the properties of a mixed phase in the bulk approximation
using schematic (but generic) plots in Figs. 7.4 and 7.5. Letus first analyze the



376 NEUTRON STARS

Figure 7.4. Baryon chemical potentialµb versus pressureP in the presence of an equilibrium
first-order phase transition between phases A and B atP = P0. Phase A, if stable with respect
to the phase transition into phase B, is represented by the solid line; its dotted continuation
corresponds to anovercompressedstate, metastable with respect to the transformation into phase
B. Analogous notation is used for phase B, where the dotted segment corresponds to a metastable
undercompressedstate. The mixed phase AB (P

(m)
A < P < P

(m)
B ) is shown by the dot-and-dash

line.

character of the bulk equilibrium as a function of the pressure (Fig. 7.4). For
P < P

(m)
A , the equilibrium is realized by the pure phase A. ForP

(m)
A < P <

P
(m)
B , the equilibrium corresponds to a mixed state AB. The volumefraction

occupied by phase B increases monotonously withP , from zero atP = P
(m)
A

to one atP = P
(m)
B . ForP > P

(m)
B we have the pure phase B.

A mixed-phase state, where kaon-condensed matter coexistswith baryon
matter, was studied by Glendenning & Schaffner-Bielich (1998, 1999); and
Norsen & Reddy (2001). Models for a mixed phase of deconfined quark matter
coexisting with baryon matter were constructed by Heiselberg et al.(1993) and
Glendenning & Pei (1995). The importance of the phase interface (the surface
tension and curvature energy) for creating a mixed phase wasemphasized by
Heiselberget al. (1993); Christiansen & Glendenning (1997); Christiansenet
al. (2000); and Norsen & Reddy (2001). The effect of electric charge screening
and surface tension on the mixed phase with kaon condensate was studied by
Maruyamaet al. (2006).

A mixed-phase state affects the EOS as visualized in Fig. 7.5. For the
sake of comparison, we also show a standard equilibrium first-order transition
between pure phases A and B. For this transition, the densitiesnA < nb < nB
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Figure 7.5. Same as in Fig. 7.4 but forP versusnb. The mixed phase AB (P (m)
A < P < P

(m)
B )

is represented by the dot-and-dash line. Equilibrium first-order phase transition between pure
phases A and B takes place atP = P0. It is accompanied by the density jumpnA → nB. For
further explanations see the text.

could not exist in the stellar interior becauseP should be monotonous there.
On the contrary, the mixed-phase layer of densityn

(m)
A < nb < n

(m)
B can exist

in the star, with the pressure increasing fromP (m)
A at the top of the layer toP (m)

B
at the bottom. Mixing of the phases A and B softens the EOS as compared to
the EOS of the pure phase A, but the softening is weaker than inthe limiting
case of the transition between pure phases A and B.

The surface and Coulomb effects increaseE(nb) andµb(P ). They affect
the size and shape of structures forming the mixed-phase layer. For a periodic
structure, the virial theorem of§§3.3.3 and 3.4.2 tells us that the surface con-
tribution is twice the Coulomb one. Both contributions pushup the value of
µ
(m)
b (P ). They are especially important at the edges of the mixed-phase region,

where the droplets of one phase are small within the dominating phase. It is
clear that these effects increaseP (m)

A and decreaseP (m)
B , narrowing the mixed-

phase layer in the stellar interior. If the surface and Coulomb contributions are
sufficiently large they can entirely remove the mixed phase (because the dif-
ference inµb(P ) of the pure and mixed phases is usually small). In particular,
this happens provided the surface tensionσ exceeds some critical valueσcrit
so thatµ(m)

b (P ) > µAb (P ) for P < P0 andµ(m)
b (P ) > µBb (P ) for P > P0.

Heiselberget al. (1993) obtainedσcrit ≃ 70 MeV fm−2 for a transition from
nucleon to quark matter. The actual value of the surface tension for quark matter
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droplets in baryonic medium is very poorly known,σ = (10–100) MeV fm−2.
In the case of kaon condensate, an inclusion of electric charge screening and of
surface tension makes the EOS allowing for a mixed phase verysimilar to that
with a first order phase transition between two pure phases (Maruyamaet al.,
2006).

7.7. Solid cores of neutron stars

7.7.1 Physical origins and models
The history of theories of hypothetical crystalline neutron star cores,

sketched in§7.2.4, started with the idea of crystallization of neutron matter
owing to the strong short-range repulsion of the neutron-neutron interaction.
This repulsion was often represented by a hard-core one, so that vij = ∞
for rij ≤ rcore. The hard-core repulsion solidifies the neutron matter at
nb ∼ (4πr3core/3)

−1; in this case neutrons become localized by the infinite
potential walls. Other arguments in favor of crystallization were taken from
the physics of noble gases. The short-range repulsion between two rare-gas
atoms is well represented by the repulsive term of the Lennard-Jones potential
vij ∝ (rij)

−12. It is well known that noble gases solidify at sufficiently high
pressures. In the beginning of the 1970s some authors applied the so-called
law of corresponding states, first suggested by Anderson & Palmer (1971), to
deduce the solidification density of neutron matter by scaling the experimental
results for3He.

However, the short-range neutron-neutron repulsion occurs due to the
exchange of vector mesons (see§5.6). Therefore, it is of the Yukawa form
vij ∝ exp(−µrij)/ (µrij), often called a “soft-core repulsion”. In this case
the hard-core and noble-gas arguments are invalid. Moreover, many-body cal-
culation of the liquid-solid transition in dense neutron matter is a tremendous
computational challenge. One has to calculateE(liq) andE(sol) with very high
precision in order to find the density above whichE(liq) > E(sol). By 1974,
the precision was still insufficient. Some calculations gave no solidification
at all, while several authors obtained solidification at(5− 30) × 1014 g cm−3

(the review of the early, alas, unreliable calculations is given by Canuto 1975).
The consensus was reached in the second-half of the 1970s, when the precision
of many-body calculations became sufficiently high: for realistic vij neutron
matter does not solidify at densities expected in neutron star cores.

Another possibility of getting a solid structure is to increase the energy
from the medium-range attractive tensor component (§5.5.1). This mecha-
nism, related to theπ0-condensation in neutron matter (§7.3), was analyzed by
Pandharipande & Smith (1975). The amplification of an already strong tensor
interaction component was induced by the coupling of nucleons and pions to
∆-isobars excited in intermediate nucleon states. Strong coupling at then∆π
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vertex amplified the tensor component of the many-body Hamiltonian,V̂T. Its
attractive contribution became sufficient to arrange neutrons in a cubic lattice
and correlate their spins with crystal planes. The spin-quantization axis was
chosen to be parallel to the cube side. All neutrons in a givenplane perpendic-
ular to the quantization axis had the same spin projection. Neutrons in adjacent
planes had antiparallel spins. Such a spin and space structure gave a large
attractive contribution toE from the tensor interaction component

V̂T =
∑

i<j

vT(rij) (3σj · nijσi · nij − σi · σj) , (7.52)

wherenij = rij/rij (see§5.5.1). The value ofE(sol) was then obtained
variationally by minimizing the expectation value of the Hamiltonian within
a family of neutron wave functions, localized around the crystal lattice sites.
Those wave functions, with alternating spin polarization in adjacent crystal
planes, took full advantage of the tensor attraction (in contrast to the disordered
liquid state, in which the first-order tensor contributionsaverage to zero). In
this way Pandharipande and Smith obtainedE(sol) < E(liq) for ρ & 3ρ0. The
first-order liquid-solid phase transition was associated with a density jump, by
∼20%, which considerably softened the EOS. Because of its periodic spatial
and spin structure, the ground state wave function led to a nonzero expectation
value of theπ0-condensate. The neutral pion condensate had a standing-wave
structure with a characteristic wave numberkπ0 (see§7.3).

The first-order contribution̂V OPE
T of the one-pion exchange potential

(OPEP, see§5.6) vanishes in an isotropic fluid. However, as shown by Takat-
suka & Tamagaki (1976, 1977), it can dominate in a state of theso called
alternating-spin layers (ALS, see below; also see Takatsuka et al., 1978; Mat-
suiet al., 1979). In the ALS state, neutrons and protons are localizedin parallel
planes (one dimensional, 1D, localization). Let the planesbe perpendicular to
the spin quantizationz-axis. Neutrons localized in one plane have spins aligned
with thez-axis and protons in this plane have opposite spins, so that the isospin-
spin states are(n ↑) and(p ↓). In adjacent planes one has(n ↓) and(p ↑).
As we are dealing with the 1D localization (nucleons can freely move in the
xy plane), matter behaves as asmectics Aphase in the nomenclature of liquid
crystals (see§3.7.2). If the binding gain due the tensor attraction overcomes the
binding loss due to the kinetic energy increase (resulting from 1D localization),
the dense matter undergoes the phase transition to the ALS-phase.8 Calcula-
tions of the ALS structure of dense matter were further developed by the Kyoto

8The idea that a strong tensor component of the OPEP can lead toa solid-like structure of nucleon matter
with a periodic spin-isospin ordering was first proposed by Calogeroet al. (1973); also see Calogeroet al.
(1975).
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group, with the emphasis on possible signatures of this phase in neutron stars
(see Takatsukaet al.1993 for review).

Moreover, Kutschera & Wójcik (1989, 1990) suggested that,for a suffi-
ciently low proton fractionxp . 0.05, nuclear matter could be unstable with
respect to proton localization accompanied by a modulationof neutron den-
sity. At such lowxp, protons behave as impurities in neutron matter interacting
mainly with the neutron background. While localization increases the proton
kinetic energy, it increases also the proton binding in neutron matter by lock-
ing protons in potential wells corresponding to minima of the neutron density.
Further work pointed out an analogy withpolarons, well known in the physics
of condensed matter.9 Protons seem to behave as nuclearpolaronsand form
a lattice at high densities (Kutschera & Wójcik, 1993, 1995). Of course, the
proton localization occurs only for those model EOSs which predict the de-
crease of the proton fractionxp with growing ρ at high densities. Moreover,
calculations ofE(sol) involve many approximations. Proton localization takes
place if the differenceE(sol)−E(liq) becomes negative forρ > ρloc. Calculated
difference turns out to be so small that numerical results should be taken with
a grain of salt. Recent calculations, performed for severalmodels of thenpeµ
matter [with decreasingxp at highρ and vanishing protons at still higherρ!]
give ρloc = (3 − 6) ρ0 (Kutscheraet al., 2002). The idea of localization of
impurities was extended to the hyperonic matter by Perez Garcia et al. (2002).

In the mixed-phase state of dense matter (P
(m)
A < P < P

(m)
B , see§7.6)

each of the phases is electrically charged. To minimize the sum of the Coulomb
and surface energies, the less dense and more dense phases (Aand B) can
be distributed into a periodic structure (see Glendenning 2001 and references
therein). For a low volume fractionχ ≪ 1 of phase B, spherical droplets
of this phase can form a cubic [most probably, body-centeredcubic (bcc)]
lattice immersed in the background of phase A. With increasing χ, the three
dimensional (3D) cubic lattice is thought to be replaced by the two dimensional
columnar phase of B-rods immersed in phase A, analogous to the 2N phase in
the bottom of the neutron star crust (§3.4.2). The difference from the crust is
that the hadron component of phase A is electrically charged. Forχ ∼ 1/2, 1D
alternating A and B slabs appear; at higherχ they are replaced by the columnar
phase of A-rods immersed in the liquid of phase B. Atχ→ 1, droplets of phase
A form a bcc crystal in such a liquid.

9The formation of polarons in terrestrial crystals results from the electron-phonon interaction, which can
lead to a strong increase of the electron effective mass. Thestrongest effect occurs in ionic crystals because
of the strong Coulomb attraction between ions and electrons. Electrons can become self-trapped in local
deformations of the ion lattice (see, e.g., Chapter 10 of Kittel 1986). The instability of crystals against
density perturbations in terrestrial solids corresponds to the instability of the neutron component in thenpeµ
matter.
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7.7.2 Elastic shear moduli
Consider shear moduli of aπ0-condensed 3D neutron crystal, proposed

by Pandharipande & Smith (1975). A crude estimate of thec44 shear modulus
(see§3.7.1), quoted by Pandharipandeet al. (1976), isc44 ∼ 1035 erg cm−3

at ρ ∼ 1015 g cm−3. It is more than six orders of magnitude larger (!) than
the shear modulus of the crust atρ ∼ 1013 g cm−3 (§3.7.1). Takatsuka &
Tamagaki (1988b) evaluated theaverageshear modulus of the 1D ALS liquid
crystal in theπ0-condensed matter atρ ∼ 1.3 × 1015 g cm−3 and obtained
∼ 5× 1035 erg cm−3. Let us stress that nucleon localization, crystal structure,
and shear strain in such crystals are produced bystrong interactions, in contrast
to the neutron star crust,§§3.7.1 and 3.7.2, where they are due toCoulomb
interaction.

In a mixed-phase state of dense matter (P
(m)
A < P < P

(m)
B , see§7.6)

each phase is electrically charged. Therefore, the analogywith crustal matter
(§3.7.2) is not complete. Nevertheless, we expect that the elastic shear moduli
are of the same order of magnitude as the Coulomb contribution ECoul to the
energy density in the crustal matter. Let us remind that in anequilibrium state
ECoul =

1
2 Esurf (see§§3.3.3 and 3.4.2). If the denser phase occupies a sizable

fraction of the volume, then the surface contribution to theenergy density can
be estimated as the surface tensionσ divided by the surface thickness∼ 1 fm.
This prescription givesEsurf ≃ 30σ30 MeV fm−3 andECoul ≃ 2 × 1034 σ30
erg cm−3, whereσ30 ≡ σ/30 MeV fm−2. Therefore, we expect the elastic
moduli ∼ 1034 erg cm−3 for a mixed phase of quarks and nucleons and∼
1033 erg cm−3 for a mixed phase of kaon condensate and nucleons. This is,
respectively, one order and two orders of magnitude smallerthan for theπ0-
condensed solid.

The shear modulus of a solid formed by localized protons can be estimated
from elementary consideration. The Coulomb energy per proton is roughly
e2/rpp, whererpp is a mean interproton distance. Then the Coulomb energy
density isECoul ∼ npe2/rpp ∼ 1031 (nb/4n0)

4/3(xp/0.01)
4/3 erg cm−3. The

elastic shear moduli for the matter with localized protons are, therefore, several
orders of magnitude smaller than for theπ0-solid or the mixed-phase core.

A recent brief review of shear moduli of exotic neutron star cores and their
impact on the elastic-strain support of deformations of pulsars can be found in
Owen (2005).

7.8. Nucleation of exotic high-density phase
A new exotic phase may form during the neutron star formationand evolu-

tion. For example, an accretion of matter or pulsar spindowninduce a gradual
increase of the central density which may trigger the appearance of the exotic
phase.
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In §§7.3, 7.4, and 7.5 we have consideredequilibrium phase transitions
which take place in thermodynamic equilibrium. The equilibrium is realized
only if the timescaletevol of the local pressure variation is much longer than
the timescaletreact of reactions which form and equilibrate the new phase. If
the evolution timescale in the compressed matter (Ṗ > 0) can be estimated as
tevol ∼ P/Ṗ .

If the equilibrium phase transition is of second order and takes place atP =
P0, phase B appears, under equilibrium conditions, after the central pressure
exceedsP0. The actual scenario can be different. While the formation of
phase B is driven by strong interactions, the slowness of weak interactions
(tweak > tevol) may result in deviation from thermodynamic equilibrium. Then
second-order phase transition can occur at someP = P ′

0, slightly different
from P0. The formation of phase B is quasistatic, on a timescaletevol.

If the phase transition is of first order, the scenario is essentially differ-
ent. The formation of phase B does not need to be quasistatic and can trigger
a neutron star corequake. The kinetics of the first-order phase transition is
complicated. Additional uncertainties arise from uncertainties in the physics
of dense matter. In what follows we will discuss the models ofthenucleation
of the phase B in the metastable phase A. The nucleation is concerned with
fluctuations of parameters (such as the local density, or thenumber of particles
in a metastable drop of phase B which trigger the phase transition). Two sim-
plest versions of nucleation theory refer to two extreme cases. In the classical
regime, the temperature is assumed to be sufficiently high totrigger the phase
transition by a thermal fluctuation. Thermodynamic aspectsof such a model
are described, for instance, in§162 of Landau & Lifshitz (1993), whereas its
kinetic aspects are presented in§§99,100 of Lifshitz & Pitaevskĭı (1981); also
see Langer (1969). In the quantum regime, below a characteristic temperature
TQ, thermal fluctuations are negligible compared to quantum ones. Quantum
fluctuations initiate a phase transition via the quantum tunneling effect (Lifshitz
& Kagan, 1972).

Let us consider fluctuations of density and composition at fixedP and
T . The relevant thermodynamic potential is the Gibbs free energy G. In the
static approximation forP > P0 the bulk phase B is preferable over phase A.
On fluctuation timescales (∼ 10−23 s, which is the characteristic timescale of
strong interactions), weak interaction processes are frozen. This can shift the
threshold condition, compared to the static one, leading toP ′

0 6= P0. Moreover,
this slowness can modify the properties of phases A and B, involved in the
fluctuations. For the sake of simplicity, we will neglect these effects and put
P ′
0 = P0. For a central stellar pressure higher thanP0, phase A is metastable

within the neutron star core withP > P0, whereas phase B is stable. However,
the phase transition is hindered by the effects of the surface and Coulomb
energies. Only atP = Pcrit phase A becomes unstable against conversion into
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Figure 7.6. Left: First-order phase transition. The solid line denotes stable phases A and B.
Equilibrium phase transition AB occurs atP = P0, with the density jump fromρA to ρB.
The dotted line denotes a metastable phase A. AtP = Pcrit this phase becomes unstable with
respect toA → B transition. Right: Second-order phase transition atρAB. No density jump,
no metastability.

phase B (see Fig. 7.6). Of course, the formation of a droplet of phase B in the
medium of phase A is possible either via thermal or via quantum fluctuations
even atP < P0. However, the Gibbs free energy associated with the droplet
is G∗(Adrop) > 0, and such droplets always convert back to phase A. For
P > P0 the bulk phase B is stable. The probability of a local formation of
a droplet of phase B via a fluctuation decreases very stronglywith increasing
the number of baryonsAdrop in the droplet. For smallAdrop, however, the
positive contribution of the surface energy toG∗ prevails over the gain in the
bulk binding,G∗(Adrop) > 0. This makes the droplet unstable with respect
to the reconversion to phase A. However, at some valueAdrop = Acrit, the
energy excess due to the drop appearance vanishes,G∗(Acrit) = 0. These
“supercritical droplets” withAdrop > Acrit grow spontaneously, destabilizing
the metastable phase A and inducing the phase transition. The transition from
a configuration of the metastable pure phase A to a configuration of the stable
phase B in the stellar core goes via a combination of hydrodynamic and kinetic
processes.

The basic parameters of the transition can be related to thermodynamic
properties of both phases and their interface. For simplicity, we neglect Cou-
lomb forces and treat the densities in each phase as constant. We restrict our-
selves to fluctuations ofAdrop ≡ A and putP ′

0 = P0. Let a droplet of phase B
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be spherical and have the baryon densitynBb . ThenA = 4
3πR

3nBb implies

R = r0A
1
3 f

− 1
3

B , fB =
nBb
n0

, r0 =

(
4π

3n0

) 1
3

= 1.14 fm . (7.53)

At P > P0 the bulk part ofG∗ (proportional toAdrop) is negative,

G∗
bulk = −A∆µ , ∆µ ≡ µA(P )− µBb (P ) > 0 , (7.54)

whereas the surface contribution is positive,

G∗
surf = 4πr20A

2
3 f

− 2
3

B σ , (7.55)

whereσ is the surface tension. Therefore,Acrit

Acrit =
1

f2B

(
4πr20σ

∆µ

)3

. (7.56)

Another quantity of interest is the maximum value ofG∗(A). It is the height
of the barrier to be crossed. This value is reached atA = AM:

AM =
8

27
Acrit , G∗

max = G∗(AM) = 4πr20 σ
28

81
A

2
3
crit f

− 2
3

B . (7.57)

The probability distributionP of fluctuations with a Gibbs free energy excess
G∗ is

P(G∗) =
1

kBT
exp

(
− G∗

kBT

)
,

∫ ∞

0
P(G∗) dG∗ = 1 . (7.58)

The nucleation rate can be calculated in the quasiclassicalapproximation (Lan-
dau & Lifshitz, 1976). For fluctuations ofAdrop, the droplet radiusR can be
treated as a generalized coordinate. The classical Lagrangian of the droplet is
then

L(R, Ṙ) = 1

2
Meff(R)Ṙ

2 −G(R) , (7.59)

where the potential energy is the Gibbs free energy excess expressed as a func-
tion of R, andMeff is the effective droplet mass. The effective mass can be
calculated explicitly from the kinetic theory; the flow of matter is induced by the
motion of the droplet surface owing to a fluctuation ofAdrop (see, e.g., Lifshitz
& Kagan 1972; for application to pion condensation see Haensel & Schaeffer
1982).

Let us assume that fluctuations are driven by strong interactions with char-
acteristic timescaleτs ∼ 10−23 s∼ 1 fm/c. Then the lifetime of a metastable
state, equal to the time of the formation of a single supercritical drop, is

τ = eW τs , (7.60)
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whereeW is theretardation factorowing to the Gibbs free energy barrier. This
factor can be calculated in the quasiclassical approximation,

eW =

∫ ∞

0
dG∗ P(G∗) exp

[
−2

~

∫ R2

R1

√
2Meff(R) [G(R)−G∗] dR

]
,

(7.61)
whereR1 andR2 are the classical turning points at whichG(R) = G∗. The
integral overG∗ can be evaluated using the saddle point approximation.

The expressions forW are simplified in the thermal and quantum regimes.
These regimes are separated by a characteristic temperatureTQ, which depends
onP . At T ≫ TQ the quantum tunneling is negligible andW = Gmax/kBT .
On the contrary, atT ≪ TQ the quantum tunneling dominates andW can be
approximated by itsT = 0 value which corresponds toG∗ = 0:

W ≃ −2

~

∫ R2

R1

√
2Meff (R)G(R) dR . (7.62)

These ideas have been applied for describing the nucleationof exotic
phases (pion condensate, kaon condensate, quark matter) ina supercompressed
neutron star core. However, the neutron star matter is more complicated than
liquid helium for which the original Lifshitz-Kagan theorywas developed. Ad-
ditional complications are introduced by the multicomponent structure of the
matter, by the slowness of weak interaction processes, and by Coulomb inter-
actions between charged particles.

7.8.1 Pion condensation
A model for the nucleation of pion condensate in a supercompressed neu-

tron star core was proposed by Haensel & Schaeffer (1982), who discussed also
possible astrophysical consequences of this phenomenon. Anormal neutron
star matter was approximated by a pure neutron matter. Different nucleation
paths were considered; the optimal path was found to depend on the temper-
ature of the metastable core. One possibility is to form a critical droplet of
the pion-condensed phase via a density fluctuation. Anotherway is to grow a
small pion-condensed drop to the critical size by a particlenumber fluctuation
(as suggested in the original Lifshitz-Kagan model). The system evolves along
the most probable path, which turns out to be a fluctuation ofAdrop.

Let us describe the main results in a way independent of the model for the
pion-condensed phase. The value ofAcrit strongly decreases with the growth
of the overcompression∆Pover ≡ P − P0. Thus, the lifetime of an overcom-
pressed state decreases rapidly with increasing∆Pover. The nucleation occurs
whentnucl(Pc) ∼ tevol(Pc). Because thetnucl(P ) dependence is steep, the crit-
ical value ofP = Pnucl for triggering the phase transition can be determined
with a rather good precision. Haensel & Schaeffer (1982) andMuto & Tatsumi
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(1990) applied this approach to the nucleation of pion-condensate in the super-
compressed neutron star core made of a purely neutron matter. The authors
used the expression for the surface tensionσ derived by Baymet al.(1971a). It
givesσ as a function of densities and energies of the drop and ambient matter.
The original expression was derived to describe the surfacetension of atomic
nuclei in a neutron gas of the inner neutron star crust (see§§3.3.3). For the
pion condensation problem, a nucleus is replaced by a pion-condensed droplet.
This is reasonable because theπ− condensation increases the proton fraction
compared to the ordinary neutron star matter (§7.3). On the other hand, the
neutron gas is replaced by the ordinary neutron star matter,which is also a good
approximation as long as neutrons are most abundant particles. Crucial for the
astrophysical applications is the overpressure∆Pover needed for the nucleation
in the quantum regime. As mentioned before, the pressurePnucl (or the cor-
responding densityρnucl) is determined rather well. Then one can obtain the
condition for the nucleation of pion condensate in the neutron star core during
the Universe age,tHubble ≃ 1.5 × 1010 years. Muto & Tatsumi (1990) obtain
the required overcompression∆Pover/P0 = 0.02 or 0.05, depending on em-
ployed model. Notice that puttingtnucl = τ , whereτ is given Eq. (7.60), we
consider the nucleation via the formation of a single drop.

Under typical conditions in the neutron star core (T . 109 K) the nucle-
ation proceeds via the quantum tunneling through the energybarrier. At much
higherT the thermal effects increase the nucleation rate through thermally ex-
cited droplet states. On the other hand, the growth ofT increasesPcrit. For
a newly born neutron star withT & 1010 K the nucleation proceeds in the
thermal (classical) regime (Haensel & Schaeffer, 1982).

Let us make one comment on the importance of weak interactions. Phase
transitions are usually analyzed assuming the equilibriumwith respect to weak
interactions (§7.3). However, weak interaction processes are slow and lepton
numbers can be frozen during the nucleation. The freezing, as well as the
inclusion of the Coulomb energy in the droplet formation will decrease the
nucleation rate compared to the rate obtained in beta-equilibrium. This will
increase the overpressure∆Pover required for the nucleation.

7.8.2 Kaon condensation

The formation of a droplet of kaon condensate is connected with the pro-
duction of strangeness. In this case the nucleation should involve weak interac-
tion processes. For kaon condensation in thenpeµ matter, whose equilibrium
properties were described in§7.4, the strange kaon-phase has to nucleate in the
non-strange medium. In this respect kaon condensation is different from pion
condensation or (B-Q) phase transition from baryon matter to quark matter,
where the first step is a strong-interaction process. For example, the first step in
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the B-Q phase transition is the formation of a droplet of two flavor, non-strange
(ud) quark matter in the non-strange baryon matter.

The surface tension at the interface between the normal and condensed
phases was calculated by Christiansenet al.(2000) using the non-uniform rela-
tivistic mean-field model. In the approximation in which only linear terms in the
curvature of the droplet surface are kept, the surface contribution to the thermo-
dynamic potential of a spherical droplet isσ = σs+2σc/R (see§3.4.2), where
σs is the surface tension,σc is the curvature coefficient, andR is the droplet
radius. Christiansenet al. (2000) obtainσs = 30 MeV for a small admixture
of kaon-condensed droplets in a nucleon matter. Unfortunately, their curvature
coefficient is negative, probably because of several oversimplified assumptions
made by the authors. Let us remind that the calculation ofσc is ambiguous even
for a basic problem of nuclear surface;σc depends on the assumed position of
the phase interface (see, e.g., Douchinet al., 2000, and references therein).

The nucleation of kaon condensate in a non-strangenpe matter was stud-
ied by Norsen (2002). He considered only the thermal regime and used the
nucleation theory of Langer (1969). He analyzed local density fluctuations at a
fixed volume and a fixed nucleon number of a matter element. In addition, he
assumed that the matter element is electrically neutral andcontains one density
and charge fluctuation (in the Wigner-Seitz cell approximation). The central
quantities of this study are the free energy excessF ∗ implied by the fluctua-
tion, and the number of nucleonsAcrit in the critical droplet. It was supposed
that the critical drop has enough time to acquire strangeness corresponding to
the kaon-condensed state. Following Christiansenet al.(2000), Norsen (2002)
usedσs = (20–30) MeV fm−2 and neglected the curvature term in the surface
contribution toF ∗.

It turns out that weak interaction processes producing strangeness viae+
N → νe + K− + N (where an additional nucleon is needed for momentum
conservation) andn→ p+K− are too slow to create a critical droplet of kaon
condensate from a density fluctuation during the fluctuationlifetime. Norsen
(2002) suggested that strangeness can be produced at a reasonable rate from
thermal kaon-antikaon (K−K+) pairs, but this mechanism can operate only
at extremely high temperatures typical for protoneutron stars (§1.4.2). For
kBT . 10 MeV it could operate only at a very high overcompression, where
Acrit and thereforeF ∗ are sufficiently small. However, as Norsen (2002) argues,
a protoneutron star cools so rapidly that kaon condensate has actually no time
to nucleate.

The conclusion of the above discussion is unfavorable for kaon conden-
sation in neutron stars. Thus, a neutron star, whose centralpressure at birth is
too low for the nucleation, but exceedsP0 later owing to accretion in a binary
system, may remain in a metastable non-kaon condensed stateforever. How-
ever, as soon asµe > ω0

K− (whereω0
K− is the minimum energy of a single
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zero momentum kaon in dense matter), a spontaneous formation of kaons is
possible. This occurs atρc = ρcrit, Fig. 7.6, and triggers the kaon condensa-
tion. Kinetics of kaon condensation atP > Pcrit was studied in detail by Muto
et al. (1997), Mutoet al. (2000a), and Mutoet al. (2000b). The timescale for
relaxation of dense matter to the equilibrium kaon-condensed state atρ ∼ 4ρ0
andT = 1011 K is only 10−4 s, but grows to∼ 10 s at1010 K (Muto et al.,
2000b).

The “minimal model” of thenpeµ matter may be an oversimplification.
The matter at densities relevant for kaon condensation can contain some frac-
tion of hyperons. As hyperons are strongly interacting carriers of strangeness,
their presence seems favorable for kaon condensation. A hyperon density fluc-
tuation with sufficiently large strangeness could be a seed to nucleate a droplet
of kaon-condensed matter without any strangeness production via weak inter-
actions, for instance, vian + Λ → p + n + K−. Such a strong interaction
process is allowed provided the in-medium energy ofK− satisfiesωK− ≤ µe.
However, the presence of hyperons in thermodynamic equilibrium reduces the
electron number density and chemical potential. Consequently, it pushes up the
equilibrium threshold pressure for kaon condensation or even blocks kaon con-
densation at any density. Thus, the presence of hyperons alleviates the problem
of strangeness condensation but actually hinders kaon condensation in neutron
star cores (see Ramoset al., 2001, for a more detailed discussion).

7.8.3 Quark deconfinement
Quark deconfinement is a strong interaction process and therefore can be

described by standard methods. After theud phase nucleates, weak interaction
converts about half ofd quarks intos quarks viau + d → s + u , producing
a stable quark matter. Quark deconfinement is expected to occur at very high
densities, so that the nucleationshould proceed in the quantum tunneling regime.

Iida & Sato (1997) used the model of Lifshitz & Kagan (1972), extended
to include the Coulomb contribution. The latter is available because the baryon
component, which undergoes deconfinement, is charged. Moreover, Ida and
Sato took into account the electron screening effect in the Thomas-Fermi ap-
proximation. The effect turned out to be important for the phase transition
dynamics. The timeτ needed to form a single droplet ofA = Acrit was calcu-
lated as a function of the overpressure. The authors varied the surface tension
σ at the interface of theud quark matter and the nucleon matter in the range
σ = (5−20) MeV fm−2 becauseσ is very poorly known. The electron screen-
ing allows anud droplet to grow unrestrictedly. On a timescale∼ 10−9 s the
droplet converts, via weak-interaction processes, into the stableuds matter,
forming a central quark core of the neutron star. The surfacetensionσ de-
termines the overpressure needed to create a single supercritical droplet in a
given point. In Fig. 7.7 we show the time of the droplet creation (Iida & Sato,
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Figure 7.7. Time for the formation of a single droplet of the quark matterin the neutron star
center versus the central pressureP for four values of the surface tensionσ. Equilibrium first
order phase transition between the nucleon matter and the deconfinedud phase takes place at
P = P0. From Iida & Sato (1997), with the kind permission of the authors.

1997) versus the pressureP > P0 for several selected values ofσ. Notice a
paramount importance ofσ. At a fixed value of∆Poverv = 5 MeV fm−3, the
time of the droplet formation changes fromτ < 10−20 s forσ = 5MeV fm−2 to
τ > 10100 s forσ = 10 MeV fm−2! The formation of a single droplet over the
Universe agetHubble ∼ 1.5× 1010 years requires an overpressure∆Poverv/P0

from ∼ 0.01 for σ = 5 MeV fm−2 to ∼ 0.05 for σ = 20 MeV fm−2. Dissi-
pative effects in the quantum tunneling decrease the nucleation probability at a
given∆Pover. These effects result from excitations of nucleons (unimportant
for superfluid nucleons) and from collisions of electrons with an expanding
quark droplet, which increase∆Pover compared to the non-dissipative value
(Iida, 1997).

Because the nucleation ofud droplets (if any) is expected at high densities
ρ ∼ (5 − 10)ρ0, the baryon matter is likely to contain not only nucleons but
also hyperons. As shown by Iida & Sato (1998), the presence ofa substantial
fraction of hyperons significantly lowers the density jump at the interface be-
tween the baryon matter and quark matter. This reduces an effective droplet
mass,Meff , making the nucleation easier than in the absence of hyperons. The
presence of hyperons also greatly reduces the lepton fraction as compared to a
purely nucleonic case. Therefore, in the hyperonic matter the effect of electron
screening, important for reducing the Coulomb term (that would otherwise limit
the growth of anud droplet in the nucleon matter), is negligible. However, the
charge densities of baryon components are also so small, that the Coulomb term
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is unimportant in the nucleation. All in all,∆Pover needed to gettnucl ∼ tevol
in the hyperonic matter, turns out to be a few times smaller than in the absence
of hyperons (Iida & Sato, 1998).

An important question is the outcome of the phase transitioninitiated by
the nucleation of a supercritical droplet ofud matter. The dynamics of the
growth of such a droplet was studied by Iida & Sato (1998). They find it likely
(due to a large speed of droplet expansion, combined with a relatively rapid
conversion ofd quarks intos quarks) that the inner stellar core composed of the
quark matter originates from one supercritical quark droplet nucleated at the
stellar center. Putting it differently, the formation of the mixed phase of quark
matter and baryon matter in the neutron star core is unlikely.

It is clear from Fig. 7.7 that the surface tension in a quark droplet is crucial
for calculating the nucleation rate. Alas, this quantity ispoorly known. It
is taken from theoretical studies of strangelets (dropletsof self-bound strange
quark matter)in vacuum, assuming additionallyαs = 0 (Madsen 1993a, 1994;
for a review see§3.2 of Madsen 1999 and references therein). Additional
complications and uncertainties stem from the curvature term in the surface
energy (§3.3.3 of Madsen 1999), which seems to be very important for the
stability of quark droplets withA . 100 (Madsen, 1993b) but is neglected in
calculations of the nucleation rate.

7.8.4 The nucleation of a mixed normal-exotic phase
Let us assume that the phase transition atP = P0 from a pure phase A to a

pure phase B is first order. Let us further suppose, followingFig. 7.4, that in the
pressure intervalP (m)

A < P < P
(m)
B thermodynamic equilibrium is realized in

the form of the mixed AB phase.
Consider a neutron star where the central pressurePc increases at a rate

tevol ∼ Pc/Ṗc, owing to accretion in a binary system or owing to pulsar spin-
down. Let the stellar core initially consist of the pure phase A. If the internal
stellar temperature is. 109 K (see, e.g., Miralda-Escudéet al., 1990), ther-
mal fluctuations are negligible and phase B can nucleate onlyvia quantum
fluctuations. However, as long asPc < P0, the nucleation in the quantum
regime takes too much time (τ →∞). The actual nucleation will start at some
Pc = Pnucl > P0 by the formation of a single droplet. If the expansion rate of
the first droplet is larger than the formation rate of other droplets in the core,
then the pure phase B will fill the central stellar core withP ≤ P0. This core
will then coexist with the outer layer of phase A, with the baryon density drop
nB − nA at the interface. Such a scenario seems likely in the nucleation of the
quark matter (§7.8.3). Its consequences will be analyzed in§§7.9.4 and 7.10.

The central temperature of a protoneutron star stays high,Tc & 1011 K, for
some tens of seconds. This time may be sufficient to complete the nucleation
of phase B atP < P0 and mix phases A and B, achieving thermodynamic
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equilibrium. However the stellar core may have no possibility to remain in
thermodynamic equilibrium because of too rapid cooling toT . 1010 K. Thus,
the final mixed state may be different from the strict ground state of the core at
T = 0. This mixed phase may remain “frozen” in some metastable state.

Finally, let us mention two difficulties in forming a mixed phase of kaon-
condensed matter. As discussed in§7.8.2, it is difficult to nucleate kaon con-
densate because of slow weak interaction processes. One needs very high
T & 1011 K and low kaon effective masses for the condensation via thermal
fluctuations. This may happen only in massive newly born neutron stars with
exclusively high central temperatures and densities, where a mixed-phase core
could be formed. Medium-mass neutron stars have insufficiently high cen-
tral densities to nucleate kaon condensate at their birth. On the other hand,
high-mass neutron stars, which gain their mass by accretion, can remain in
a metastable state forever, because their internal temperature is too low for
nucleating kaon condensate in their cores.

7.9. Phase transitions and neutron star structure
In previous sections we analyzed the effects of first-order and second-order

phase transitions on the EOS of dense matter. Now let us discuss possible impact
of these effects on neutron star structure. Unfortunately,the existence of exotic
phases cannot be strictly proven by the present theory. Therefore, the question
Is a specific exotic phase present in a neutron star core?can be answered
only by unambiguous identification of signatures of this phase in neutron star
observations.

We will pay special attention to the behavior of global stellar parameters
just after the formation of a new phase in the stellar core. The general relativistic
theory was developed by Haenselet al. (1986a) and Zduniket al. (1987); its
simpler Newtonian version had been presented earlier by Schaefferet al.(1983).

7.9.1 Linear response to a phase transition in the neutron
star center

A stellar configuration with a small core of the higher-density phase B can
be constructed by considering a perturbation of the “reference” configurationC0
with the central pressurePc = P0 (at the phase transition point) and the central
densityρ

A
(of the lower-density phase A at this point). Global parameters of

C0 will be marked by the subscript 0. Configurations built exclusively of phase
A will be denoted byC, whereas those containing the higher-density phase
phase B will be denoted byC∗. Let rB be the radius of the B-phase core (Fig.
7.8). Stellar parameters of configurationsC∗ will be marked by asterisk. The
small parameter of the perturbative expansion isrB ≡ rB/R0. In view of its
smallness, the only parameters characterizing the phase transition atP = P0



392 NEUTRON STARS

Figure 7.8. Metastable one-phase stellar configurationC withPc > P0 and stable configuration
C∗ with the same baryon number. ConfigurationC has an overcompressed stellar core of radius
r
A

, such thatρ(rc) = ρ
A

. ConfigurationC∗ has a core of the phase B of radiusr
B

with
P ∗(r

B
) = P0. For further explanations see the text.

are the densities (ρ
A

, ρ
B

)10 and adiabatic indices (γ
A

, γ
B

) at both sides of the
phase transition. To the lowest order inrB , the central density of configuration
C∗ with a small core of the new phase B is

ρ∗c ≃ ρB

(
1 +

1

6
κ

B
r2
B

)
, (7.63)

wherex
B
= P0/(ρB

c2) and the parameterκ
B

is defined by

κ2
B
= (1 + x

B
)(1 + 3x

B
)
4πGρB R

2
0

v2
B

, v2
B
=

(
dP

dρ

)

B

, (7.64)

wherev
B

is the sound speed in phase B atP = P0.11 In the lowest-order
approximation, the global parameters characterizing configurationC∗ with a
small core of phase B are:12

M∗ = M0 + (3− 2λ+ 3x
A
) cM r

B
2 , (7.65a)

A∗ = A0 + (3− 2λ+ 3x
A
) cA rB

2 , (7.65b)

R∗ = R0 + (3− 2λ+ 3x
A
) cR rB

2 , (7.65c)

I∗ = I0 + (3− 2λ+ 3xA) cI rB
2 , (7.65d)

wherex
A
= P0/(ρA

c2), andλ = ρ
B
/ρ

A
specifies the density jump. Coeffi-

cientscM , cA, cR, andcI can be calculated numerically after constructing the
reference configurationC0 (Haenselet al., 1986b; Zduniket al., 1987).

10The density jump (ρ
B
> ρ

A
) corresponds to first-order phase transition. There is no density jump

(ρ
A

= ρ
B

) for second-order phase transition or for transition to a mixed phase.
11Derivatives of any physical quantityQwith respect to density (or any other variable) for configuration C∗,
taken at sides A and B of the phase interface, will be denoted by ( dQ/dρ)

A
and( dQ/dρ)

B
, respectively.

12To avoid confusion, in the rest of the present chapter the total baryon number of a stellar configuration will
be denoted byA.
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Figure 7.9. Stellar mass versus central density for EOSs with a phase transition atP = P0

without any density jump (thick lines).C0 is the last stellar configuration composed exclusively
of phase A; its central pressure and density arePc = P0 andρc = ρ

A
. Thin lines represent

configurations calculated for the EOS without any phase transition. Dotted segments show
unstable configurations.Panel(a): Moderate softening of the EOS.Panel(b): Strong softening
producing the unstable branch betweenC∗

m andC∗
min (the thick dotted line) and theseparate

branch of superdense starsbetweenC∗
min andC∗

max.

In the same way one can obtain the expressions for the global parameters
of configurationC of the pure phase A, with a small overcompressed core of
radiusr

A
and central densityρc ≃ ρA

(1+ 1
6 κ

2
A
r2
A
). It is sufficient to putλ = 1

and replace all indices B by A.
In what follows, we will distinguish the case of moderate andstrong soft-

ening of the EOS by a phase transition. We will refer to the phase transition
asmoderate, if it does not produce an unstable segment in theM − R and
M − ρc curves. In the opposite case ofstrong softening, the phase transition
will produce this unstable segment, which separates a family of lower-density
stars from a distinct family of superdense compact objects.

7.9.2 Moderate softening without any density jump
In this caseρ(P ) is continuous,λ = 1, but the adiabatic indexγ = (nb/P )

dP/dnb drops when the new phase forms atρ = ρ
A

. The appropriateM − ρc
curve is displayed in Fig. 7.9a. This situation is typical for hyperonization and
also for transitions to a mixed phase (baryons and pion or kaon condensate,
baryons and quark matter). In the latter case, the mixed phase exists up to
some limiting density, where phase A disappears andγ undergoes the second
discontinuous change (actually, an increase).

Derivatives of the global parameters (M , I,R, andA) with respect toρc are
easily calculated using Eqs. (7.65) in the vicinity ofC0. They are discontinuous
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at ρc = ρA. Let ( dM/dρc)A and( dM/dρc)B denotedM/dρc taken at the
lower-density and higher-density sides ofρc = ρA , respectively.

It is straightforward to calculate( dM/dρc)B using the formulae of§7.9.1.
First we express bothdM∗ and dρ∗c in terms ofr

B
,

dρ∗c =
1

3
ρ
B
κ

B
r
B
dr

B
, dM∗ = 2 (1 + 3x

B
) cM r

B
dr

B
, (7.66)

which results in (
dM∗

dρ∗c

)

B

= 6 (1 + 3xB)
cM
ρ
B
κ

B

. (7.67)

Similarly, we can calculate the derivative from side A taking into account that
it is continuous along the one-phase (C) family,

(
dM

dρc

)

A

= 6 (1 + 3x
A
)
cM
ρ
A
κ

A

. (7.68)

BecauseρB = ρA andxB = xA in a second-order phase transition, we finally
get (omitting asterisks):

(
dM

dρc

)

B

=
γ
B

γ
A

(
dM

dρc

)

A

. (7.69)

Similar relations hold fordI/dρc and dR/dρc. Therefore, the derivatives
dM/dR, dI/dM , and dI/dM are continuous when the new phase forms.
Using Eq. (7.69) one can also show thatdM/dPc is also continuous atPc = P0.

7.9.3 Strong softening without any density jump: The third
family of compact stars

This is the case of extremely strong decrease ofγ after the phase transition,
followed by hardening of the EOS at still higher densities. In this case the
M −ρc curve has two stable branches of static equilibrium configurations (Fig.
7.9b) corresponding to two distinct families of neutron stars. The first (lower-
density or normal) family is continuously connected with low-mass neutron
stars. The second family contains “compact neutron stars”.It will be called
the “higher-density family” or “superdense family”. The stable configurations
belonging to the superdense family have central densitiesρ∗min < ρ∗c < ρ∗max

and massesM∗
min < M∗ < M∗

max. They are more compact and tightly bound
than configurations containing the same number of baryons and belonging to
the normal branch.

The family of superdense stars deserves a general remark. These stars
form actually thethird family of compact starsbuilt of degenerate matter, after
the well known white dwarfs and “lower-density” neutron stars.



Neutron stars with exotic cores 395

Two examples of phase transitions with strong softening of the EOS
without any density jumps are given by Glendenning & Kettner(2000) and
Schaffner-Bielichet al.(2002). In the model of Glendenning & Kettner (2000),
the softening results from the appearance of a phase of quarks and baryons
and takes place for a substantial quark fraction. Their EOS stiffens at higher
densities when the mixed phase is replaced by the pure quark phase. In the
model of Schaffner-Bielichet al. (2002) the softening is due to the copious
appearance of hyperons. It is followed by a substantial stiffening of the EOS
at higher densities. Similarly to the first example, it leadsto the appearance
of the “higher-density branch” of theM − ρc curve; the models belonging to
this branch are mostly composed of hyperons. In both examples, the maxi-
mum mass of the “higher-density branch” is lower than for the“lower-density”
family, M∗

max < Mmax.
At the same baryon number, the energyM∗c2 of a high-density configura-

tion is smaller than the energy of a lower-density one. LetA∗
min andA∗

max de-
note the limiting baryon numbers of stable configurations ofthe higher-density
branch. ForA∗

min < A < A∗
max, true stable configurations are those belonging

to the higher-density branch, whereas configurations consisting of the same
number of baryons and belonging to the lower-density brancharemetastable.
Possible manifestations of these properties will be discussed in§§7.9.7 and
7.9.8.

7.9.4 Moderate softening with density jump
Now consider the softening of the EOS due to a phase transition accompa-

nied by a density jump. The phase transition occurs atP = P0, where the pure
phase A of densityρ

A
coexists with the pure phase B of higher densityρ

B
. Then

the relative density jump isλ = ρ
B
/ρ

A
> 1. Because of the discontinuity ofρ

atP = P0, equilibrium configurations have to be parameterized by thecentral
pressurePc. Let us remind that for any global parameterQ of an equilibrium
configuration

dQ

dρc
=

c2Pcγc
Ec + Pc

dQ

dPc
. (7.70)

Consider configurations in the vicinity ofC0. As can be deduced from
Eqs. (7.65), the appearance of a core of the new phase impliesa discontinuous
change of the derivativesdM/dPc and dR/dPc. Using the same method as
in §7.9.2, we get
(

dM

dPc

)

B

=
2(λ− λcrit)
1 + 3x

B

(
dM

dPc

)

A

, λcrit ≡
3

2

(
1 +

P0

ρ
A
c2

)
. (7.71)

The equations for the derivatives ofI andR are similar. Although these deriva-
tives suffer jumps, the derivativesdM/dR, dI/dR, dI/dM are continuous
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Figure 7.10. Mass versus central pressure for EOSs containing phase transition with a den-
sity jump (thick lines). C0 is the last configuration (Pc = P0) composed exclusively of the
lower-density phase. Thin lines show configurations calculated using EOSs without any phase
transition. Dotted segments correspond to unstable configurations.Panel(a): Moderate soften-
ing of the EOS.Panel(b): Strong softening producing the unstable branch between C0 andC∗

min

(the thick dotted line) and the separate branch ofsuperdense starsbetweenC∗
min andC∗

max. For
further explanation see the text.

at the phase transition.13 Of course, Eq. (7.71) transforms into Eq. (7.69) in the
limit of λ→ 1.

Let us stress the importance of the factorλ− λcrit = (3 − 2λ + 3x
A
)/2.

In principle, it could benegative. Then the first-order phase transition could
destabilizea stellar configuration (see the next subsection). However,for mod-
erate softening withλ . 1.5, considered in the present subsection, this factor
is positive.

7.9.5 Strong softening with density jump: The third family
of compact stars

Such a phase transition corresponds toλ = ρB/ρA > λcrit. In this case the
appearance of a small core of phase B destabilizes the neutron star. Using Eqs.
(7.65) one can see that in the presence of such a coredM/dρc < 0. These
configurations are thereforeunstableand collapse intostableconfigurations
with large cores of phase B. Theinstability conditionλ > 3

2(1 + P0/ρA
c2)

had been first derived by Seidov (1971) using the static energy method. Ten

13This property stems from the the linear response theory formulated in 1986–1987 (Haenselet al., 1986a;
Zdunik et al., 1987). Later it was rederived by Lindblom (1998) who used detailed and strict mathematical
analysis of equilibrium configurations for an EOS exhibiting first-order phase transition.
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Figure 7.11. Vicinity of the “reference configuration”C0 with Pc = P0 in theM −R plane for
phase transitions withλ < λcrit (left) andλ > λcrit (right). The dotted segment corresponds
to unstable two-phase configurations. Arrows connect configurations with the same baryon
numbers.

years later this condition was rediscovered by Kaempfer (1981) who studied the
necessary condition for the onset of neutron star collapse initiated by a phase
transition in its center. It is worth to mention that the Newtonian version of this
criterion (λ > 3

2 ) had been first obtained by Lighthill (1950) (see also Ramsey,
1950) in the context of stability of planets. Relativistic effects stabilize neutron
stars with small cores of phase B by increasingλcrit. The increase can be as
high as∼ 0.2. The dynamics of the collapse of configurations with a small
core of phase B will be studied in§7.9.8.

Stable equilibrium configurations of neutron stars split into two families
visualized in Fig. 7.10b. The superdense branchC∗minC∗max forms thethird
family of compact stars, apart from white dwarfs and lower-density neutron
stars. Contrary to the instability triggered by second-order phase transition
(associated with the hyperonization or the appearance of a mixed phase of
quarks and baryons,§7.9.3), for the instability atλ > λcrit one typically has
Mmax < M∗

max andAmax < A∗
max (see, e.g., Brown & Weise, 1976; Haensel

& Prószyński, 1982; Migdalet al., 1990). Possible observational consequences
of this behavior are described in§7.9.8.

7.9.6 The proof of the inequalityM∗(A) < M(A)

Let us consider the right panel of Fig. 7.11 and introduce thedimensionless
quantityF =

√
1− 2GM/Rc2. We will treatF as a function of the baryon

number of a neutron star configuration and distinguish threebranches of the
M −R diagram. The branch of normal configurations hasA(C) < Amax; the
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dependence ofF onA along this branch will be denoted asF (A). The second
branch betweenC0 andC∗min refers to unstable configurations withA∗

min <
A < A0, whereA0 ≡ A(C0); the corresponding function will be denoted by
Funst∗(A). Finally, the third branch describes stable compact configurations
with A∗

min < A < A∗
max; the associated function will be denoted asF∗(A).

Consider configurationC1 with the same baryon number asC∗1 (Fig. 7.11).
Using the small-increment theorem, Eq. (6.52), we can express the masses of
both configurations as

M(C1) = M(C0) +
∫ A1

A0

F (A) dA , (7.72)

M(C∗1) = M(C∗0) +
∫ A1

A0

F∗(A) dA . (7.73)

On the other hand, the small-increment theorem enables us torelateM(C∗0) and
M(C0),

M(C∗0) =M(C0) +
∫ A0

A∗
min

[F∗(A)− Funst.∗(A)] dA . (7.74)

At a givenA, the differences in the values ofM(A) of the three branches are
much smaller than the differences inR. Therefore, one hasF (A) > F∗(A)
andFunst∗(A) > F∗(A) under the integrals, and thusM∗(A) < M(A). The
proof is even simpler for aC1 → C∗1 transition shown in the left panel of Fig.
7.11.

The inequalityM∗(A) < M(A) is quite general. It means that the change
in the EOS associated with the phase transition always lowers the total energy
of the star. However, the reader should be warned that the energy excess∆E =
(M −M∗)c2 is usually very small. Therefore, while calculating∆E one has
to be sure that the EOS satisfies the condition ofthermodynamic consistency
discussed in§6.4.1. Otherwise, there is a danger of violating the strict inequality
M∗(A) < M(A), leading to an apparent paradox: a phase transition in a
neutron star core is blocked by global energy conservation!

7.9.7 Nonequilibrium first-order phase transition and its
consequences

Nucleation initiated by first-order phase transition was analyzed in§7.8.
Here we discuss the nucleation of a new phase in the stellar center associated
with the compression of matter owing to accretion or pulsar spindown. The
compression timescale in the stellar center istcomp ∼ Pc/Ṗc. As stressed in
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§7.8, the problem of phase transitions iskinetical.14 LetP0 be the pressure of the
equilibrium phase transition. In the quantum tunneling regime the nucleation
time atPc = P0 is infinite. Therefore, in reality the phase transition willtake
place off equilibrium, in a metastable core at somePc > P0 at whichtnucl ∼
tcomp. The nonequilibrium appearance of the new phase in a supercompressed
stellar core will destroy hydrostatic equilibrium. It is expected to trigger a
neutron star “corequake” (or “minicollapse”) due to the rapid formation of a
core of a denser phase. It produces a discontinuous drop of the moment of
inertiaI and a jump of rotation frequency, i.e., a pulsar glitch (§1.4.4).

Even more serious complications arise in a transition to a mixed phase.
An example is a mixed quark-baryon phase considered by Glendenninget al.
(1997). In full equilibrium, this phase exists atP > P (m)

A
, lower than the

pressure required for the equilibrium first-order phase transition from a pure
baryon phase to a pure quark phase. Thus, the nucleation of the denser phase at
P = P (m)

A
is virtually impossible at temperatures of a few times108 K typical

for interiors of middle-aged radio pulsars. Therefore, thephase transition will
proceed in a nonequilibrium way at much higher pressure. It is expected to lead
to the formation of the pure quark core (see§7.8.4) and it will be accompanied
by a strong stellar corequake. The drop inI and the jump in spin frequency,
occurring on a dynamical timescale, will be significant. Therefore, we expect
that characteristic signatures of quark-deconfinement phase transition are dif-
ferent from those resulting from an equilibrium formation of the mixed-phase
core considered for instance, by Glendenninget al. (1997) and Chubarianet
al. (2000). Only a very high temperature in a newly born neutron star could
allow for the formation of a mixed phase in quasi-equilibrium, because strong
thermal fluctuations would produce then a very rapid nucleation of the quark
phase.

7.9.8 Large-amplitude corequake and collapse
This phenomenon may occur if the softening of the EOS in a phase tran-

sition results in two families of stable configurations; seeFig. 7.10b. Consider
configurationCi on the lower-density branch in Fig. 7.11b. Strictly speaking,
Ci is metastable, because configurationC∗i with the same baryon number has
lower energy. However, the transitionCi → C∗i would require overcoming a
huge energy barrier. Therefore, it can occur only at the neutron star birth, when
the required energy could be provided by large-amplitude motions. Otherwise,
configurationCi can be treated as stable. If the neutron star accretes matter, its
equilibrium configuration changes quasistatically, moving upward along theC-

14Even for the simplest transition with the appearance of a newhyperon species one has to check if the system
is in full equilibrium. Typically, it is not because atT . 108 K, characteristic of middle-aged pulsars, the
timescale of establishing beta equilibrium in thenpeµmatter is longer than the compression timescale.
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branch. The central pressure will increase reaching at somemoment the value
Pc = P0 corresponding to theequilibrium first-order phase transition. How-
ever, as the compression of the matter in the stellar center is quasistatic and
takes place at relatively low temperature, the star will continue moving along
the thin lineC having a small growing core of metastable, supercompressed
phase A. When the over-compression reaches the critical value∆Pnucl in the
center of configurationC1, phase B will start to nucleate, initiating a transition
to configurationC∗1 with a large core of phase B. The kinetics of the nucleation
of pion condensate, kaon condensate, and quark matter has been analyzed in
§7.8.

During the collapseC1 → C∗1 , the stellar radius shrinks and a large amount
of energy is liberated. The moment of inertia decreases, accelerating stellar
rotation. The dynamics of a large-amplitude collapse triggered by a first-order
phase transition was studied by Migdalet al.(1979); Kaempfer (1982); Berezin
et al. (1982, 1983); Berezin & Dmitrieva (1984); Haenselet al. (1990a). Neu-
tron star corequakes (or mini-collapses) produced by first-order phase transi-
tions in the neutron star cores were useful in modeling some gamma-ray bursts
(Ramatyet al., 1980, 1981; Ellison & Kazanas, 1983; Haensel & Prószyński,
1982; Muto & Tatsumi, 1990). However, detailed hydrodynamic simulations
of such a mini-collapse show that while the collapse and subsequent bounce
can easily impart the energy& 1050 erg in the ejected envelope, the rest mass
of the ejecta is too high to consider this phenomenon as a viable gamma-ray
burst mechanism (Fryer & Woosley, 1998). To get the mean Lorentz factor
[1 − (v/c)2]−1/2 & 100 required for producing a fireball and subsequent ob-
served gamma-ray burst at a cosmological distance, an energy ∼ 1051 erg must
be imparted in less than10−5 M⊙ of the ejected baryon mass; the calculated
rest mass of the ejecta turns out to be orders of magnitude larger.

The case shown in Fig. 7.9b is different. Consider configuration C1 on the
lower-density branch and assume the hyperonization of dense matter. Accre-
tion will quasistatically change the configuration, increasing its mass, baryon
number, and central density. The appearance of hyperons will soften the EOS
and bend theM − ρc line. After reachingCmax, the star is doomed to a col-
lapse: further accretion triggers the dynamical instability. If Amax > A∗

max

the star collapses into a black hole. The families of neutronstar configurations
with Amax > A∗

max were constructed by Glendenning & Kettner (2000) and
Schaffner-Bielichet al.(2002). It is clear, that the high-density branch between
C∗min andC∗max cannot by reached in the course of the quasistatic evolutionof
configurations belonging to the normal, lower-density branch. Consider con-
figurationC1 of such a total baryon numberA1 thatA∗

min < A1 < A∗
max. It

has lower binding energy than configurationC∗1 of the same total baryon num-
ber. WhileC1 is strictly speaking metastable, the transitionC1 → C∗1 requires
overcoming a huge energy barrier. ThereforeC1 is actually stable with respect
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to small-amplitude perturbations and a transition to the high-density branch
requires large-amplitude motions with the kinetic energy exceeding the height
of the relevant energy barrier. This situation may occur at the neutron star birth
in a gravitational collapse of a massive stellar core withA < A∗

max.

7.10. Changes in stellar parameters due to a corequake
Consider an EOS with a first-order phase transition atP = P0, as shown in

Fig. 7.6a. Let the pressure in the neutron star center bePc < P0. Assume that
Pc increases due to accretion or pulsar spindown. The compression timescale
is tcomp ∼ Pc/Ṗc. As long asPc ≤ P0, the stellar core is built of the pure,
stable phase A; such a configuration will be denoted byC. After Pc crossesP0

two possibilities can occur. If the nucleation timescaletnucl of phase B is much
shorter thantcomp then the core of phase B starts to grow just afterPc exceeds
P0. However, because the star is relatively cold and the energybarrier is rather
high, we typically havetnucl ≫ tcomp and the compression toPc > P0 will lead
to the formation of a metastable core of supercompressed phase B. The radius
of this corer

A
is determined by the equationP (r

A
) = P0. With the increase

of Pc the value oftnucl rapidly decreases. At somePc = Pnucl (corresponding
to the central densityρnucl) we havetnucl ∼ tcomp and phase B will nucleate.
This will lead to a local pressure deficit, violation of hydrostatic equilibrium,
and acorequakeresulting in the formation of a stable configurationC∗ with a
core of phase B. The core radiusr

B
is determined byP (r

B
) = P0.

Let us assume that there is no mass ejection during theC → C∗ transition,
A(C)∗ = A(C). We will determine changes in stellar parameters, such asR,
I, andM , for the case in whichr

A
andr

B
are much smaller than the stellar

radius and deviations from spherical symmetry are negligible. In this case we
can apply the linear response method developed by Haenselet al. (1986b) and
Zdunik et al. (1987). The main results are described below.

LetC0 be the last stable configuration of phase A (Pc = P0). It will be used
as a reference configuration; its parameters will be labelled by “0”. As already
mentioned in this chapter, small dimensionless parametersof the problem are
r
A
≡ r

A
/R0 andr

B
≡ r

B
/R0. The conditionA(C) = A(C∗) leads to the

relation betweenr
A

andr
B
. It can be obtained neglecting fourth and higher

powers ofr
A

andr
B

:

(1 + 3x0) r
2
A
= (3− 2λ+ 3x

A
) r2

B
− (λ− 1) a r3

B
. (7.75)

Here,λ = ρB/ρA > 1 andxA = P0/ρAc
2; the dimensionless factora can be

calculated after constructing the reference configurationC0.
For ρc(C0) & 2ρ0 the factora increases with the growth of massM0 =

M(C0) (Haenselet al., 1986b). In the linear-response approximation (which is
valid atM0 . 0.9Mmax) for a broad class of EOSs of phase A this dependence
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can be fitted by a simple formula (P. Haensel 2002, unpublished)

a(M0) ≃ 15 (M0/Mmax)
2 . (7.76)

In order to avoid the introduction of non-linear terms, we assume that
configurationsC∗ with any arbitrarily small core of phase B are stable. This is
valid for3−2λ+3xA > 0 (see§7.9.4), whenrA → 0 impliesrB → 0. Then the
linear response method enables us to derive simple lowest-order expressions for
the changes inR andI due to the transitionC → C∗ associated with a corequake
(see Fig. 7.8):

∆R = R(C∗)−R(C) = −(λ− 1)αR r
3
B
R0 +O(r5B) , (7.77)

∆I = I(C∗)− I(C) = −(λ− 1)αI r
3
B
I0 +O(r5B ) , (7.78)

whereαR andαI are dimensionless parameters defined by the basic configura-
tion C0. In the mass rangeM⊙ .M0 . 0.9Mmax they depend weakly onP0.
For a medium-stiff EOS of phase A Haenselet al. (1986b) obtainedαR ≃ 3
andαI ≃ 7.

The appearance of the core of phase B is accompanied by the energy release

∆E = [M(C)−M(C∗)] c2 , (7.79)

which results from the gain in the gravitational energy partly compensated by
the increase of the proper (internal) energy (see§6.3) due to the compression of
the stellar matter. As shown by Zduniket al.(1987), this compensation removes
the terms proportional tor3

B
andr4

B
, leaving∆E ∝ r5

B
. The expression for

∆E is derived by combining the linear response approximation with the small-
increment theorem, Eq. (6.52):

∆E = (λ− 1)αE r
5
B

[
3− 2λ+ 3x

A
− 5

4
(λ− 1)ar

B

]
E0 +O(r7B) , (7.80)

whereE0 =M0c
2 = 1.788×1054 M0/M⊙ erg. For moderately stiff EOSs of

phase A andM⊙ .M0 < 0.9Mmax, one gets a remarkably constantαE ≃ 0.2
(Haenselet al., 1986b).

7.10.1 Estimates of∆R, ∆I, and∆E in corequakes
The lowest-order approximation for∆R can be rewritten as

∆R ≃ −3(λ− 1)
( r

B

100 m

)3( 10 km
R0

)2

m . (7.81)

The actual shrinking of the stellar radius may be very small.AssumingR0 =
10 km, one gets the shrinking by∆R ≃ 2 m for a 100 m core andλ − 1 =
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0.2. However, recall that the shrinking occurs in a huge gravitational field.
Moreover,∆R ∝ r3

B
. ForrB = 500 m and the sameλ we obtain∆R ≃ 200

m, an impressive neutron star quake which would be terrifying by our terrestrial
standards.

The lowest-order approximation for∆I is

∆I

I
≃ −7× 10−6 (λ− 1)

( r
B

100 m

)3(10 km
R0

)3

. (7.82)

Assuming againR0 = 10 km , r
B
= 100 m, andλ− 1 = 0.2 the change inI

will induce a pulsar spin-up typical for pulsar glitches (§1.4.4). Forr
B
= 500

m, one gets a spin-up with∆Ω/Ω = |∆I|/I ≃ 10−4 which becomes a distinct
manifestation of a phase transition in the stellar core.

The upper bound to the energy release∆E due to a neutron star corequake
in the lowest-order linear response approximation reads:

∆E ≃ 5× 1043 (λ− 1) [3− 2λ+ 3xA + (λ− 1) a rB ]

×
( r

B

100 m

)5( R0

10 km

)5 M0

M⊙
erg . (7.83)

ForM0 = 1.4M⊙, a = 10 andλ − 1 = 0.3, the formation of the core with
radiusr

B
= 100 m is accompanied by the energy release∼ 1044 erg. The

energy release grows rapidly with increasingr
B

. For r
B

= 1 km, we get
∆E ∼ 1049 erg.

7.11. Mixed-phase core and neutron star corequakes
Consider a phase transition to a mixed phase AB (labeled by ‘m’). Let the

central pressure of a stellar configurationC be slightly lower than the threshold
pressureP (m)

A
for the appearance of the mixed phase (Fig. 7.11a). Let the

central density and pressure increase owing to accretion orstellar spindown.
After Pc crossesP (m)

A
, a metastable core of phase A with radiusrA starts to

grow. The nucleation of phase B in the metastable phase A willtrigger the
transitionC → C∗, where the stable configurationC∗ is assumed to have a
mixed-phase core of radiusrm. In contrast to the case described in§7.10, we
have no density jump atP = P (m)

A
, so thatλ = 1 and it is only the adiabatic

indexγ which suffers a drop atP = P (m)
A

. We haveγ
A
> γm, whereγA and

γm are the adiabatic indices of phases A and m atP = P (m)
A

. The leading-
order expressions for the changes ofR, I, andE (the energy release) in a
corequake initiated by theC → C∗ transition can be obtained in the linear
response approximation (as in§7.10). The only parameter of the mixed-phase
EOS, which enters leading-order expressions, is the adiabatic index calculated
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in the limit of vanishing fraction of phase B,

γm =

(
nb
P

dP

dnb

)

P=P
(m)
A +0

. (7.84)

The drop ofγ atP = P (m)
A

is as significant as the jump ofnb atP = P0 for
a transition between pure phases. Therefore, it is convenient to factor-out the
dependence of leading quantities onγ

A
andγm in such a way that the linear

response coefficients vanish automatically atγ
A
= γm. Following Bejgeret al.

(2005a), we can rewrite the leading-order formulae in the form:

∆R = R(C∗)−R(C) = −(γ
A
/γm − 1)βR r

5
m R0 ,

∆I = I(C∗)− I(C) = −(γ
A
/γm − 1)βI r

5
m I0 ,

∆E = [M(C) −M(C∗)]c2 = (γA/γm − 1)βE r
7
mM0c

2 . (7.85)

Lower-order terms available atλ > 1 in Eqs. (7.77), (7.78), and (7.80) are now
absent because they contain the factor(λ− 1) vanishing atλ = 1.

For a given EOS of non-exotic phase A, the coefficientsβQ are well defined
functions ofM0. Bejgeret al. (2005a) calculated them versusM0 for the SLy
EOS. In the mass range0.8M⊙ . M0 . 1.5M⊙ they stay almost constant,
βR ≃ 0.8, βI ≃ 2.0, andβE ≃ 0.5. Notice that these constant values ofβQ
are close to one-third of the parametersαQ (which determine linear response
to a first-order phase transition considered in§7.10 for a medium-stiff EOS).

For1.5M⊙ .M0 . 0.9Mmax, the values ofβQ smoothly increase with
growingM0. At M0 ∼ 0.9Mmax they are larger than the constant values. All
in all, βQ vary by less than a factor of two within a broad range of masses
0.5M⊙ . M0 . 0.9Mmax. Similar results were obtained also for the FPS
EOS (Bejgeret al., 2005a).

ParametersβQ rapidly increase forM0 → Mmax as well as in the limit
of low M0. A strong increase ofβQ indicates a strong softening of the star
with respect to radial perturbations when a core of the mixedphase appears,
and implies the breakdown of the linear response approximation. In both cases
of high and lowM0, one approaches an instability with respect to small radial
perturbations. AtM0 →Mmax this is the relativistic maximum-mass instability
leading to a collapse into a black hole (§6.5.1). ForM0 → Mmin ≃ 0.1M⊙,
neutron stars become less bound, ready to be unstable with respect to explosion
(see§§6.5.1 and 6.7.2).

The problem of the nucleation of phase B in the mixed-phase state has been
discussed in§7.8.4. For an accreting or spinning-down pulsar, thermal effects
are expected to be small and phase B will nucleate atPc = Pnucl & P0 > P (m)

A
.

Then phase B will likely equilibrate with phase A by forming amixed-phase
state, which extends to pressuresP (m)

A
< P0. Therefore, at a fixed stellar baryon
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numberA, bothrA and the radiusrm of the mixed-phase core are expected to
be larger than the radiusrB for the core of pure phase B.





Chapter 8

STRANGE MATTER AND STRANGE STARS

8.1. Introduction

This chapter is different from others. It deals with objectswhich, at the
time of this writing, are hypothetical. We do not know whether strange matter
and strange stars exist or not. We start with the discussion of the strange matter
hypothesis (§8.3). Its history is described in§8.4. Models of strange matter are
presented in§§8.5–8.8. Finally,§8.9 is devoted to other speculative self-bound
phases of super-dense matter.

Assuming the strange matter hypothesis, we develop models of strange
stars. The history of strange-star physics is presented in§8.10. Models of
non-rotating bare strange stars are studied in§8.11. In§8.12 we present the
proof that strange stars do not contain heavy quarks (c, b, t). The surface of
bare strange stars is studied in§§8.14 and 8.15.§8.16 is devoted to strange
stars with the crust of normal matter. Apparent radii of strange stars, important
for their observational identifications, are studied in§8.17. A conversion of
neutron stars into strange stars is outlined in§8.19. Basic properties of “even
stranger” stars built of abnormal matter and Q-matter are reviewed in§8.20.
Rotating strange stars are studied in§8.21.

8.2. Units

A comment on units may be useful. In the literature, two different conven-
tions concerning the bag constantB of the MIT Bag Model are used. Particle
physics theorists prefer to set~ = c = 1 and measureB in MeV4. We will
denote this value byB. However, one often prefers to measure the bag constant
in the “nuclear physics units,” MeV fm−3, and we follow this convention. Our
value of the bag constant, denoted byB, is related to the particle-physics one
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via B = B/(~c)3. For example,B1/4 = 145 MeV corresponds toB = 57.5
MeV fm−3.

8.3. The strange matter hypothesis
We are used to the fact that stable forms of matter do not contain strange

quarks. In particular, under laboratory conditions hyperons and hypernuclei are
unstable and decay into nucleons and ordinary nuclei, respectively. However,
the situation changes if we consider the matter under extremely high pressure,
at densities at which baryons loose their identity and transform into quasi-free
u andd quarks (for simplicity, we neglect an admixture ofs quarks provided
by hyperons which may appear at high densities). At such highdensities, and
for temperatures relevant for stellar objects, the matter is strongly degenerate
and thermal effects are small. At a given pressureP , a stable state of the matter
is realized at the smallest baryon chemical potentialµb = (E + P )/nb.

The situation presented schematically in the left panel of Fig. 8.1 corre-
sponds to the deconfinement of quarks in a nucleon matter atP = PD. If
P > PD, the baryon matter is unstable with respect to the transformation into
theud plasma. However, the value ofµb in the deconfined phase can be further
reduced by the conversion of about half ofd quarks intos quarks. The con-
version proceeds via weak-interaction process, in contrast to the conversion of
baryons into quarks, which is a strong-interaction process. Actually, as shown
in the left panel of Fig. 8.1, theuds matter in weak-interaction equilibrium,
with strangeness per unit baryon number≈ −1, becomes theground state of
the matterfor P > PDS, wherePDS is smaller thanPD. Let us assume that the
models ofud anduds quark matter can be extrapolated to the zero pressure.
Such an extrapolation is possible within the MIT Bag Model, described in§8.5.
The standard situation, presented schematically in the left panel of Fig. 8.1, is
such that at small pressures, particularly atP → 0, the stable matter consists
of nucleons and does not contain strange quarks. The true ground state of the
cold “ordinary” matter is the56Fe crystal withE0 ≡ µb(P = 0) = 930.4 MeV
(§3.2).

Thestrange matterhypothesis is shown schematically in the right panel
of Fig. 8.1. Theuds matter remains absolutely stable even atP = 0. This
means that sufficiently heavy droplets of theuds matter with baryon number
A > Amin ≫ 10 (to reduce the surface effects) have lower energy per baryonat
zero pressure than56Fe. Then ordinary heavy nuclei aremetastablewith respect
to the transition into the strange-matter. This does not contradict experimental
data because the lifetime of the metastable nuclei could be extremely long.
The transition to the true ground state requires, roughly speaking, anAth order
weak-interaction process needed tosimultaneouslyconvertA ∼ 102 ofdquarks
into s quarks. It is a simple exercise to show that the lifetime is longer than
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Figure 8.1. Baryon chemical potential versus pressure for baryonic matter (N), electrically
neutralud matter, anduds matter in weak-interaction equilibrium.PD is the threshold pressure
for the deconfinement of theud matter, andPDS is the threshold pressure above which theuds
matter becomes more stable than the baryonic one.Left: The standard situation in which56Fe
is the ground state at zero pressure.Right: The strange-matter hypothesis; the true ground state
at zero pressure is realized by a self-bounduds matter.

10100 yr. On the other hand, Fig. 8.1 shows, in agreement with experiments,
that at low pressures theudmatter is unstable with respect to the conversion into
nucleons; this conversion takes place through strong interactions, on timescales
∼ 10−22 s.

While the strange-matter hypothesis may seem shocking at a first glance,
its validity does not have any immediate dramatic consequence for the world
around us. The strange matter will not be produced from the ordinary matter
under terrestrial conditions, or under conditions prevailing in normal stars. The
possibility of its production under extreme astrophysicalconditions – in the
cores of neutrons stars, supernovae, or in the early Universe – will be outlined in
§8.4. Now we would like to comfort the reader; even if nuggets of strange matter
exist somewhere around us, they have positive electric charge (see§§8.14 and
8.15). Therefore, they will not represent a danger characteristic of horrifying
ice-nine which absorbs all matter after touching it (Vonnegut, 1963). However,
if the strange-matter hypothesis is true then some (or even all) neutron stars
could actually be strange stars, built exclusively or predominantly of strange
matter. Astrophysical arguments for and against the existence of strange matter
and strange stars in the Universe are presented in§9.8.

8.4. Strange matter – history
An intriguing possibility that atomic nuclei could be only an isomeric meta-

stable state of a more general system of baryon numberA was first discussed
by Bodmer (1971). He assumed that for a sufficiently largeA there exists a
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“collapsed nucleus”CA of much smaller radius and much higher density than
the “normal nucleus”NA. At a givenA, the radius ofCA was supposed to
be∼ 1/3 of the normal nucleus, so that the density of the collapsed nuclei
was about thirty times higher than of the normal ones. The hypotheticalCA
nucleus was much tighter bounded thanNA and would correspond to the true
ground state of the matter. Bodmer considered three models of CA. Two of
them were related to an abnormal state of nuclear and hyperonic matter with an
enormous binding energy; such states are similar to the “abnormal matter” of
Lee & Wick (1974), discussed in§8.9. In the third model,CA was built of the
udsmatter and had small positive electric charge. Using qualitative arguments,
Bodmer showed that the existence ofCA is not in conflict with experimental
data, ifmetastableNA are sufficiently long-lived isomers. For example, in one
specific case he obtained the lifetime ofNA significantly longer than1024 yr.
The paper by Bodmer was of qualitative character; the MIT BagModel of
hadrons was formulated three years later.

Quantitative studies started only after the formulation ofthe MIT Bag
Model (Chodoset al., 1974; DeGrandet al., 1975). Eight years after the Bod-
mer paper, the possibility of the existence of long-lived (as compared to the
strong-interaction timescale∼ 10−22 s) “quark nuclei” was studied within the
Bag Model by Chin & Kerman (1979). They stressed the necessity of s quarks
for the stability of their “multiquark droplets”. Theseuds droplets ofA > 10
were shown to be stable with respect to strong interactions and decayed via
weak leptonic processes. With the lifetime longer than10−4 s, the multiquark
droplets of Chin & Kerman were actually metastable and converted eventually
into nuclei, in contrast to the strict strange matter hypothesis which would made
them absolutely stable. Similar ideas on the existence of droplets composed of
u, d, ands quarks were put forward independently and nearly simultaneously
by Terazawa, who proposed to call them “super-hypernuclei”(Terazawa 1979,
as quoted by Terazawa 1989a,b). However, his paper, published in sympo-
sium proceedings, was unnoticed at that time and had no impact on the later
development of the idea of strange matter in the mid 1980s.

The strange-matter investigations got a real start after the classical paper by
Witten (1984) who proposed a cosmological scenario, in which “quark nuggets”
with equal numbers ofu, d and s quarks could be formed. He suggested
that these nuggets could appear during the hadronization epoch in the early
Universe,∼ 10−5 s after the Big Bang. During a first-order phase transition,
associated with the hadronization, some fraction of mattercould condense as
quark nuggets which, if stable, could form a component of thedark matter in the
todayUniverse. Using the simplest version of the MIT Bag Model with massless
non-interacting quarks (§8.5), Witten showed that for reasonable values of the
bag constant theuds matter could beabsolutely stable(the true ground state at
zero pressure).
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Shortly after the Witten’s paper, Farhi & Jaffe (1984) published the paper
entitled “Strange matter”. They explored in detail properties of theudsmatter,
including the effects of finites quark mass and lowest-order QCD interactions
(see§8.6). Using their version of the MIT Bag Model they demonstrated the
existence of a wide region in the Bag-Model parameter space,in which uds
quarks could form the ground state of the matter.

Since then, the strange matter hypothesis has been addressed in numerous
papers, from theoretical and experimental points of view. In particular, strange
matter has been searched for in cosmic rays and in relativistic heavy-ion colli-
sions. The physics of strange matter is reviewed by Glendenning (2000), Weber
(1999), Madsen (1999), and Weber (2005). A detailed review of earlier work,
done before 1991, is given by Madsen & Haensel (1991).

8.5. The simplest “toy” MIT Bag Model
The EOS of quark matter was described in§7.5. Here, we consider the

simplest MIT Bag Model which assumes massless and non-interacting quarks
confined to a “bag” of a QCD vacuum. The confinement is described by the
bag constantB, which determines the difference between the energy densities
of the standard and QCD vacua (§7.5). Let us consider the matter ofu, d and
s quarks. The equilibrium with respect to the weak interaction processes, Eq.
(7.21), combined with the electric neutrality condition, Eq. (7.33b), implies

ne = 0 , nu = nd = ns , (8.1)

so that the baryon number density isnb = nu.
The energy density given by the MIT Bag Model is (§7.5)

E = Ekin + B , (8.2)

whereEkin is the contribution from the kinetic energy of quarks. The total
number of internal quark degrees of freedom is3color × 3flavour × 2spin =
18. Using the formula for the energy density of an ultra-relativistic Fermi gas
combined with the perfect flavor-color symmetry of our system we get

Ekin = b n
4/3
b , b = (9/4)π2/3~c = 952.37 MeV fm . (8.3)

The pressure is readily obtained from

P = n2b
d

dnb

( E
nb

)
=

1

3
b n

4/3
b − B . (8.4)

It is the sum of the positive contribution from the quark kinetic energy and
the negative contribution from the vacuum, which squeezes the quark plasma.
Equation (8.4) implies the existence of a self-bound state at zero pressure with
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the baryon number density

nb,s = (3B/b)3/4 = 0.28665 (B60)3/4 fm−3 , (8.5)

whereB60 = B/60 MeV fm−3, and the lower label “s” innb,s reminds us that
it is thesurfacebaryon density of an object built of theuds matter. The energy
per unit baryon number atP = 0 is

E0 = 4 (b/3)3/4 B1/4 = 837.26 (B60)1/4 MeV , (8.6)

and the mass density

ρs = 4B/c2 = 4.2785 × 1014 B60 g cm−3 . (8.7)

The strangeness per unit baryon number for thisudsmatter isS/A = ns/nb =
−1. Its analog in the baryonic world is the matter composed ofΛ0 hyperons.

One can also contemplate a deconfined equivalent of a neutronmatter,
which is an electrically neutralud plasma. We will use the prime to distinguish
the quantities referring to theud quark matter from those of theudsmatter. At
a given baryon number densityn′b we have

n′e = n′s = 0 , n′d = 2n′u = 2n′b . (8.8)

It is easy to show, that thermodynamic formulae for theud matter remain the
same as for theuds matter, but with a different coefficientb′, related tob by

b′/b = (1 + 24/3)/3 = 1.1733 . (8.9)

It is also easy to see, that at any pressure (or baryon density) theuds phase is
energetically preferable over theud one. At a givenP , a suitable thermody-
namic potential is the enthalpy per unit baryon number, which is equal to the
baryon chemical potentialµb(P ),

µb(P ) =
E + P

nb
=

3P + 4B
ns

(
P

B + 1

)−3/4

. (8.10)

Therefore, at anyP

µ′b(P )/µb(P ) = nb/n
′
b =

(
b′/b

)3/4
= 1.1273 . (8.11)

In particular, atP = 0,

E′
0/E0 = 1.1273 , n′b,s/nb,s = 0.88705 , ρ′s = ρs . (8.12)

Thus, theud phase is unstable with respect to weak interactions and trans-
forms into theudsphase via the strangeness-changing reactionu+d → s+u. In
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other words, for the deconfined quark matter the “strange” state withS/A = −1
is preferable over the “non-strange” state withS/A = 0. This is in contrast with
the observed “baryonic world”, where stable forms of matterat zero pressure
do not contain strange quarks and haveS/A = 0; hyperons and/or hypernuclei
decay into nucleons. The same is true for dense stellar matter at subnuclear
densities.

The simplest Bag Model described above will be referred to asSQM0,
with SQM being the acronym for “Strange Quark Matter” (or “Self-bound
Quark Matter”). Of course, we have to specify the only parameter of the
model,B. For the hypothesis of strange matter to be valid, we should have
E0 < 930.4 MeV. Using Eq. (8.6), we get

E0 < 930.4 MeV =⇒ B60 < 1.53 . (8.13)

On the other hand, our SQM0 model should be consistent with reality. For
instance, nuclei should be stable with respect to the formation of droplets of the
ud matter. The necessary condition is

E′
0 > 930.4 MeV =⇒ B60 > 0.944 . (8.14)

A very reasonable stronger condition is that neutrons should not coagulate into
droplets of theud matter. It implies

E′
0 > 939.6 MeV =⇒ B60 > 0.982 . (8.15)

In what follows we will use this last condition to fix the lowerbound onB in
the SQM0 model.

Thus we have obtained the simplest SQM0 “toy model”. Its EOS is given
by Eqs. (8.2)–(8.4) with the bag constant in the range0.982 < B60 < 1.53.

8.6. The Bag Model with massive strange quarks and QCD
interactions

The model was described in§7.5. The quark (Ωq) and vacuum energy (B)
contribution to the thermodynamic potential per unit volume is

ΩQ = Ωq + B . (8.16)

At sufficiently high densities,Ωq can be calculated using a perturbation expan-
sion in the QCD coupling constantαs. The expansion has to be treated within
the renormalization scheme,§7.5. In particular, we have to use therenormal-
izedvalues of the QCD coupling constant and strange-quark mass,which will
depend on the selected value of therenormalization pointdenoted byρR. We
will follow the prescription of Farhi & Jaffe (1984) who put the renormaliza-
tion point at the energyρR = mnc

2/3 = 313 MeV typical for quark chemical
potentials.
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The renormalized coupling constantαs decreases with increasing mean
quark energies. We restrict ourselves to the first-order approximation valid for
a sufficiently smallαs. In this approximation, the contributions of all three
flavors toΩq are additive, Eq. (7.26). Theu andd quarks can be treated as
massless. The calculation of the renormalized values ofαs and the strange
quark massms is somewhat ambiguous. As we have seen in§7.5,αs does not
need to be renormalized in the lowest-order approximation.

As for the renormalizeds-quark mass, let us use Eq. (7.31). The numerical
values of parameters are quite uncertain (§7.5). To be specific, let us put the
current-quark massm(c)

s c2 = 100 MeV (Yao et al., 2006),Λ = 100 GeV,
αs = 0.2, and ρR = mnc

2/3 (Farhi & Jaffe, 1984). In this way we get

ms = 2.1m
(c)
s ≃ 200 MeV/c2, which will be our “standard renormalized

mass” of thes quark in this chapter.
The hypothetical self-bound state atP = 0 is determined from the condi-

tion

Ωq +Ωe + B = 0 . (8.17)

It specifies the associated baryon number densitynb,s and the energy per baryon
E0.

In what follows, we willassumethatαc ≃ 0.2, so that the lowest-order
approximation will be satisfactory. However, under the conditions relevant for
compact stars typical quark energiesǫ ∼ µf are insufficiently large to reach the
true Asymptotic Freedom regime (Asymptopia) which requires µf ≫ 1 GeV.
Thus, the Bag Model is phenomenological, and its results should be taken with
a grain of salt. Luckily, as we will see in§§8.7 and 8.9 and as can be verified for
other even more exotic models of dense matter, the very hypothesis on a self-
bound high-density ground state of the matter at zero pressure implies a generic
shape of the EOS, similar to that given by the Bag Model. Therefore, qualitative
results obtained within the Bag Model may have much broader meaning than
the Bag Model itself.

In Fig. 8.2 we show lines of constantE0 in theB −ms plane. The region
of the stable strange matter is bounded by the dash-dot line and the thin vertical
line. The region to the right of the curve ofE0 = 939 MeV corresponds
to theuds matter which isunstablewith respect to nucleon emission. At a
fixedms, the strange matter exists forBmin < B < Bmax. The allowed range
of B becomes narrower with the growth ofms. The thin vertical line gives
the valueBmin below which the (non-strange)ud matter is preferable over an
ordinary nucleon matter. This region is excluded, because it corresponds to
a spontaneous coagulation of nucleons into droplets of theud matter, which
would further convert into the SQM, destroying the nucleon matter around us.
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Figure 8.2. Lines (in thems − B plane) of constant energy per unit baryon number (in MeV,
labeled near curves) for strange quark matter at zero pressure. The dot-and-dashed lines refer
to 56Fe crystal (930.4 MeV).Left: Non-interacting quarks.Right: Lowest order calculation for
αs = 0.2. For further explanations see the text.

The simultaneous effect ofαs, ms andB onE0 is illustrated in the right
panel of Fig. 8.2. The main effect ofαc is to narrow the range of allowed values
of B, lowering bothBmin andBmax.

Thus, the Bag Model predicts a rather large window of reasonable values
of B andms, where a self-bound SQM is the true ground state of cold dense
matter atP = 0.

8.7. Other models of strange quark matter
There are many (possibly, less popular) models of self-bound stable quark

matter different from the MIT Bag Model.
The Nambu–Jona-Lasinio model has already been mentioned in§7.5. In

contrast to the above models, it deals with massive “constituent quarks” and
respects the chiral symmetry. In recent years, it has been frequently used for
describing the phase transition to the quark matter at high densities. For some
choice of parameters, the Nambu–Jona-Lasinio model predicts a stable self-
bound state atP = 0, corresponding to strange matter (see, e.g., Hanauskeet
al., 2000). A model with self-consistent density-dependent quark masses can
also predict a stable strange matter in some region of the parameter space (Wang,
2000). Deyet al. (1998) proposed a model for quark matter using density-
dependent quark masses and a color-dependent vector interquark potential. It
predicts a strongly bound state of the stable quark matter atP = 0, with
ρs > 1015 g cm−3. In the Cloudy Bag Model, a pion cloud is coupled to
the quark-confining bag. The model parameters are determined by fitting the
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baryon masses. This model can also predict a stable state of the quark matter
atP = 0 (Ng et al., 2003).

This list is not complete. However, as we show in§8.8, the variety of
model EOSs of the strange quark matter in compact stars has a generic linear
form described actually by only two parameters.

8.8. The equation of state of strange matter
8.8.1 The linear approximation of the EOS

An important feature of the EOS of the self-bound SQM is the vanishing
pressure atρ < ρs. For densities only slightly higher thanρs, the EOS has
a linear formP ∝ (ρ − ρs). It is very fortunate that this simple form turns
out to be a reasonable approximation at higher densities, upto the maximum
density in stable strange stars. Linear approximation is excellent for the MIT
Bag Model (Zdunik, 2000) and is quite reasonable for other models of strange
matter(Gondek-Rosińskaet al., 2000).

Let us focus on the Bag Model. A linear approximation reads

P ≈ ac2(ρ− ρs) , (8.18)

whereconstantsa andρs are determined by fitting the exact EOS (Zdunik,
2000).The value of the fit parameterρs is usually slightly different from the
“surface density”ρ(P = 0) for an exactEOS. Notice that the linear form is
exact for massless quarks (either free or interacting); in which casea = 1/3.
As shown by Zdunik (2000), formsc

2 ≤ 300 MeV andαc ≤ 0.6, at densities
relevant for stable strange stars the linear fit reproduces the exact EOS within
a few percent. The linear approximation leads to strange star models which at
M & 0.3 M⊙ coincide (in radius, mass, and other parameters) within better
than 1% with models calculated using the exact EOS. Moreover, Zdunik (2000)
obtained fitting formulae which expressa, ρs, andnb,s in terms ofB, ms, and
αc of the Bag Model.

Some examples ofa and ρs obtained for the different models of SQM
are given in Table 8.1. One notices significant difference between the Bag
Model EOSs and those based on the model of Deyet al. (1998). For the Bag
Model,a is slightly lower that1/3. The effects of strange-quark mass and QCD
interactions lowera by less than ten percent. The effect ofms is dominant;
we havemsc

2 = 200 MeV and100 MeV for the SQM1 and SQM2 EOSs,
respectively. On the contrary, for the model of Dey et al., the interactions are
important and increasea by fifty percent compared toa = 1/3. The values of
ρs are two-three times larger than for the Bag Model. Therefore, the SS1 and
SS2 EOSs give very compact and dense strange stars. Precise arguments based
on thescalingproperties of stellar configurations can be formulated using the
results of Appendix E.
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Table 8.1. Parametersa andρs in the linear approximation (8.18) for four EOSs of SQM. The
SQM1 and SQM2 EOSs are calculated by Zduniket al. (2000) using the MIT Bag Model with
msc

2 = 200 MeV,αs = 0.2,B = 56 MeV fm−3 (SQM1); andmsc
2 = 100 MeV,αs = 0.6,

B = 40 MeV fm−3 (SQM2). The SS1 and SS2 EOSs are obtained by Deyet al. (1998) within
a vector-interaction model.

Model EOS a ρs
(1014 g cm−3)

SQM1 0.301 4.50
SQM2 0.324 3.06
SS1 0.463 11.54
SS2 0.455 13.32

Two parameters,ρs anda, completely determine the linear dependence
of P on ρ. The dependence of the baryon number density on the pressureis
specified by an additional parameter,nb,s. Analytical expressions are given in
Appendix E.

8.8.2 The adiabatic index of strange matter
An important parameter, which characterizes the stiffnessof the EOS,

is the adiabatic indexγ = (nb/P ) dP/dnb. It determines the stability of
stars with respect to small perturbations. In Fig. 8.3 we show an example
of γ calculated for the SQM0 EOS. The adiabatic index for strangestars is
qualitatively different from that for ordinary neutron stars. The values ofγ in
the outer layer of a strange star are very large. In contrast,we haveγ ≃ 4/3
(see§3.6) in the outer crust of a neutron star. For typical densities in stable
strange stars, the value ofγ is significantly higher than the value4/3, predicted
by the Asymptotic Freedom of the QCD atρ→∞.

8.8.3 The effect of quark superconductivity on the EOS
It is widely accepted that in an idealized case of massless quarks the

ground state of high-density quark matter in the asymptoticregion of weak
QCD interactions corresponds to the color-flavor-locked (CFL) superconduct-
ing phase. Of course, one getsne = 0 for massless quarks in normal and
superconducting phases of electrically neutral quark matter in beta equilib-
rium. However, as shown by Rajagopal & Wilczek (2001), the same is true
in the CFL phase of quark matter with massives quarks, providedms is
not too large (ms . 200 MeV/c2) but the superfluid gap is sufficiently large
(∆ & 100 MeV). Under such conditions, the binding energy gain due to CFL
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Figure 8.3. Adiabatic indexγ versus density for the SQM0 EOS. The left vertical dashed line
shows the surface density of the bare strange star. The rightdashed vertical line is the maximum
central density of non-rotating strange stars. The horizontal line isγ = 4/3 characteristic of a
free ultrarelativistic Fermi gas.

pairing of quarks prevails over the kinetic energy increase, and the ground state
is realized for the flavor-symmetric quark matter withnu = nd = ns = nb/3,
which implies anenforcedabsence of electrons.

The enforced conditionne = 0 in the CFL superconducting state is easily
derived in the case in which pairing is the only quark-quark interaction (Ra-
jagopal & Wilczek, 2001). Then the normal state is a Fermi gasof u, d, ands
quarks. The CFL superconductingstate is calculatedusing the Bardeen-Cooper-
Schrieffer (BCS) theory assuming the weak-coupling regime, ∆/µ≪ 1. Here,
µ = (µd + µu + µs)/3 is the mean quark chemical potential (one third of the
baryon chemical potential of the quark matter). In order to study CFL states,
one uses the thermodynamic potentialΩ per unit volume. To be specific, let us
consider the CFL condensate of green-colord quarks and red-colors quarks.
Let kFd, kFs, µd, andµs be the appropriate Fermi momenta and chemical po-
tentials. The attractive pairing contribution toΩ is maximized forkFs = kFd.
However, this introduces a nonzeroδµ = (µs−µd)/2, which acts in the inverse
direction and increasesΩ. Forms = 0 we have flavor symmetry andδµ ≡ 0.
With increasingms, the minimum ofΩ is still realized by thekFs = kFd
state, but the increase ofδµ shifts the minimum up. As shown by Rajagopal &
Wilczek (2001), the paired CFL state remains preferable ifms is not too large
as compared to∆,

|m2
sc

4/(4µ)− δµ| < ∆ . (8.19)
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The above discussion can be generalized to the fulluds system. The main
conclusion is that ifms obeys the inequality (8.19), the system is in the CFL
superconducting state withne = 0. The CFL pairing enforces electrical neutr-
ality of the quark component of dense matter.

Let us assume that all quarks are paired with the same gap∆. Let the
gap be sufficiently large so that electrons are absent andnu = nd = ns.
The thermodynamic functions can be calculated including the terms linear and
quadratic in∆ (Alford et al., 2001). One can choose the mean quark chemical
potentialµ as an independent thermodynamic variable. At a fixedµ, the change
in the thermodynamic potentialΩ(µ) provided by CFL pairing is

Ω′(µ) ≡ Ωs(µ)− Ωn(µ) = Ω′
1(µ) + Ω′

2(µ) , (8.20)

whereΩ′
1 results from the enforced equality of all three Fermi momenta and

theΩ′
2 is due to a finite gap in the quark energy spectrum. The indices“n” and

“s” refer to normal and superconducting states, respectively. The calculation
of Ω′

1(µ) is straightforward and will be omitted here. This term is usually
insignificant, and we can setΩ′(µ) = Ω′

2(µ). Then

Ω′(µ) ≃ − 3

π2

(
∆

µ

)2 µ4

(~c)3
. (8.21)

The corresponding changes in pressure, energy density, andbaryon density are

P ′(µ) = E ′(nb) ≃
3

π2

(
∆

µ

)2 µ4

(~c)3
, n′b(µ) ≃

2

π2

(
∆

µ

)2 µ3

(~c)3
. (8.22)

Using these expressions, one can calculate the decrease of the energy per
baryon in the strange quark matter atP = 0; it will be denoted byE′

0. Standard
thermodynamical relations yield

E′
0 ≃ −

3

π2

(
∆

E0

)2 E4
0

(~c)3ns
, (8.23)

whereE0 is the energy per baryon in the normal quark matter atP = 0 andns
is the corresponding baryon number density; terms of higherorder with respect
to ∆/E0 are neglected. Thus, the additional binding of the quark matter at
zero pressure grows quadratically with increasing∆ and widens the stability
window in thems−B plane (as shown in Fig. 8.4). Although the effect of CFL
pairing on the EOS of quark matter at high pressures is not large (∝ (∆/µ)2)
it can be crucial for the very existence of a stable state at zero pressure.

8.9. Even stranger matter
Several other types of hypothetical self-bound state of dense matter, which

could constitute the true ground state of the matter atP = 0, have been sug-
gested in the past. In the 1970s, it was proposed that pion condensation could
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Figure 8.4. The increase of the stability region (between the vertical line and a curved line in
thems − B plane) of strange quark matter atP = 0 due to CFL pairing with a gap∆ (in
MeV). Non-strange quarks are massless and CFL pairing is theonly quark-quark interaction.
The left vertical boundary results from the condition that the baryonic world around us should
be relatively stable (§§8.5, 8.6). From Lugones & Horvath (2003) with the kind permission of
the authors.

lead to the appearance of a self-bound, superdense state of pion-condensed
nucleon matter (Migdal, 1971, 1974; Hartle, 1975). This phase could exist in
the form of “abnormal nuclei” with large atomic numberA and the density
significantly higher thanρ0 (Migdal, 1971, 1974).1

The idea of “abnormal state” of nuclear matter, advanced by Lee & Wick
(1974; for a review see Lee 1975), was based on a schematic field-theoretical
σ-model of strongly interacting nucleon matter. In the abnormal state, which
appears at sufficiently high densities, nucleons could become nearly massless.
This is because theσ-field term couples to nucleons as a negative addition
to the nucleon rest (bare) mass, implying a nearly vanishingnucleon effec-
tive mass. This density-dependent effect could lead to the appearance of the
second minimum in the dependence of the energy per baryon onnb. The mini-
mum occurred at somenb significantly higher thann0, with the binding energy

1Let us mention the statement of Hartle (1975) on hypothetical “abnormal nuclei” :“. . . the problem of their
nonobservance until now is apparently no worse than for the “ordinary” superheavy nuclei predicted from
the shell model”. This statement is no longer true. In the late 1990s, an experimental evidence was found
for the formation of relatively stable nuclei withZ = 112, 114, 116, andA ≃ 280−290 (for a review,
see Hoffmann & Münzenberg 2000, who stress that these results are preliminary). On the contrary, no
experimental evidence on the existence of the “abnormal nuclei” has been found up to the time of this
writing.
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much larger than in the “normal state” atnb = n0. However, this original
σ-model was schematic and could not pretend to describe quantitatively the
normal nuclear matter atnb ≈ n0. Were theσ-model more complicated to give
a correct quantitative description of the nuclear matter atnb ≈ n0, the abnormal
state at supranuclear density would disappear (Pandharipande & Smith, 1975;
Moszkowski & Källman, 1977).

Supersymmetric extensions of the Standard Model of elementary particles
and their interactions predicts the existence of baryonic Q-balls. They are
macroscopic self-bound superdense lumps of a scalar-field condensate with a
well defined electric and baryonic charge. They were proposed as a hypothetical
component of cosmological dark matter. It was also suggested that Q-balls of
a macroscopic size could have energy per unit baryon number lower than56Fe.
Were the Q-matter the real ground state of matter at zero pressure, an absorption
of a Q-ball could trigger the conversion of an ordinary neutron star into a Q-star
on timescales ranging from107 yr to 1011 yr (Kusenkoet al. 1998, also see
Madsen 1998a). For longer conversion timescales, Q-stars would not exist in
the today Universe, even if Q-balls existed as a relic from the supersymmetric
epoch of the Big Bang.

EOSs of Q-matter were constructed by Bahcallet al. (1990). A common
feature of these models, shared with the Lee-Wick model of abnormal matter,
is that nucleons become nearly massless inside the condensed Q-phase. Two
basic parameters of the model are the energy densityU0 of the scalar field
in the Q-matter and the coupling strengthαv of the vector field to nucleons.
As we will see in§8.20, it is convenient to replaceαv by the dimensionless
parameterζ = αvU

1/2
0 π/

√
3. Let us consider the simplest case ofζ = 0.

Then the EOS for the Q-matter coincides with the EOS for the strange matter
of massless, non-interacting quarks andB = U0. However, the standard value
used by Bahcallet al. (1990) isU0 = 13.0 MeV fm−3, which corresponds
to ρ(P = 0) ≡ ρs = 1014 g cm−3. In this model the density of Q-balls
is subnuclear. With increasingζ, the EOS of the Q-matter becomes stiffer
and the value ofρs lower. In the limiting case ofζ = 16 considered by
Bahcallet al. (1990) (for the same value ofU0 = 13.0 MeV fm−3) they get
ρs = 5.5 × 1013 g cm−3. The predicted density of a self-bound Q-matter at
zero pressure is two to five times lower (!) than the normal nuclear density.

8.10. Strange stars – history
By strange stars we mean compact objects built entirely or predominantly

of self-bound quark matter. These hypothetical objects will be our main topic in
this chapter. In§8.20, we will also outline models of stars built of a self-bound
abnormal matter and Q-matter.

To our knowledge, compact stars built entirely of quark matter were first
considered in a brief note by Itoh (1970). He used the EOS of free, degenerate
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Fermi gas ofu, d, ands quarks of equal massmq. In the present terminology,
his model (with para-Fermi statistics of order 3) corresponds to three colors of
quarks. Assuming a huge quark massmq = 10 GeV/c2, Itoh got the maximum
mass of his quark starsMmax ∼ 10−3M⊙. This result can be easily understood,
using a general property of the EOS of free, degenerate Fermigas, first discussed
in the classical paper by Oppenheimer & Volkoff (1939). Writing the Tolman-
Oppenheimer-Volkoff equation of hydrostatic equilibriumin a dimensionless
form, one sees thatMmax scales with rest mass of fermions,mF, asMmax ∝
m−2

F . For neutrons, Oppenheimer & Volkoff (1939) gotMmax = 0.7M⊙.
Using the scaling and taking into account the increase of thenumber of internal
degrees of freedom from two for neutrons to six for quarks, werecover the
factor of∼ 10−3. It should be stressed that the quark matter considered by Itoh
(1970) is not self-bound at zero pressure, and his quark stars haveρ(R) = 0.
They are, therefore, qualitatively different from contemporary strange stars.

First models of stars built exclusively of quark matter and possessing the
surface density∼ 1014 g cm−3 were considered by Brecher & Caporaso (1976).
Using the simplest SQM0 EOS of massless non-interacting quarks (§8.5) and
assuming a rather low value ofρs = 2.28×1014 g cm−3, they obtainedMmax =
2.8M⊙, much higher than for the EOSs of baryon matter available at that time;
that is why their paper was entitled “Obese ‘neutron’ stars”. Their bag constant
was about half of the today standard value, which easily explains why they
obtained such a largeMmax for their quark stars (see the scaling property of
strange star configurations with respect toρs, derived in Appendix E).

Eight years later the topic of quark stars was reconsidered in the seminal
paper by Witten (1984), who also used the simplest model of the three-flavor
quark matter with the EOS of the formP = 1

3(ρc
2 − B). He showed that for

the bag constantB ≈ 60 MeV fm−3 (close to the value needed to reproduce
experimental masses of baryons within the MIT Bag Model), the parameters
of the maximum-mass configuration for strange stars are similar to those for
realistic neutron stars built of baryonic matter (Mmax ∼ 2M⊙, RMmax ∼
10 km).

The first detailed models of strange stars, based on a more realistic EOS
of strange quark matter, taking into account strange quark mass and the lowest-
order QCD interactions, were constructed by Haenselet al. (1986a), who con-
sidered also specific features of accretion on strange stars. Similar results were
presented somewhat later by Alcocket al. (1986), who additionally proposed
scenarios of the formation of strange stars and analyzed strange stars with the
normal crust. These two papers summarized the basic properties of strange
stars and their astrophysical manifestations.

Further development of the strange star physics was focusedon the refine-
ment of the EOS of strange matter (particularly, beyond the MIT Bag Model)
and on various properties of strange stars, such as neutrinoemission, rotation,



Strange matter and strange stars 423

Figure 8.5. Left: Mass-radius relation for bare strange stars and for strangestars with the
normal crust calculated for the MIT Bag Model EOS withmsc

2 = 200 MeV, αs = 0.2,
B = 60 MeV fm−3. Right: the vicinity of the minimum-mass configuration with the crust.
Extremal (maximum and minimum mass) configurations are indicated by filled circles. Strange
stars with the crust have the maximum crustal density of4.3×1011 g cm−3. The dotted segment
represents low-mass configurations unstable with respect to small perturbations. The hatched
area is prohibited by General Relativity and by the condition vs ≤ c. The dash-and-dot line
gives the radius of the (last) marginally stable circular orbit around a strange star.

superfluidity, pulsations, electromagnetic radiation, and cooling. The theory
of strange stars is reviewed by Glendenning (2000), Weber (1999), Madsen
(1999), Bombaci (2001), and Weber (2005). A detailed reviewof earlier work
(before 1991) is given by Madsen & Haensel (1991).

8.11. Bare strange stars
Bare strange stars are built exclusively of self-bound strange quark matter

(SQM) studied in§§8.5 and 8.6. Their surface density is equal toρs, the SQM
density at zero pressure. It is, therefore, fourteen ordersof magnitude larger
than the surface density of normal neutron stars.

In what follows, we will illustrate generic properties of strange stars using
several MIT Bag Model EOSs.

TheM − R diagram for bare strange stars is shown in Fig. 8.5. For
stars withM & M⊙, the radius changes very little withM , R ≃ 9 − 11 km,
similar to neutron stars with a moderately stiff EOS. However, for lowerM the
radius of bare strange stars behaves in a completely different way. It decreases
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Figure 8.6. Mass densityρ versus radial coordinater for three bare strange stars of different
masses, calculated for the SQM1 EOS. The highestM = 1.80M⊙ is the maximum mass for
this EOS.

monotonically with decreasingM , with R ∝ M
1
3 for M . 0.3M⊙. This is

easily explained using the Bag Model. Gravitational pull decreases rapidly with
decreasingM and can be neglected atM . 0.3M⊙ compared to the pressure
of the normal vacuum on the volume filled by the QCD vacuum. This pressure
confines the SQM intoa sphere of radiusR. Due toa veryhigh incompressibility
of the strange matter, the density in a low-mass strange staris nearly constant
≈ ρs (Fig. 8.6). On the other hand, low-mass strange stars can be described by
the Newtonian theory, which givesM ≃ 4π

3 ρsR
3 andR ∝M 1

3 . The decrease
of R with decreasingM is the unique feature of strange stars and Q-stars or
stars built of abnormal matter (outlined in§8.20).

Apart from the dramatic difference in radii between strangestars and neu-
tron stars ofM . M⊙, one notices a systematic difference in the surface
redshiftzsurf as a function ofM . Strange stars are more compact; for1.4M⊙
their surface redshift is∼20% higher than for neutron stars (Fig. 8.7). This
difference grows with decreasingM ; it is ∼30% forM = M⊙ and reaches
∼100% forM = 0.5M⊙.

The internal structure of bare strange stars is very different from the
structure of neutron stars. First of all, their surface density is huge,ρs ∼
1015 g cm−3. The density profile in the interior of a bare strange star is very
flat (Fig. 8.6). Even at the maximum mass (under the strongestgravitational
compression), the central density is only five times higher than the surface one
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Figure 8.7. Surface redshift for bare strange stars (SS; the MIT Bag Model with msc
2 =

150 MeV, αs = 0.17, B = 60 MeV fm−3) and for neutron stars (NS; the BBB2 EOS, Table
5.3) versus stellar mass.

(in contrast to fourteen orders of magnitude difference forneutron stars!). The
density difference decreases rapidly with decreasingM . For a1.4 M⊙ bare
strange star, the central density is only 40% higher than at the surface. In
low-mass bare strange stars,M . 0.3M⊙, the density is nearly constant.

As in the case of neutron stars, the ratio of the moment of inertia I and
MR2 for slowly and rigidly spinning strange stars can be approximated by a
simple function of the compactness parameterrg/R, Eq. (1.4). However, this
function is qualitatively different from that for neutron stars (Fig. 8.8). A good
fit for strange stars is (Bejger & Haensel, 2002)

I

MR2
=

2

5

(
1 + 0.34

rg
R

)
. (8.24)

For low-mass strange stars,I/MR2 → 2/5, which is the value for constant-
density Newtonian stars. Notice that except forM ∼Mmax, the ratioI/MR2

for strange stars is larger than for neutron stars (at the same rg/R), because of
the flatness of the density profile of strange stars.

The interior of a strange star is composed of the SQM, studiedin §§8.5, 8.6,
and 8.8.3. In what follows we consider normal quarks, with a tiny admixture
of electrons to outbalance the net positive charge of quarks(the case of CFL
superconducting SQM with the enforced absence of electronswas discussed in
§8.8.3). A typical electron fraction isne/nb . 10−3. It decreases from the
surface to the stellar center, as strange quarks become morerelativistic, and it
depends very strongly onms (see§7.5, in particular, Eq. (7.35)). The radial
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Figure 8.8. Dimensionless ratioI/MR2 versusM/R for several EOSs of SQM. The best-fit
curve, Eq. (8.24), for strange stars (SS) is plotted by the upper thick line. For comparison, we
show also the best-fit curve (NS) for neutron stars. From Bejger & Haensel (2002).

dependence of the fractions of all matter constituents in the interior of a1.4M⊙
bare strange star is displayed in Fig. 8.9.

8.12. The nonexistence of quark stars with heavy quarks
Apart from the lightu, d quarks and the moderately massives quark,

the complete set of known quarks includes also heavyc, b, andt quarks. Their
running massesare estimated asmcc

2 ≃ 1.2 GeV,mbc
2 = 4 GeV, andmtc

2 ≃
170 GeV (Yaoet al., 2006).

A c-quark could be produced in theuds matter via the weak interaction
process

d+ u −→ c+ d , (8.25)

Physical constraints on the initial and final quark energies(ǫ andǫ′) result from
the degeneracy of the SQM matter. The initial states ofd andu quarks should
be occupied,ǫd ≤ µd and ǫu ≤ µu, while the finald quark state should be
empty,ǫ′d ≥ µd. The energy needed to create a singlec quark isǫ′c ≥ mcc

2.
The necessary condition resulting from the above constraints is

µu ≥ mcc
2 ≃ 1.2 GeV . (8.26)
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Figure 8.9. Number densities ofu, d, s quarks and electrons versus radial coordinater for a
model of a bare strange star ofM = 1.4 M⊙, calculated using the MIT Bag Model EOS with
msc

2 = 150 MeV, αs = 0.17, B = 60 MeV fm−3.

It yields the lower limit on the number density ofu quarks,

nu ≥
1

π2

(
mcc

2

~c

)3

= 22.8 fm−3 . (8.27)

At such a high density evens quarks are ultrarelativistic, so that

ρ ≥ ρcrit,c =
9mc

4π2

(
mcc

2

~c

)3

= 1.1 × 1016 g cm−3 . (8.28)

This critical density is much higher than the maximum central density of strange
stars,ρc,max (§8.11). A detailed analysis of quark star models with central
densitiesρc higher thanρc,max was performed by Kettneret al. (1995). Let
us consider theM(ρc) curve in Fig. 8.10. Forρc > ρc,max, the stellar mass
decreases and reaches a minimum atρc ≃ 1017 g cm−3. In theρc > ρc,crit
part of theS1C1 segment of the curvec quarks are present in stars, but stellar
configurations are unstable with respect to the fundamentalmode of radial
pulsations becausedM/dρc < 0. As we know from§6.5.2 at the minimum
atC1 the stability of one of the radial modes has to change. The character of
this change is determined by the static stability criterionin theM − R plane
(§6.5.1). The conditiondM/dρc > 0 is only necessaryfor stability. As we
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Figure 8.10. Left: Gravitational mass versus central density for stars builtof SQM. The solid
branch of the line ending atS1 corresponds to equilibrium configurations of non-rotatingstrange
stars, containing onlyu, d, and s quarks. The dotted segmentS1C1 refers to equilibrium
configurations unstable with respect to the fundamental mode of radial pulsations. The solid
segmentC1C2 exhibits equilibrium configurations ofcharmedstars containingu, d, s, andc
quarks. They are unstable against first two modes of radial pulsations. The dotted segment to
the right ofC2 describes equilibrium configurations of charmed stars which suffer additional
instability against the next mode of radial pulsations.Right: The same configurations in the
M −R plane.

see in the right panel of Fig. 8.10, the radius increases withincreasingρc on the
C1C2 segment in the vicinity ofC1. Therefore, according to the static stability
criterion, passing throughC1 leads to the instability of the first overtone of radial
pulsations. Charmed stars are unstable with respect to the two lowest modes
of radial pulsations and cannot exist in the Universe. This can be confirmed by
the calculation of the spectrum of radial pulsations which shows thatω2

0 < 0
andω2

1 < 0 in theC1C2-branch (Kettneret al., 1995). In the dotted segment
to the right ofC2 in the left panel of Fig. 8.10 the second overtone of radial
pulsations becomes unstable. Superdense branches of quarkstars containingb
andt quarks are susceptible to more unstable radial modes.

8.13. Scaling properties
As we have shown in§8.8, the approximate and reasonably precise linear

representation of the EOS of the SQM is determined by two parameters,a
andρs. Using this representation, one can rewrite the equations of hydrostatic
equilibrium of strange stars in a dimensionless form, derived in Appendix E.

Consider first two EOSs with the samea but with different values of the
second parameter,ρs and ρ′s. The equilibrium configurations for these two
EOSs form two different families, parameterized by the central density. There-
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fore, we can construct curvesM(R), I(M), . . . , parameterized byρc. As
we show in Appendix E, points of a curve obtained for a givenρs transform
into points of a curve obtained forρ′s by a scaling transformation. For ex-
ample, the transformation ofM(R) curves readsR → R′ = (ρs/ρ

′
s)

1/2R,
M → M ′ = (ρs/ρ

′
s)

1/2M . An extremum of the unprimed curve transforms
into an extremum of the primed curve. Particularly interesting is the scaling of
parameters of the maximum-mass configuration,

M ′
max/Mmax = R′

M ′
max

/RMmax = (ρs/ρ
′
s)

1/2 , (8.29a)

ρ′c,max/ρc,max = ρ′s/ρs , I ′(M ′
max)/I(Mmax) = (ρs/ρ

′
s)

3/2 . (8.29b)

According to the scaling ofMmax andRMmax , the maximum surface redshift
(reached atM = Mmax) does not depend onρs. The maximum value of the
moment of inertia,Imax, is reached at a mass slightly lower thanMmax, but of
course it scales via the same factor(ρs/ρ

′
s)

3/2 asI(Mmax). At a fixeda, the
ratio Imax/(MmaxR

2
Mmax

) does not depend onρs and is just a number. This
number depends weakly ona (Appendix E) and is slightly lower than 1 for
realistic EOSs of the SQM (Bejger & Haensel 2002 got the value0.97).

There exists a maximum circumferential radiusRmax of bare strange stars
(Fig. 8.5). Its value scales according to the same relation as forRMmax .

Scaling properties are particularly simple (and actually exact) for the MIT
Bag Model EOS with non-interacting massless quarks (a = 1/3, ρs = 4B/c2,
model SQM0 of§8.5). The scaling formulae forMmax, RMmax andρc,max

were derived by Witten (1984), while those forMb,max andImax were obtained
by Haenselet al. (1986a),

Mmax =
1.96√B60

M⊙ , ρc,max =
2.06 × 1015

B60
g cm−3 , (8.30a)

Mb,max =
2.63

(B60)3/2
M⊙ , (8.30b)

RMmax =
10.71√B60

km , Imax =
2.12 × 1045

(B60)3/2
g cm2 . (8.30c)

Calculations performed for more realistic EOSs of the MIT Bag Model
with massives quarks and QCD interactions show that the scaling with respect
toB → B′ is still very precise (Haenselet al., 1986a). This results from a very
weak nonlinearity of the dependence ofρs onB. Actually, at a fixed interaction
constantαs the value ofρs is strictly proportional to B provided we replace
B → B′ together withms → m′

s = ms(B′/B)1/4 (Zdunik & Haensel, 1990;
Zdunik, 2000).

The scaling formulae enable us to understand why the parameters of
massive strange stars (M ∼ 1 − 2 M⊙) are so similar to those for normal
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neutron stars. Consider first the simplest SQM0 model with massless, non-
interacting quarks. For the hypothesis of strange matter tobe correct, we
should assume that0.982 < B60 < 1.52 (§8.5). These constraints lead to
1.6M⊙ < Mmax < 2.0M⊙, 8.7 km < RMmax < 10.8 km, which reminds us
a typicalM − R range for massive neutron stars models built of baryon mat-
ter with soft or medium-stiff EOS. Taking a non-zero value ofαs reduces the
minimum value of the bag constant,Bmin (Fig. 8.2). This increases the upper
bounds onMmax andRMmax , which to a good approximation are proportional
to (Bmin)

−1/2.

8.14. The surface of a bare strange star with electrons

Let us consider a bare strange star built of normal quark matter with the
admixture of electrons. It can be viewed as a huge MIT Bag of radiusR. The
characteristic energy scale in the quark matter is of the order of the quark chem-
ical potential,µu ≃ µd = µs ≃ 300−400 MeV. The thickness (diffuseness)
of the quark surface ishq ≃ ~c/µ ∼ 1 fm, which is a typical scale of strong
interactions. The quarks are bound to the quark surface by strong interactions.
However, the SQM contains also a tiny fraction of electrons,ne/nb ∼ 10−4.
They do not participate in strong interactions, being attached to the quark mat-
ter only by Coulomb forces. These forces are provided by the net positive
charge of quarks (as a consequence of mass differences,ms ≫ mu, md; §8.6).
The maximum kinetic energy of degenerate electrons near thequark surface is
ǫe,kin = µe−mec

2 ≃ 30−40 MeV. In order to be bound to quarks, the electrons
should move in a positive electrostatic potentialV & ǫe,kin/|e|.

Locally, the quark surface can be treated as plane. Let it be thexy-plane,
with z < 0 in the stellar interior. The electrostatic potentialV (z) can be
calculated using the Thomas-Fermi approximation (Alcocket al., 1986), with
the boundary conditionsV (z → −∞) = Vq andV (z → +∞) = 0. The
calculation givesV (0) = 3

4Vq. The characteristic thickness of the electron
surface (called the electrosphere) turns out to behe ∼ 100 fm. The surface
electric field is directed outward being of the order ofVq/he ∼ 3× 1017 V/cm.
This is the average electric field in the electrosphere; the local field can be higher.
Notice, that the electron distribution extends above the quark surface and the
surface electric field extends slightly above the electron distribution. In this
sense, the surface of a strange star is not really “bare” (although it is perfectly
sharp on macroscopic scales). Because of the positive electrostatic barrier,
atomic nuclei (including protons) are repelled from the surface. The theory of
the electrosphere should take into account effects of strange-quark mass and
temperature (Usovet al., 2005). The mass differencems ≫ mu,md implies
an additional positive charge excess of quarks near the surface. It increases the
positive electrostatic potential at the surface.
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The sharpness of the surface and a huge surface density of quarks strongly
influence the spectrum and flux of emitted photons. Alcocket al.(1986) pointed
out the importance of a very high plasma frequency in the SQM and predicted
that the photon emissivity of the SQM surface should be extremely low. The
plasma frequency near the surface isωpl ≃ 20 (nb/n0)

1/3 MeV/~. No photons
(transverse plasmons) can propagate in the SQM at energies~ωpl . 20 MeV.
The temperature near the surface of a cooling strange star isorders of magnitude
lower than~ωpl/kB ≃ 2× 1011 K. Therefore, the fluxFpl of photons emergent
from the surface should be low, with a very hard spectrum at typical photon
energiesEpl

γ ∼ 20 MeV (Chmaj et al., 1991). However, the total photon
emissivity should include also a contributionFqq from photon bremsstrahlung
accompanying quark-quark collisions in a very thin photon-transparent surface
layer. It turns out that the bremsstrahlung contribution has the temperature
dependenceFbb ∝ T 4 similar to the black-body one, but is much more diluted,
Fqq/Fbb ≃ 10−4. It has a soft spectrum with a typical photon energyEqq

γ ∼
kBT (Chmajet al., 1991). It should be stressed, that bothFpl andFqq were
calculated neglecting the effects of the outer rarefied electron layer, which
should be included in a more refined theory.

At sufficiently high temperatures, an additional importantcontribution to
the photon flux comes from a thin outer layer (∼ 100 fm) with huge electric
field confining the electrons (Usov, 1998). As mentioned before, this electric
field can be as high as∼ 1017 V cm−1. Let us recall, that vacuum is unstable
and e+e− pairs are created spontaneously in a constant electric fieldhigher
than the Schwinger limit,Ecrit = m2

ec
3/e~ ≃ 1.3 × 1016 V cm−1. Because

of the degeneracy of electrons in the electrosphere, thee+e− pair creation rate
is strongly reduced as compared to the vacuum value (the energy threshold
for a pair creation is nowµe +mec

2, much higher than the vacuum threshold
2mec

2). However, the process can still go via quantum tunneling through
the energy barrier. For a typical temperatureT . 109 K, the contribution
to the photon flux frome+e− pair annihilation (e+e− → 2γ) owing to the
barrier penetration is (Usov, 1998)Fbar ∝ Fbb exp(−α/T9)/T9, whereα =
2mec

2/(kB × 109 K) = 11.86 andT9 = T/109 K. CombiningFbar with Fqq

andFpl, we find that the photon emissivity of cooling bare strange stars with
T < 1010 K is still many orders of magnitude lower than for neutron stars,
and the photon spectrum atT & 109 K can be very hard (Usov, 1998, 2001).
Detailed studies ofe+e−-pair and photon radiation from hot, bare strange stars
were done by Aksenovet al. (2003, 2004).

The photon flux from stellar atmospheres is limited by the condition of
hydrostatic equilibrium. The radiation pressure directedoutward should be
balanced by the gravitational pull acting on the plasma. Fora spherically
symmetric star, the radiation pressure is proportional to the photon luminosity
Lγ . The condition of hydrostatic equilibrium can be satisfied only for Lγ <



432 NEUTRON STARS

LEdd, whereLEdd is the Eddington limit. For neutron stars, according to Eq.
(1.3),LNS

Edd ∼ 1038 erg s−1.
However, the strange quark matter at the surface of the bare strange star

is bound not by gravity but by strong interactions. The sharpquark surface
separates the QCD vacuum, where quarks can move, from the outer ordinary
vacuum, where quarks are confined to hadrons. Baryons can fall inside the
SQM, but cannot escape from it.2 Nevertheless, the surface cannot prevent
the radiation of photons ande+e−-pairs. The confinement of quarks within
the SQM makes the Eddington limit irrelevant for bare strange stars. The
photon luminosity of bare strange stars can be as high as1051 erg s−1 if the
surface temperature isTs ∼ 1011 K (Chmajet al. 1991, Aksenovet al. 2004
and references therein). This makes them attractive for some models of inner
engines to generate still mysterious gamma ray bursts at cosmological distances.

8.15. The surface of a bare strange star without electrons
This is the case of the CFL phase of quark matter with the enforced con-

dition ne = 0. The reason for the electric neutrality of the quark component is
that the pairing is the most efficient (produces maximum binding) if all Fermi
momenta ofu, d, ands quarks are equal. This in turn impliesnu = nd = ns.

In order to calculate the charge density near the strange star surface one
should take into account, apart from the bulk contributionΩbulk , also the surface
termΩsurf > 0 in the thermodynamic potential of the system. To determine the
equilibrium near the surface, one has to minimize the sumΩbulk + Ωsurf . For
normal strange matter, the surfaceincreasesthe positive charge of the quark
component of the matter, because the additional reduction of the number of
massives-quarks near the surface is energetically preferable (Madsen, 2000b).
For the CFL-strange matter, the reduction of the number ofs-quarks near the
surface makes the surface layer positively charged, creating a Coulomb barrier
which prevents the absorption by the surface of atomic nuclei (Madsen, 2001).3

This barrier allows CFL superconducting strange stars to have normal crusts.
More detailed studies of the electric field at the surface of the CFL-strange

matter were performed by Usov (2004). The deficit of s-quark states near the
surface implies the net positive charge of quarks in the surface layer (whose
thickness is a few fm). This strongly localized positive charge produces a posi-
tive Coulomb potential∼ 107 V extending over∼ 10−11 cm. It corresponds to

2In principle, colorless triplets of quarks could evaporatefrom SQM as baryons, but viewing a large binding
energy of SQM,∼ 50 MeV, this evaporation is very inefficient atT . 1011 K.
3The demonstration by Madsen (2001) that the reduction of thenumber ofs-quarks near the surface of a
strangelet (as near the surface of a star) implies a netpositive chargeof strangelets was crucial for ruling
out a potential “disaster scenario” in which strangelets produced in heavy ion colliders could grow infinitely
by absorbing nuclei, and swallow eventually the Earth. Thisdemonstration was met with a relief and made
some people state that “Madsen saved the world.”
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a huge electric field∼ 1018 V cm−1 directed outward. Thus, the electrosphere
of a bare CFL superconducting strange star is similar to thatof a normal strange
star. As in the normal case, the superconducting star can radiate photon fluxes
exceeding the Eddington limit by many orders of magnitude. The maximum
mass and thickness of the normal crust around a superconducting core do not
differ from those for normal strange stars (§8.14).

8.16. Strange stars with the crust
A strange star with the Coulomb barrier at its surface can have an envelope

of normal matter, which could be formed via accretion (in a close binary or
from the interstellar matter). The normal envelope could also be a leftover
of a neutron star whose interior transformed into a strange star (§8.19). The
envelope can coexist with the core of strange matter, provided it does not contain
free neutrons (which would be absorbed by the SQM and dissolved into quarks).
Therefore, an absolute upper bound on the bottom density of the crust,ρb, is
the neutron-drip density,ρND ≈ 4× 1011 g cm−3. A superstrong electric field
should separate normal nuclei from the quark matter, which is necessary for the
envelope stability. However, even if the envelope containsonly nuclei immersed
in an electron gas, the force that supports the crust should be large enough to
create a large gap between the nuclei and the SQM and prevent the absorption
of the nuclei by the SQM via quantum Coulomb barrier penetration.

The calculation of the electrostatic potentialV (z) in the vicinity of the
quark surface (atz = 0) differs from the calculation ofV (z) for a bare strange
star by the boundary condition atz → +∞. Now the condition isV (z →
+∞) = Vcr, whereVcr is the potential at the bottom of the normal crust.
The problem can be solved in the Thomas-Fermi approximationand has to
involve the balance of forces (pressure, gravity, electrostatic) acting on the
crust base. A simplified solution, in which bothVq andVcr were treated as input
parameters (Vq > Vcr), was presented by Alcocket al.(1986). They estimated
the gap widthzG between the normal and SQM phases and calculated, within
the quasiclassical WKB approximation, the probability fora crustal nucleus to
tunnel through the gap. Their main conclusion was that for∆V = Vq − Vcr &
10MeV/|e| (zG ∼ 102 fm), the normal crust with the ground-state composition
and the bottom densityρb ∼ ρND is stable against the absorption of nuclei by
the SQM. Therefore, the maximum crust density can be really set ρb = ρND.
For a strange star ofM &M⊙, the maximum mass of the crust is∼ 10−5 M⊙.
However, the electron fraction in the SQM can be so small, that the crust stability
conditions are violated atρ much lower thanρND. This would correspond to
ρb ≪ ρND, with thinner and less massive crust (Huang & Lu, 1997).

ForM & M⊙, the radiusR of a strange star with the crust is at most a
few percent larger than for a bare strange star of the same mass (Fig. 8.5). For
M = 1.4M⊙ the maximum crust thickness is∼ 300 m (to be compared with
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R ∼ 10 km) and the crust mass is only1.7 × 10−5 M⊙. Both the mass and
the thickness of the crust decrease with increasingM and become very small
at M ≃ Mmax. The presence of the crust implies a tiny increase ofMmax

(because the absence of the crust is equivalent to an infinitely soft EOS for
ρ < ρb, with P (ρ < ρb) = 0). One can show that the increase ofRMmax is
roughly linear inPb/ρbc

2 ∼ 10−3, whereas the increase ofMmax is quadratic
in this small parameter.

The presence of the crust leads to a specificR(M) dependence for low-
mass strange stars shown in Fig. 8.5. The structure of the crust is determined
by two factors: by the parameters of normal matter (particularly, by the bottom
densityρb or, equivalently, by the bottom pressurePb) and by the gravitational
pull of the SQM core specified by its mass,Mcore. Consider the rightR(M)
curve in the left panel of Fig. 8.5. The central stellar density and pressure, as
well asMcore, decrease with decreasingM . On the contrary, the pressure at
the crust bottom,Pb, stays constant. For low-mass strange stars, Newtonian
gravitation can be used. For all configurations in Fig. 8.5,Mcrust ≪ M . The
SQM core is self-bound by the confining QCD forces. On the contrary, the
crust is not self-bound, but is bound to the SQM core by the gravitational pull.
The hydrostatic equilibrium results from the balance of thegravitational pull
and the pressure. This balance implies thatMcrust has to increase sufficiently
rapidly with growingR. Low-mass strange stars with the crust are large spheres
of normal matter withρ ≤ ρb, held together by the gravitational attraction of
a small central SQM core. There is a minimum mass which can stabilize the
crust. It corresponds toMmin (the filled dot) in the right panel of Fig. 8.5.
For ρb = ρND we getMmin ≃ 0.02 M⊙, about one fifth of the minimum
mass of neutron stars. The value ofMmin for ρb < ρND would be even
smaller. Configurations to the right of the minimum in theM −R diagram are
unstable with respect to small perturbations (as follows from the static stability
condition dM/dρc > 0, §6.5, and confirmed by the linear dynamical analysis
of Glendenninget al.1995).

If the surface tension of droplets of SQM (strangelets) is sufficiently small,
one could contemplate a possibility of a very exotic crusts on strange quark stars,
built of a crystal lattice of positively charged strangelets immersed in an electron
gas (Haenselet al.1986b; Jaikumaret al.2006). Such a crust would be rather
thin (of the thickness∼ 50 m). We will not consider this model further.

8.16.1 The minimum radius of strange stars with the crust

Strange stars with the crust cannot have too small radii. They have the
minimum radiusRmin which depends on the pressure at the crust bottom and
on the EOS of the SQM core. The problem ofRmin was studied in detail by
Zdunik (2002).
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Strange stars withR ∼ Rmin can be analyzed in the Newtonian gravity.
The equation of hydrostatic equilibrium in the crust isdP/ρ = −GM dr/r2,
whereM is the total stellar mass (M ≃ Mcore ≫ Mcrust). Integrating from
the surface (r = R, P = 0) to the crust bottom (r = Rb, P = Pb) we obtain

χ ≡
∫ Pb

0

dP

ρc2
=
GM

c2

(
1

Rb
− 1

R

)
. (8.31)

For the BPS EOS of the crust andρb = ρND = 4.3×1011 g cm−3 one getsχ =
9.2× 10−3 (Zdunik 2002; notice that ourdimensionlessχ isχ = χZdunik/c

2).
Using the relationM = 4π

3 ρsR
3
b valid for low-mass strange stars, we get

1

R
=

1

Rb
− 3χc2

4πGρsR
3
b

. (8.32)

Hence the minimum ofR (the maximum of1/R) is

Rmin =
3

2
Rb =

9

4

√
χc2

Gπρs
. (8.33)

A typical error of this expression is(1 − 3)%. For an MIT Bag Model EOS
(msc

2 = 200 MeV, αs = 0.2, B = 60 MeV fm−3) of the quark core, at
ρb = ρND = 4.3 × 1011 g cm−3, we getRmin = 6.7 km, in agreement with
Fig. 8.5.

Note thatRmin ∝ ρ
−1/2
s . If ρb = ρND, one typically hasRmin ∼ (5 −

7) km for the EOSs based on the MIT Bag Model andRmin ∼ 4 km for the
EOSs of Deyet al.(1998) (Table 8.1). Forρb < ρND, the minimum radius will
be smaller,Rmin ∝

√
χ(ρb).

8.17. Apparent radii of strange stars
As in the case of neutron stars (§6.6.6), the difference between apparent

radii R∞(M) and circumferential radiiR(M) of strange stars increases with
increasingM and becomes large at the maximum mass. An example of the
curvesR∞(M) for strange stars with and without the crust, calculated using
an MIT Bag Model EOS (ms c

2 = 200 MeV, αs = 0.2, B = 60 MeV fm−3),
are shown in Fig. 8.11. For comparison, we also show theR∞(M) curves for
neutron stars, calculated for a representative set of EOSs of baryonic matter.
The curves for strange stars are qualitatively different from those for neutron
stars. The apparent radius of neutron stars is always largerthan 12 km, while
there is no lower bound onR∞ for bare strange stars. This difference would
be important to identify a strange star. It would be sufficient to show thatR∞
is certainly below 12 km.
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Figure 8.11. Apparent stellar radiusR∞ versus gravitational massM . The lower solid line is
for bare strange stars calculated using an MIT Bag Model EOS (msc

2 = 200 MeV, αs = 0.2,
B = 60 MeV fm−3). The upper solid line is for strange stars with the crust (ρb = ρND). Dotted
lines correspond to neutron star models calculated using EOSs from Table 5.3. The dot-and-dash
line shows the minimum ofR∞ at a givenM (§6.6.6). Shaded vertical band refers to the range
of precisely measured masses of neutron stars (§9.1).

The shapes of theR∞(M) andR(M) curves for strange stars are different,
especially for highestM . In contrast to theR(M) curve (Fig. 8.5), the apparent
radiusR∞ of bare strange stars increases monotonically with growingM ,
except for a barely visible, tiny segment atM ≃ Mmax. Within one percent,
the maximum value ofR∞ is reached atMmax. This maximum value is very
close to the absolute lower bound onR∞ atM = Mmax. The lower bound
of R∞(M) is reached atrg/R = 2/3, at which the equator coincides with the
closed circular photon orbit (§6.6.6). For the maximum-mass bare strange star
with this EOS, we haverg/R = 0.54, which is 19% lower than 2/3. Using
the same arguments as in§6.6.6 (expandingR∞/R around its minimum at
rg/R = 2/3) we estimate thatR∞(Mmax) exceeds the minimum value of
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Figure 8.12. Surface gravity versus strange star mass (left) and compactness (right) for three
EOSs of strange quark matter; S1 is the MIT Bag Model withαs = 0.17, B = 60 MeV fm−3,
andmsc

2 = 200 MeV; S2 is the SQM0 EOS of§8.5 withB = 60 MeV fm−3; S3 is the SS1
EOS from Table 8.1. The dashed line in the right panel is obtained by transforming the S2 curve
into the the S3 curve using Eq. (8.34).

R∞ atM = Mmax by∼ 2 × (0.19)2 ≃ 7%, in good agreement with precise
numerical results shown in Fig. 8.11.

For strange stars with the crust extended toρb = ρND, the apparent radius
reaches minimum of∼ 6 km atM ∼ 0.02 M⊙. At such a low mass the
space-time curvature is small andR∞ ≃ R. Therefore, all results concerning
the minimumR of strange stars with the crust (§8.16.1) apply – within a few
percent – to the minimum value ofR∞.

8.18. The surface gravity of strange stars
The dependence of the surface gravitygs onM for strange stars (Bejger &

Haensel 2004, Fig. 8.12) is very different from that for baryonic stars (§6.6.5)
because of the differentM −R diagrams. The surface gravity of strange stars
is very model dependent. ForM = 1.44 M⊙, the value ofgs,14 ranges from
2.0 to 5.5. Such a scatter can be explained in terms of the scaling properties of
strange star models.

As shown in§8.8, various EOSs of strange matter can be quite well rep-
resented by the linear relationP = ac2(ρ − ρs), Eq. (8.18). The parameters
of strange stars calculated for the different EOSs are connected via the scaling
relations discussed in§8.13 and Appendix E. The scaling implies that at a
fixeda the ratioM/R does not depend onρs. Therefore, the maximum surface
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gravity of stable strange stars scales as

g′s,max =
(
ρ′s/ρs

) 1
2 gs,max . (8.34)

The values ofa for the EOSs S1, S2, and S3, used in Fig. 8.12, range from
0.30 to 0.46 (Table 8.1). The exact ratiogs,max(S3)/gs,max(S2) = 1.81, while
the scaling factor gives[ρs(S3)/ρs(S2)]1/2 = 1.63. The large difference in the
maximum surface gravities is described by the scaling with respect toρs; the
dependence ona is much weaker and can be neglected in the first approximation.
As we see in the right panel of Fig. 8.12, the precision of thisscaling increases
with decreasing the star compactness. The scaling becomes very precise for
rg/R < 0.2 because the density within such strange stars is nearly constant
and the dependence ona is really negligible.

Although the dependence ofgs on M and rg/R for strange stars and
baryonic stars is very different, the range ofgs,max = (3− 6)× 1014 cm s−2 is
similar.

8.19. The conversion of neutron stars into strange stars
Let us imagine that a small nugget of SQM appears in the neutron-star

interior, for instance, as a high-energy strangelet from cosmic rays. It might
also nucleate near the center of an accreting neutron star ora spinning down
pulsar, due to the compression of the matter. Finally, it could appear owing to
large thermal fluctuations in the hot and dense core of a newlyborn neutron
star. In all these cases the neutron star will convert into a strange star via an
exothermic burning of baryon matter into SQM.

The growth of the core of the SQM inside a neutron star was considered
by Olinto (1987, 1991); Doroba (1989); Heiselberg & Pethick(1993) assum-
ing that the conversion takes place in the diffusive (slow combustion) regime.
The actual conversion timescaleτconv, determined by the weak interaction rate
(mainly by the strangeness changing processu + d → s + u) and the dif-
fusion rate, is uncertain and depends on an initial neutron star configuration.
At kBT ≈ 10 MeV, characteristic of a newly born neutron star, Heiselberg &
Pethick (1993) gotτconv ∼ 10min. On the other hand, Olesen & Madsen (1991)
found thatτconv ranges from 0.1 s to a few minutes, depending on the neutron
star temperature, the EOS of the baryon matter, and SQM parameters. Some
authors (Horvath & Benvenuto, 1988; Benvenutoet al., 1989) give arguments
in favor of the transformation of slow (subsonic) combustion into a detonation
shock in a newly born neutron star. They argue that the slow combustion front
is hydrodynamically unstable due to the development of self-turbulence. This
would strongly increase the front area and accelerate the conversion rate. Con-
sequently, a slow conversion front would be transformed into a fast (supersonic)
detonation front withτconv ∼ 0.1ms. In the detonation scenario, the outer layer
of the neutron star would be ejected and a bare strange star would be formed.
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Recently, however, Dragoet al. (2005) have shown that while the conversion
front is convectively unstable, it moves fast but subsonically in the baryon core:
burning of hadronic matter into SQM is a strong deflagration process. For the
Dragoet al. (2005) models, a neutron star burns into a strange quark starin
∼ 10 ms. Clearly, especially in view of a possible relation of theconversion
process to the inner engines of long gamma ray bursts, the problem of the most
likely scenario of the conversion of a neutron star into a hot, rapidly rotating
strange quark star deserves further study.

8.20. Even stranger stars of abnormal matter and Q-stars
Several types of the hypothetical self-bound state of densematter, different

from the SQM, could constitute the true ground state of the matter atP = 0
(§8.9). Let us consider corresponding stellar models. We willmainly concen-
trate on the values ofMmax andRmax for non-rotating stars using the scaling
properties (§8.13 and Appendix E) of the maximum-mass configurations for
the linear approximation of the EOSs (§8.8.1).

Employing an EOS of a self-bound pion-condensed matter, Hartle (1975)
obtainedMmax = 1.3M⊙,RMmax = 5.4 km, ρc,max = 8× 1015 g cm−3, and
zs(Mmax) = 0.84. Notice that the surface redshiftzs(Mmax) is very close to
the upper bound for the causality-limit EOS,zCL

max = 0.85 (§6.6.4). Indeed, the
parameters of the maximum-mass model are close to those for the causality-
limit EOS withρs = 2.7×1014 g cm−3 (see Appendix E for relevant formulae).
This value ofρs is significantly lower thanρ(P = 0) = 2 × 1015 g cm−3 for
the EOS of Hartle (1975). The causality-limit EOS is, therefore, not a good
fit to this EOS atP ≪ Pc,max, but this deficiency has no significant effect
on the parameters of the maximum mass configuration. Notice that because
Mmax = 1.3M⊙ is lower than the mass of the Hulse-Taylor pulsar, the Hartle
(1975) model is inconsistent with observations (§9.1). More exactly, the Hulse-
Taylor pulsar cannot be an abnormal star of Hartle (1975).

Such a problem does not arise for self-bound models of Migdal(1974),
provided one takes due account of large proton fraction in pion-condensed
nucleon matter (Migdalet al., 1990). A self-bound state was obtained for a
large amplitude of theπ− condensate. The negative charge density of pions is
large and has to be balanced by a large positive charge of protons. Therefore,
in contrast to a small proton fraction in the non-condensed matter, the pion-
condensed matter is characterized bynp ∼ nn. The EOS of symmetric nuclear
matter, used by Migdalet al. (1990), at essentially supranuclear densities is
much stiffer than the EOS of neutron matter, enlarging the maximum mass of
self-bound pion condensed stars. However, this stiffeningis model dependent.
Also, the approximation of the nucleon contribution by the normal nuclear
matter and the assumption of additivity of the pion-condensate contribution,
E = EN + Eπ, is debatable (§7.3).
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The models of hypothetical Q-stars were constructed by Bahcall et al.
(1990). As we already mentioned in§8.9, two basic parameters of the model
are the energy densityU0 of the scalar field inside the Q-matter and the coupling
strengthαv of the vector field to nucleons. Q-star parameters show a simple
scaling withU0 provided the dimensionless parameterζ introduced in§8.9 is
kept constant. Then, the scaling ofMmax, RMmax , Imax, and other quantities
with U0 is the same as with respect to the bag constantB for strange stars,
Eq. (8.30) (although with different numerical coefficients). For 0 ≤ ζ ≤ 16
andU0 = 13.0 MeV fm−3, one gets an astonishingly high maximum stellar
mass,4.0 ≤ Mmax ≤ 8.3 M⊙. It stems from a low value of the Q-matter
density at zero pressure,ρ(P = 0) ≡ ρs. Let us recall that nucleons are
nearly massless in the Q-matter and consider the simplest case ofζ = 0. Then
the EOS for the Q-matter coincides with the EOS for the strange matter of
massless, non-interacting quarks atB = U0. However, the standard value used
in constructing Q-star models by Bahcallet al.(1990) isU0 = 13.0 MeV fm−3,
which corresponds toρs = 1014 g cm−3. The maximum mass can then be
calculated from Eq. (8.30);Mmax ∼ 4.0M⊙, in agreement with Figs. 4 and 8
of Bahcallet al. (1990). With increasingζ, the EOS of the Q-matter becomes
stiffer. In the limiting case ofζ = 16 considered by Bahcallet al.(1990) (at the
same value ofU0 = 13.0 MeV fm−3) they getρ(P = 0) = 5.5× 1013 g cm−3

andMmax = 8.2 M⊙. This is not surprising. For the causal-limit EOS, we
can use Eq. (E.6) of Appendix E withρs = 5.5 × 1013 g cm−3 and obtain
MCL

max = 9.0 M⊙. This estimate reproduces within 8% the value ofMmax,
reported by Bahcallet al. (1990). Thus, while the arguments for the existence
of the Q-matter stem from sophisticated supersymmetric extensions of field-
theoretic models of dense nucleon matter, the practical reasons for a shockingly
highMmax of Q-stars are very simple. Specifically, the predicted density of
a self-bound Q-matter at zero pressure is two to five times lower (!) than the
normal nuclear density.

8.21. Rotating strange quark stars

As we stressed many times in the present chapter, the matter distribution in
strange stars is qualitatively different from that in neutron stars. Moreover, the
mass-radius relation for strange stars withM . M⊙ is completely different.
These differences have strong impact on rotating strange stars.

It is worthwhile to recall that rapid rotation of strange stars became a topic
of special interest in 1989, after the sensational detection of a pulsar with the
spin period 0.5 ms in SN 1987A (withdrawn one year later,§9.4). In several
papers after the detection, a strange star was advanced as anappropriate and
even unique model for this pulsar (Glendenning 1989a,b; Frieman & Olinto
1989; see, however, Zdunik & Haensel 1990).
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Let us review properties of rotating strange stars. The formalism and nota-
tions will be the same as in§6.12. However, numerical calculation of stationary
configurations of rotating strange stars deserves an additional “technical” com-
ment. As we will see, atM & M⊙ rotation affects strange stars stronger than
neutron stars. A correct treatment of rapidly rotating strange stars requires
exact two-dimensional calculations; the approximation ofslow rotation is in-
sufficient. On the other hand, bare strange stars have huge surface density
ρs ∼ (5 × 1014 − 1015) g cm−3. It implies a huge density discontinuity at
the stellar surface, a difficult challenge for accurate two-dimensional solutions
of the coupled partial differential equations for the stellar structure and metric
functions. The early two-dimensional calculations, performed by Friedman in
1989 (quoted by Glendenning, 1989a,b) and Lattimeret al.(1991), were based
on insufficiently precise methods. The most suitable methodfor exact two-
(and three-) dimensional calculations of rapidly rotatingstrange stars was de-
veloped by Bonazzolaet al.(1998b). It is amulti-domainspectral method with
theexacttreatment of the density discontinuity at the stellar surface (or in the
interior, for example, at the core-crust interface in strange stars with the crust).
A detailed description of this method is given by Gourgoulhon et al. (1999).
Some examples are presented below.

8.21.1 Uniformly rotating strange stars

An example of a meridional cross-section of a rapidly rotating strange star
is given in Fig. 8.13. The stellar baryon mass, the gravitational mass, and the
rotation period areMb = 2.00M⊙,M = 1.60M⊙, andP = 0.87 ms, respec-
tively. The oblateness is large, because the star rotates close to its Keplerian
frequency. The density contrast in the star is small; the surface density is about
2/3 of the central one. The surface separates two domains of integration of
the equations of hydrostatic equilibrium and space-time metric. The spectral
method determines equilibrium configurations very precisely (Gourgoulhonet
al., 1999).

Rotating bare strange stars, stable with respect to axiallysymmetric defor-
mations, occupy a region in theM −Req plane shown in Fig. 8.14;Req is the
equatorial circumferential radius. The lineS corresponds to non-rotating stars
(with the spin frequencyf = 0), while the lineK is for the Keplerian rotation
(f = fK). The central density increases along each line.S2 andK3 refer to
the maximum mass non-rotating and rapidly rotating stars, respectively. The
dashed lineS2 − K3 shows the maximum-mass configurations with the spin
frequency fromf = 0 to fK. The dashed lineS2 −K2 is the track of the star
with the same fixed baryon number as the maximum-mass non-rotating star,
which is spinning up fromf = 0 tofK. The dashed lineS1.4−K1.4 is a similar
track of the star which hasM = 1.4M⊙ atf = 0.
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Figure 8.13. Cross section in the meridional planexz of a rapidly rotating strange star (for the
SQM0 EOS withB = 60 MeV fm−3); x = r sin θ cosφ andz = r cos θ, where(r, θ, φ)
are spherical coordinates in Eq. (6.95);z is the rotational axis. Contours are isolines of the
pseudo-enthalpyH . Solid lines refer to positive values ofH , Eq. (6.99), in the star. Dashed
lines refer to negative values outside the star, whereH is defined by Eq. (6.100). The thick solid
line is the stellar surface. From Gourgoulhonet al. (1999).

One can see significant differences from the analogous plot for neutron
stars (Fig. 6.18). The shape of the region for stably rotating strange stars differs
from that for neutron stars, because of the different mass-radius relations. The
hatched regionS2K2K3 contains supermassive strange stars (Mb > M stat

b,max,
whereM stat

b,max is the maximum baryon mass for non-rotating stars). Generally,
for M & M⊙ uniform rotation has stronger effect on strange stars than on
neutron stars. The increase inReq for strange stars is larger, because their
flat density profile amplifies the effect of the centrifugal force in the equatorial
ring. The area of supermassive region in theM − Req plane is much larger;
the centrifugal forces are more important than in neutron stars and can support
larger mass. This will also be seen from our discussion of most massive spinning
strange stars (§8.21.3). In contrast to neutron stars, rotation of bare strange stars
does not become more important with the decrease ofM . In particular, there
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Figure 8.14. Families (in theM − Req plane) of spinning bare strange stars (SQM1 EOS)
stable with respect to axially symmetric perturbations. The central density increases upwards
along each solid line. The lineS refers to non-rotating stars; the lineK refers to Keplerian
rotation. The line “1.56 ms” corresponds to the period 1.56 ms of the second fastest rotator, PSR
B1937+21 (§9.4). Other notations are explained in the text.

is no lower bound on the mass of spinning bare strange stars, because they are
bound not by gravity but by the QCD confinement forces.

Now consider rotating strange stars with the crust extending to the neutron
drip density (ρb = ρND). The families of uniformly rotating configurations,
stable with respect to axially symmetric perturbations, are shown in Fig. 8.15.
ForM & M⊙ the effect of the crust is small, and amounts to a few percent
decrease of the Keplerian spin frequencyfK at a given baryon mass. The mass
of the crust is negligibly small (∼ 10−5 M⊙) and its contribution to the stellar
gravitational field can be neglected. The only effect of the crust is a shift of
the equator outwards, by a few percent compared to the bare strange-star case;
it results in the decrease offK. However, the crust becomes more important
with decreasing stellar mass, especially atM . 0.2 M⊙. As in the case of
neutron stars, the minimum mass increases rapidly with the growth of the spin
frequency. For instance, for the spin frequency of PSR B1937+26,f = 641Hz,
and for our model of strange star with the crust, the rotationincreasesMmin by
a factor of five, from0.017M⊙ to 0.09M⊙. For neutron star models based on
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Figure 8.15. Families of rotating strange stars (the SQM1 EOS) with the crust (ρb = ρND) in
theM −Req plane. Notations are the same as in Fig. 8.14. For other explanations see the text.

the SLy EOS, the effect was quite similar;Mmin increased by a factor of seven,
from 0.09M⊙ to 0.61M⊙ (§6.12.2).

Now let us analyze the effect of rotation on strange stars (with the crust) at
a fixed baryon massMb. These rotating configurations form a one-parameter
family, along which a spinning down pulsar moves. For instance, we can
start with a non-rotating star ofM(f = 0) = 1.4 M⊙ or 1.75 M⊙, and then
construct a family of rotating configurations with0 < f ≤ fK. The results are
displayed in Figs. 8.16 and 8.17. As seen from the upper panelof Fig. 8.16,
the dependence ofrpol/req on f is rather similar to that for neutron stars (Fig.
6.19); herereq andrpol are equatorial and polar radial coordinates, respectively
(not to be confused, for instance, with the circumferentialradiusReq in Figs.
8.14 and 8.15). Notice, however, a significant difference inthe rotational effect
on req andrpol at f ≃ fK. For strange stars, the decrease ofrpol with respect
to the non-rotating valuer0 is similar to the increase ofreq. For neutron stars,
the equatorial expansion was much larger than the polar flattening due to the
importance of the crust.

At a fixed baryon mass, the central baryon number densitync decreases
with increasingf . This is illustrated in the upper panel of Fig. 8.17. At the
maximum frequency,nc lowers by 24% for theM(f = 0) = 1.4M⊙ sequence,
just as for neutron stars with the sameM(f = 0). However, for massive
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Figure 8.16. The effect of rotation on the shape of a strange star (the SQM1EOS) with the
crust (ρb = ρND) versus spin frequencyf . We show sequences of rotating strange stars with
a fixed baryon number, starting with non-rotating stars of gravitational masses1.4 M⊙ and
1.75 M⊙, and ending at the maximum rotation frequency (filled dots).Top: The ratiorpol/req
which determines the oblateness of a spinning star.Bottom: The equatorial expansion and polar
flattening (with respect to the radiuss0 of the non-rotating star). All radii are defined as values
of the radial coordinate in the space-time metric, Eq. (6.95).

strange stars withM(f = 0) = 1.75M⊙, one gets much larger decompression
(≈ 45%). This is because atf = fK a massive strange star has a different
matter distribution than a non-rotating strange star of thesame baryon mass.
The centrifugal force leads to a significant central decompression, which is
much larger than for neutron stars or medium-mass strange stars.

The most important difference between rotating strange stars and neu-
tron stars concerns the parameterβ = Ekin/|Epot|, where the energiesErot

andEgrav are defined by Eqs. (6.105) and (6.106). For our rotating strange-
star familiesβ is as large as0.17 − 0.18 at f = fK, reaching the threshold
valueβcrit for the secular viscosity-driven triaxial (bar) instability before the
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Figure 8.17. Top: Fractional decrease of the central density produced by rotation along the
sequences of strange stars with fixed total baryon number (asin Fig. 8.16). Bottom: The ratio
of the kinetic energy to the modulus of the gravitational energy along the same sequences.

mass-shedding limit. The situation with rotating neutron stars was different
(Fig. 6.21). Rapidly rotating strange stars withβ > βcrit are unstable with
respect to the triaxial deformation (§8.21.4) and might then emit gravitational
waves. The secular viscosity-driven instability of rapidly rotating strange stars
will be further discussed in§8.21.4.

8.21.2 The crust of rotating strange stars
Preliminary studies of the crust on rotating strange stars were performed

by Glendenning & Weber (1992). They used the approximation of slow rotation
by Hartle (1967) supplemented by self-consistency conditions which allowed
them to determine stellar parameters close to Keplerian frequencies.

It is obvious that rotation increases the baryon mass of the solid crust
which can be supported by the strange star. It also increasesthe equatorial
thickness of the crust and the stellar equatorial radius (Fig. 8.18). In what
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Figure 8.18. Baryon mass of the crust as a function of spin frequency (Zdunik et al., 2001).
The masses of non-rotating configurations are (from top to bottom) 1.75, 1.6, 1.4, 1.2,1 M⊙.
The SQM1 EOS of the quark core is used.

Figure 8.19. Gravitational mass versus circumferential equatorial radius. The SQM1 EOS for
the quark core is used. The solid line is for non-rotating bare strange stars, the dotted line
is for non-rotating strange stars with the crust (ρb = ρNS); the short- and long-dashed lines
are, respectively, for bare stars and stars with the crust which rotate at the frequency of PSR
B1937+26, 641 Hz; the open circle marks the point at which 641Hz is the Keplerian frequency.
After Zdunik et al. (2001).
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Figure 8.20. The cross section of the crust for a strange quark star with the baryon massMB =
1.63M⊙ and the spin frequencyf = 1210 Hz, close to the Keplerian frequencyfK = 1217 Hz.
The SQM1 EOS (Table 8.1) is used. The coordinates are the sameas in Fig. 8.13. From Zdunik
(2004, unpublished), with the kind permission of the author.

Figure 8.21. Logarithm of density versus the radial coordinate [defined in Eq. (6.95)] along the
polar (dotted line) and equatorial (solid line) directionsfor the same rotating strange star model
as in Fig. 8.20. Shaded areas correspond to the crust. From Zdunik et al. (2001).
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follows, we will denote the baryon mass of the crust of a strange star rotating at
a frequencyf byMb,crust(f); for a non-rotating star this mass isMb,crust(0).
The circumferential equatorial radius of the star will beReq(f). Accurate two-
dimensional calculations of the crust of rotating strange stars were performed by
Zdunik et al. (2001). These authors showed that the quadratic approximation,
typical for slow rotation,Req(f)−R(0) ∝ f2 andMb,crust(f)−Mb,crust(0) ∝
f2 is very precise forf . 500 Hz, but becomes less precise with the further
increase off . It badly underestimatesReq andMb,crust for f ≃ fK.

In Fig. 8.19 we present the mass-radius relation for non rotating strange
stars and for stars rotating at the frequencyf = 641 Hz of PSR B1937+26.
The minimum-mass point for strange stars with the crust corresponds to the
Keplerian frequencyfK = 641 Hz. Strange stars with smaller mass have
thicker crust andfK < 641 Hz.

For a given mass, a strange star with the crust is more oblate than a bare
strange star rotating at the samef . This is because the crust is the most deformed
part of the star. The effect is demonstrated in Figs. 8.20 and8.21. As shown
in Fig. 8.20, the crust thickness at the equator is about five times larger than at
the pole. As a result, the density gradient in the equatorialring of the crust is
much less steeper than at the pole, Fig. 8.21.

Generally, the lower the baryon mass of the star, the steeperthe increase
of req/rpole with the growth off .

Rotation will increase both the crust mass and its equatorial thickness,
∆Req (the difference of equatorial circumferential radii at thecrust surface and
bottom). For stars withM & M⊙, both quantities can be approximated by a
quadratic function off up to∼500 Hz. For higherf , this approximation is
insufficient. The expressions fitting the accurate numerical results are

Mb,crust(f)/Mb,crust(0) = 1 + 0.24 f23 + 0.16 f83 , (8.35)

∆Req(f)/∆Req(0) = 1 + 0.4 f23 + 0.3 f63 , (8.36)

wheref3 ≡ f/103 Hz. Equation (8.35) is accurate nearly up tof = fK, but
the equatorial radius increases very rapidly asf → fK. In view of this one
should be careful in using Eq. (8.36) atf . 1 kHz∼ 0.8 fK, where the change
of the equatorial thickness reaches∼ 100%.

As pointed out by Glendenning & Weber (1992), the polar thickness also
increases (albeit weakly) with the growth off , due to the decrease of gravi-
tational force at the pole (resulting from the oblateness ofmass distribution).
This effect is confirmed by calculations of Zduniket al. (2001).
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8.21.3 Maximum mass and maximum spin frequency of
strange stars

Let us start with bare strange stars. The stably rotating configurations4 with
the maximum massM rot

max and the minimum spin periodPmin turn out to be
very close (Gourgoulhonet al., 1999). As already mentioned in the preceding
section, the increase of the maximum mass and the corresponding equatorial
radius by rotation is much larger than for neutron stars. It can be described by
simple formulae

bare strange stars:M rot
max = 1.44M stat

max , Rrot
eq,Mmax

= 1.54Rstat
Mmax

. (8.37)

These relations areexact for the SQM0 EOS with massless, non-interacting
quarks (Gourgoulhonet al. 1999, see Appendix E for the derivation of the
scaling relations). For this model, the EOS has the linear form (§8.8.1)P =
c2a(ρ − ρs), whereρs = 4B/c2, a = 1/3, andB is the bag constant. For a
finite strange-quark mass in the presence of QCD interactions, Eqs. (8.37) are
approximate but still quite precise (see Appendix E). Let usnotice a strong
difference between spinning strange stars and neutron stars studied in§6.12.4.
The rotational increase ofMmax by a factor of 1.44 for strange stars can be
compared to the increase by a factor of 1.18 for neutron stars. The corresponding
factors describing the rotational increase ofReq are 1.54 for strange and 1.32
for neutron stars.

We can easily understand Eq. (8.37) using thescaling(Appendix E) of the
general-relativistic equations for uniform stationary stellar rotation,§6.12.1,
applied to the EOS of the linear form. At a fixeda in the linear approximation,
equilibrium configurations can be obtained from a universaldimensionlesssolu-
tion of the equations for spinning stars. The scaling relations for the maximum
mass configurations are

M rot′
max/M

rot
max = Rrot′

eq,Mmax
/Rrot

Mmax
=
(
ρs/ρ

′
s

)1/2
. (8.38)

As the scaling forMmax andRMmax for non-rotating stars is also given by Eq.
(8.38), the quantities for rotating stars are proportionalto those for non-rotating
ones. The numerical coefficients depend rather weakly ona (Appendix E)
which implies good precision of Eq. (8.37) (within 2% for BagModel EOSs).

The scaling relation for the minimum rotation period, whichis also ob-
tained from the dimensionless form of equations of spinningstars (Appendix E),
reads

P ′
min/Pmin =

(
ρs/ρ

′
s

)1/2
. (8.39)

4We restrict ourselves to configurations stable with respectto the mass shedding and axially symmetric
perturbations. They may be secularly unstable, for instance, with respect to the viscosity driven triaxial
instability or a gravitational radiation reaction driven instability (§8.21.4).
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It gives an interesting formula which relatesPmin with the mass and radius of
the maximum-massnon-rotatingconfiguration. It can be written in the form
identical to the analogous formula (6.108) for neutron stars, but with a different
numerical prefactor,

Pmin = CSS

(
M⊙/M

stat
max

)1/2 (
Rstat
Mmax

/10 km
)3/2

, (8.40)

CSS = 0.801 ms.

This formula isexact for the SQM0 EOS (Gourgoulhonet al., 1999), but
remains precise (within 3%) for more realistic EOSs of SQM. Notice, that
within 3% CSS ≃ CNS = 0.82 ms, whereCNS is the coefficient in the em-
pirical formulaPmin for neutron stars. Clearly, the formula forPmin is more
universal (valid for neutron and strange stars) than the formulae forM rot

max and
Rrot

eq,Mmax
.

8.21.4 Instabilities in rotating strange stars
Let us use the notations of§6.12.10 (devoted to instabilities in spinning

neutron stars). As we stressed in§8.21.1, strange stars rotating atf ∼ fK
have much (about twice) largerβ = Ekin/|Egrav| than neutron stars because
of much flatter density profiles. Accordingly, strange starsmay be susceptible
to the secular viscosity driven triaxial (bar) instability, hereafter referred to as
the triaxial instability.

The triaxial instability of rapidly rotating strange starswas studied in detail
by Gondek-Rosińskaet al.(2003) who constructed stationary axially symmetric
stellar models. The stability with respect to a triaxial deformation was checked
with a three-dimensional numerical code. The evolution of adeformed star was
followed by constructing a series of triaxial quasi-equilibrium configurations
(matter distribution and space-time metric) along which the perturbed configu-
ration evolves. If the perturbed configuration relaxes to the equilibrium axially
symmetric one, then the initial rotating equilibrium configuration is stable. In
the opposite case, the perturbed configuration diverges from the axially sym-
metric one, which is a signal of the triaxial instability. This method can test the
stability but does not give the timescale of the instabilitygrowth. The growth
time is related to the timescale of angular momentum redistribution produced
by the viscosity in a rotating star.

Consider a sequence of stationary configurations of rotating strange stars
with a fixed baryon number and0 < f < fK (similar to those shown in Figs.
8.17 and 8.16). If at somefcrit < fK a rotating axially symmetric configuration
becomes unstable with respect to the triaxial deformations, then atf > fcrit
the rotation is accompanied by the emission of gravitational waves. Therefore,
an isolated strange star cannot rotate stably atf > fcrit. However, a stationary
rotation is still possible if the angular momentum loss due to the gravitational
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Figure 8.22. Critical value ofEkin/|Egrav| for the triaxial instability versus the compactness
parameter2GM/Reqc

2, for the SQM1 EOS (the solid line) and for the incompressible-fluid
stars (the dashed line). For further explanations see the text.

waves emission is balanced by an external torque. This may happen for an
accreting strange star in a compact binary. It could be a promising source of
continuous gravitational radiation (Gondek-Rosińskaet al., 2003)

As noted by Gondek-Rosińskaet al. (2003), the value ofβcrit for strange
stars is very close to that for idealized stars built of incompressible fluid
and studied by Gondek-Rosińska & Gourgoulhon (2002). In both cases
(incompressible-fluid and strange matter) the value ofβcrit depends essentially
on the only one stellar parameter,xc ≡ 2GM/Reqc

2, whereReq is the circum-
ferential equatorial radius of a spinning star. Figure 8.22presentsβcrit versusxc
for strange stars and incompressible stars. In the limit ofxc → 0 one recovers
the classical Newtonian result for incompressible fluid stars, βNewt

crit = 0.1375
(see, e.g.,§7.3 of Shapiro & Teukolsky 1983). The two curves are almost
identical and can be approximated by the expression

βcrit = 0.1375 + 0.037xc(xc + 2) . (8.41)

General relativistic effects increaseβcrit andstabilize rotationagainst the secular
triaxial instability. For a given massM , a strange star is unstable atf > fcrit.
We plotfcrit versusM for three EOSs of the SQM in Fig. 8.23. We see that
for M ∼ 1.5M⊙ the secular triaxial instability sets in atf ≃ 900−1100 Hz.

The functionfcrit(M) shows a useful scaling property with respect toρs,
the parameter of the linearized form of the EOS of strange matter, studied in
§8.8. Consider two EOSs of the SQM, a nonprimed and a primed one. Then,
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Figure 8.23. Critical frequencyfcrit for the secular triaxial instability versus gravitationalmass
for three EOSs of the SQM based on the MIT Bag Model. They are SQM0 (the solid line);
SQM1 (the long-dashed line); and the extreme model (ms = 100 MeV c−2, αs = 0.6, B =
40 MeV fm−3; the short-dashed line), which gives very highMmax.

to a very good approximation, one can expressf ′crit(M
′) in terms offcrit(M),

f ′crit/fcrit =M ′/M =
(
ρs/ρ

′
s

)1/2
. (8.42)

The dependence on the second parametera in the linear approximation is very
weak and can be neglected (Gondek-Rosińskaet al., 2003).

As in the case of rapidly rotating neutron stars, one can study the stability of
rotating strange stars with respect to non-axisymmetric, gravitational-radiation
reaction driven instabilities of Chandrasekhar-Friedman-Schutz (CFS) type.
First consider the case of normal (non-superfluid) SQM. Unfortunately, the
existing investigations (Colpi & Miller, 1992) were based on the bulk viscosity
underestimated by many orders of magnitude. It is expected that with much
larger realistic bulk viscosity of normal SQM the CFS instabilities will be
damped at anyf ≤ fK (Madsen, 1992). In contrast to the normal SQM, a
superconducting SQM has an exponentially suppressed bulk viscosity. Thus,
superconducting rapidly rotating strange stars can be unstable to CFS modes.

The case ofr-modes, which can be unstable at anyf , is of particular
interest. This problem was studied by Madsen (1998b, 2000a), who focused
on the difference of rotating strange stars from neutron stars. Let us point out,
that the bulk viscosity of the SQM,ζSQM, depends very strongly on the value
of ms (Madsen, 1992). For instance, let us fixmsc

2 = 200 MeV. Because of a
very large bulk viscosity,r-modes in rotating non-superfluid strange stars are
stable up tof ∼ fK > 1300 Hz, provided the internal stellar temperature is
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5×108 K . T . 2×1010 K, the condition which is easily satisfied. However,
becauseζSQM ∝ m4

s (Madsen, 1992), formsc
2 = 100 MeV the r-mode

stability window of millisecond strange stars withf ≃ fK is much narrower,
3 × 108 K . T . 4 × 109 K. Bare strange stars with CFL superconductivity
are unstable with respect tor-modes at anyf . If a star possesses the crust
(up to the neutron drip point), thenr-modes become stable but only forf .
100−200 Hz, being damped by the electron shear viscosity in the crustand
by crust-core rubbing (Madsen, 2000a). This excludes superconducting strange
stars as models of millisecond pulsars. Further studies of ther-mode instability
in rotating isolated and accreting strange stars confirmed distinct features of
strange stars in this respect (Anderssonet al., 2002).



Chapter 9

THEORY VERSUS OBSERVATIONS

As discussed in Chapter 5, the fundamental problem of the EOSof neutron-
star cores cannot be solved on purely theoretical basis: there is no strict theory
but many theoretical models instead. Therefore, one can tryto select (constrain)
the true model using observations. In the present Chapter wewill describe some
results of this activity. The methods to constrain the EOS are numerous. The
activity started just from the discovery of neutron stars in1967 (Chapter 1). The
results obtained by the time of this writing (2006) are a tremendous challenge
of observational astrophysics, but look like a failure in their essence: the EOS
has been only weakly constrained by observations.

Nevertheless, it is certainly not a failure on a longer time scale. First,
the methods to study the neutron-star structure have been elaborated, and the
most exciting observational discoveries have been made. Second, as we will
discuss below, the situation drastically changed by the beginning of the new
millennium: even current routine observations of already discovered neutron
stars will certainly lead to a great progress in constraining the EOS, say, by
2010.

The majority of methods to constrain the EOS are based on the neutron
star mass–radius relation (Fig. 6.5). A great difference ofM − R curves for
soft, moderate and stiff EOSs will hopefully allow one to select the actual EOS.
Basically, the problem looks fairly simple. If one could accurately measure the
mass and radius of one neutron star, one would position it at theM−R diagram
and determine (constrain) the EOS. More “experimental” points would tighten
this constraint.1 As is clear from Fig. 6.5, one generally needs to measure

1In the idealized case of a complete “experimental” knowledge of theM − R relation, we would be able
to deduce the real EOS and solve thus the main mystery of neutron stars. It is an example of an “inverse
problem”, encountered in many domains of physics and astrophysics. Assume that the mass density is a non-
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M andR with good accuracy (say,±5%) at a high significance level (2σ and
better) to distinguish between different theoretical predictions.

The attempts to solve the problem by confronting theM − R diagram
with a limited existing observational evidence are described in§§9.1–9.3. The
methods of exploring the EOS using other ideas are outlined in §§9.4–9.7.
Finally, in §9.8 the arguments in favor and against the hypothesis of strange
quark stars are critically reviewed.

9.1. Masses of neutron stars in binary systems
It is difficult to simultaneously measure the mass and radiusof an isolated

neutron star but it is easier to measure the mass of a neutron star in a binary
system. Neutron stars enter binaries of several types (Chapter 1). One can
distinguish X-ray and radio-pulsar binaries. X-ray binaries can be subdivided
further into low-mass and high-mass ones; radio pulsars have been observed
(Lorimer 2001) in binaries with neutron stars, white dwarfs, non-degenerate
stars, and planets. PSR B1620–26, an 11-ms pulsar in the globular cluster M4,
enters a triple system with a white dwarf and a high-mass planet (see, e.g.,
Thorsettet al.1999, Richeret al.2003, and references therein).

In this section we will describe numerous measurements of neutron-star
massesM in binary systems. ByM we will always mean the gravitational
stellar mass. Any precisely measured mass is very important. However, it is
clear from the consideration in Chapter 6 that one needs to search for most
massive neutron stars to constrain the EOS.

Some selected observational results are plotted in Fig. 9.1and discussed
in subsequent sections. In binaries of different types the neutron star masses
are measured using different techniques. X-ray binaries will be considered in
§9.1.1, double neutron star (radio pulsar – neutron star) binaries in§9.1.2, radio
pulsar – white dwarf binaries in§9.1.3, and radio pulsars in binaries with non-
degenerate stars in§9.1.4. The results are summarized in§9.1.5. The errorbars
in Fig. 9.1 are mainly 2σ confidence limits. If observations provide 1σ limits
only, we just widen them twice; this may be inaccurate but nevertheless is better
than displaying unrealistically narrow 1σ limits.

9.1.1 X-ray binaries
We start with X-ray binaries, containing a neutron star (observed in X-rays

but not in radio) and a companion star. Several such objects had been detected
even before the discovery of neutron stars and were recognized as neutron

negative increasing function of the pressure, and equilibrium neutron star configurations are determined from
the Tolman-Oppenheimer-Volkoff equation (§ 6.1). Then one can infer the EOS,ρ = ρ(P ), directly from
theM(R) curve (Gerlach 1968, Lindblom 1992). Unfortunately, with the observational basis, described in
this Chapter, the project sounds purely academic.
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Figure 9.1. Neutron star masses inferred from observations of neutron stars in binary systems
(by November 2005): X-ray binaries (§9.1.1), double neutron star binaries (§9.1.2), radio pulsar
– white dwarf binaries (§9.1.3), and radio pulsar – non-degenerate star binaries (§9.1.4). The
errorbars are 2σ confidence limits.

star systems later. They are mainly compact binaries; the X-ray emission is
associated with an accretion from a companion to a neutron star. The orbits
of the stars are close to Keplerian orbits. This enables one to employ the well
elaborated astronomical methods to measure neutron-star masses.
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9.1.1 a Keplerian orbits

Let us remind briefly the basic parameters of Keplerian orbits. Consider
a binary system and approximate its components by point masses,M1 andM2

(with the total massM = M1 +M2), moving in theX − Y plane (Fig. 9.2).
Star 1 will always be a neutron star. Each companion moves along an ellipse
around the center of mass O. Lete be the orbital eccentricity, whilea1 anda2
be the major semi-axes of the ellipses for stars 1 and 2. From the definition of
the center-of-mass one hasM1a1 =M2a2, i.e.,

a1 = aM2/M, a2 = aM1/M, a = a1 + a2, (9.1)

wherea is the major semi-axis of the ellipse of relative motion of companions.
The orbital motion is most easily analyzed in the center-of-mass reference

frame, where conservation of the total energyE and of the orbital angular
momentumJ yields:

E = −GM1M2/(2a), J2 = GM2
1M

2
2a(1− e2)/M, (9.2)

G being the gravitational constant.
The orbits of both companions are alike. It is sufficient to describe one of

them, for instance, for star 1:

X1 = r1 cos(ω + ϕ), Y1 = r1 sin(ω + ϕ), r1 =
a1 (1− e2)
1 + e cosϕ

, (9.3)

whereω is the periastron longitude andϕ is the orbital phase.
The orbital periodPb and the associated angular velocityΩb are given by

the first Kepler law,

Pb = 2π/Ωb, Ω2
b = GM/a3. (9.4)

The time evolution of the orbit,ϕ(t), is given by the second Kepler law,
which may be written as

ϕ̇ = Ωb (1 + e cosϕ)2 /(1 − e2)3/2. (9.5)

This evolution is conveniently parameterized as

X1 = a1

[
(cos ξ − e) cosω −

√
1− e2 sin ξ sinω

]
,

Y1 = a1

[
(cos ξ − e) sinω +

√
1− e2 cos ξ sinω

]
, (9.6)

with t − t0 = (ξ − e sin ξ)/Ωb. Here,t = t0 is some moment of periastron
passage, andξ is a parameter which varies from2πn to 2π(n+1) over ann-th
orbital cycle. Clearly, one haṡϕ = Ωb for a circular orbit (e = 0).
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Figure 9.2. Keplerian orbit of the primary componentM = M1 of a binary; 0 is the center of
mass;X − Y is the orbital plane,0X is the line of nodes, 0P is the periastron, andi is the orbit
inclination angle.

The orbital parameters, such asPb, a1, a2, e, ω, t0, and the inclinationi
of the orbital plane to the line of sight, fully specify Keplerian orbits of both
companions and allow one to determine their massesM1 andM2. Thus, it is
important to reconstruct these parameters from observations, which is usually
a complicated problem.

To accomplish the task one has to observe the orbital variability of radiation
from at least one of the companions. This gives the orbital periodPb. The next
important step is to measure the orbital evolution of the radial velocity vlj (the
projection of the orbital velocity on the line of sight) of the primary (j = 1)
and/or secondary (j = 2). The phase dependence of the radial velocities is

vrj = Kj [ cos(ω + ϕj) + e cosω ] , Kj =
Ωb xj√
1− e2

, xj ≡ aj sin i, (9.7)

whereKj is the velocity semi-amplitude, andϕj is the phase (ϕ1 ≡ ϕ, ϕ2 =
ϕ+ π, with ω referred to the primary as in Fig. 9.2).

Radial velocities of optical components are measured by observing linear
Doppler shifts of spectral lines. Radial velocities of X-ray pulsars are mea-
sured by analyzing linear Doppler delay of X-ray pulse arrival times. Fitting
an observed phase profile of the radial velocityvrj(ϕ) by Eq. (9.7), one can
determineKj , e, ω, xj, andT0, and calculate then the mass functionfj of the
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primary or the secondary,

fj ≡ (Mk sin i)3/M2 = x3j Ω
2
b/G, (9.8)

whereMk = M2 for fj = f1, andMk = M1 for fj = f2. The expression
for fj is obtained using the Kepler law, Eq. (9.4), and is convenient for a
mass determination, but basically it gives no new equation forM1 andM2 in
addition to Eq. (9.4). The knowledge of the mass function gives constraints on
the stellar masses and orbital parameters. If, for instance, f1 is measured, then
M2 sin i = (f1M

2)1/3. From this relation one gets useful inequalities

M2 ≥ (f1M
2)1/3 ≥ f1, M1 ≤M−(f1M2)1/3, sin i ≥ (f1/M)1/3. (9.9)

By measuring radial velocitiesvrj of one binary componentj, one can
determine five parameters:Pb, xj , e, ω, andT0, which are often referred to as
fiveKeplerian parametersof the orbit. They give ustwo independent equations
[which come from the expressions forPb (or fj) andxj (or Kj)] with four
unknowns:M1,M2, a, andsin i. Clearly, we need at leasttwo moreequations
to measure the masses.

In this respect, any observation of the second binary component would be
helpful. A measurement of its radial velocity is most desirable. It will give the
second velocity semi-amplitude (the second value ofxk and the second mass
functionfk). The velocity semi-amplitudesK1 andK2 immediately yield the
mass ratio,q = M1/M2 = K2/K1, the third equationof the problem. The
last,fourthequation can be obtained, for instance, from observations of eclipses
in eclipsing binaries or using some other tricks (e.g., performing multiband
photometry of the optical companion in a compact binary§9.1.4).

A practical realization of this scheme is always complicated by numerous
technical problems. One of the components may be faint, and difficult to ob-
serve. The measurement of radial velocities may be obscured, for instance, by
a temporal variability of radiation from companions, accretion effects, tidal in-
teraction, etc. If the radial velocity of the second component was not measured
(and even if it was), any other information on the binary system would help.
For instance, a determination of a spectral class and luminosity of an optical
star might allow one to estimate its mass and radius. Observational indications
that the optical companion fills its Roche lobe give additional constraints on
the orbital parameters. Models for the reprocession of (pulsed) X-rays in an
accretion disk around a neutron star and on the surface of an optical star can
also be used to constrain the orbital parameters. A non-detection of eclipses
in a binary with an unknown orbit inclination can serve for constraining the
inclination angle. All in all, a study of every binary is a subject of art.

The orbital parameters of selected X-ray binaries are collected in Table 9.1.
We list also the radiiR2 of companion stars which are useful for visualizing the
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compactness of the systems. We do not give statistical errors of the presented
quantities (they may be found in cited references), just thecentral values, suf-
ficient to understand the global parameters of the systems. The results of mass
measurements are presented in Table 9.2 and Fig. 9.1.

9.1.1 b Vela X-1

Before discussing the overall results in§9.1.1c, let us describe an example:
the mass measurements of Vela X-1 (=4U 0900−40), the famous X-ray pulsar
in binary with GP Vel (=HD 77581, a B0.5 Ib supergiant). The pulsar spin
period is 283 s, and the orbital period is nearly 9 days. The orbit is rather
eccentric,e ≈ 0.09, as compared to other X-ray binaries. The major semi-axis
is a ≈ 50R⊙; the orbit inclination angle isi & 70◦; the radius of the optical
star isR2 ≈ 30R⊙. The star fills or nearly fills its Roche lobe.

Vela X-1 is a veteran source discovered by Chodilet al.(1967) in a rocket-
borne X-ray observation. It attracted great attention as a bright variable X-ray
source after the launch of theUhuru orbital observatory (e.g., Giacconiet al.
1972). GP Vel was identified as the optical companion of the X-ray pulsar by
Brucato & Kristian (1972) and Hiltneret al. (1972). It is widely accepted that
the pulsar is a massive neutron star. The attempts to accurately measure its
mass have been numerous (Fig. 9.3).

Initially, the accurate mass measurement was expected to beeasy. The
radial velocities of GP Vel in optics have been measured by many authors
starting from Hiltneret al. (1972). The X-ray observations showed eclipsing
nature of the system. Periodic 283-second X-ray pulsationswere discovered
by McClintocket al. (1976). Their timing allowed Rappaportet al. (1976) to
measure radial velocities of Vela X-1; such measurements have been repeated
afterward.

The results of some measurements of the Vela X-1 mass are presented in
Fig. 9.3. Zuiderwijket al.(1974) reported the lower limit of the Vela X-1 mass,
M1 > 1.9M⊙. van Paradijset al. (1976) obtainedM1 = (1.6 ± 0.3) M⊙ at
the 1σ level. The next measurements gave:M1(2σ) = 1.85+0.35

−0.30 M⊙ (Rap-
paport & Joss 1983),M1(1.64σ) = 1.77+0.27

−0.21 M⊙ (Nagase 1989),M1(2σ) =

1.9+0.7
−0.5M⊙ (van Kerkwijk et al. 1995a), andM1(2σ) = (1.86 ± 0.32)M⊙

(Barziv et al. 2001). Let us mention that Sticklandet al. (1997) reported
noticeably lower values ofM1 but they turned out to be inaccurate as dis-
cussed by Barzivet al. (2001). Finally, Quaintrellet al. (2003) obtained
M1(1σ) = (2.27 ± 0.17) M⊙ assuming GP Vel fills its Roche lobe, i.e., the
ratio of the GP Vel radius to the Roche lobe radius isβ = 1; the inclination
angle is theni = (70.1 ± 2.6)◦. Taking the maximum inclination,i = 90◦,
the same authors gotβ = 0.89 ± 0.03 andM1(1σ) = (1.88 ± 0.13)M⊙. By
varying i from 70◦ to 90◦, they can get any value ofβ between 1 and 0.89,
and the values ofM1 intermediate between the two limiting cases. In reality,β
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Figure 9.3. Some measurements of the Vela X-1 mass reported in the literature by 2006.

can vary over the eccentric orbit, and the situation is more complicated. Being
conservative, in Fig. 9.3 we present the set of lower mass limits, not because
it is more realistic but because an overestimation ofM1 can lead to wrong
conclusions on the EOS in neutron-star cores. All mass limits of Vela X-1 in
Fig. 9.3 are rescaled to 2σ levels. This simple rescaling may be inaccurate but
the intrinsic errors of the measurements are evidently too large, i.e., the Vela
X-1 mass is anyway not known precisely by the time of this writing.

The main obstacle of measuringM1 consists in strong deviations from
a pure Keplerian radial velocity curve of GP Vel (van Kerkwijk et al. 1995a,
Barzivet al.2001, Quaintrellet al.2003). The deviations are probably caused
by GP Vel oscillations excited by tidal forces in the eccentric orbit. The problem
of extracting the Keplerian parameters is complicated and ambiguous.

There is no tendency of convergence of the reported mass limits in Fig.
9.3, although the mean mass values stay pretty high,(1.8−2.0) M⊙, or higher.
Wide errorbars cannot allow one to pinpoint the real mass of Vela X-1. For
instance, using the results of Barzivet al. (2001) one can state thatM1 > 1.54
M⊙ at the 2σ level but even this lower limit does not seem absolutely solid.
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The absence of convergence of the mass limits in Fig. 9.3 doesnot mean
the absence of any progress in understanding the binary. Theobservations are
obviously progressing but reveal the complicated nature ofthe system.

9.1.1 c Neutron star masses in X-ray binaries

Let us outline briefly the results of the neutron-star mass measurements in
the selected X-ray binaries (Fig. 9.1, Tables 9.1 and 9.2).

The binaries we have chosen are either galactic sources or the sources
in the nearby galaxies, the Large Magellanic Cloud (LMC X-4)and the Small
Magellanic Cloud (SMC X-1). Every binary consists of a neutron star, observed
in X-rays, and an optical star, observed in optics and possibly in ultraviolet.
All these binaries are compact. Optical companions fill or nearly fill their
Roche lobes, so that the accretion on neutron stars sets in, either by outflow
through the first Lagrange point or in the form of a strong windfrom an optical
companion. In all the cases, the radial velocities of optical companions have
been measured. The accretion and tidal interaction made theorbits close to
circular (the eccentricitye . 0.1, excluding 4U 1700–37).

The selected systems can be divided into three groups.
(i) X-ray pulsars. They are six classical X-ray pulsars observed since the

beginning of X-ray astronomy: 4U 1538–52, SMC X-1, Cen X-3, LMC X-4,
Her X-1, and Vela X-1. All of them are high-mass X-ray binaries (except for
Her X-1 which is a medium-mass X-ray binary). The optical components are
mainly O-B stars.

The periods of X-ray pulsations and the radial velocities ofpulsars have
been measured. All the binaries show X-ray eclipses. Therefore, the full set of
observational data is available (radial velocities of bothcompanions, eclipses,
spectral class of optical companions, etc.). However, thisdoes not allow one
to accurately measure the masses (Table 9.2). The reason is the same as for
Vela X-1: radial-velocity curves of optical companions often show pronounced
deviations from the expected Keplerian shapes, presumablydue to tidal effects
and nonradial oscillations of the optical companions.

The most massive neutron star in these systems seems to be Vela X-1. By
2006 its mass remained rather uncertain, as it has been discussed in§9.1.1b.

(ii ) The system 4U 1700–37.It was discovered by theUhuru satellite in
December 1970 (Joneset al. 1973). This is also a high-mass X-ray binary,
which demonstrates X-ray eclipses and highly variable X-ray emission but no
strict X-ray periodicity. Accordingly, no radial velocityof the X-ray companion
has been measured, only the radial velocity of the optical companion, the O6.5
Iaf+ star HD 153919. A comparison of optical and ultraviolet observations
of the optical star with stellar atmosphere models (taking into account intense
mass outflow and deviations from local thermodynamic equilibrium) allowed
Clarket al.(2002) to estimate the effective surface temperature, luminosity, and
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Table 9.1. Parameters of selected X-ray binaries (by November 2005)

System Pb e x1/c
a) i R

b)
2 Refs.c)

(d) (s) (deg) (R⊙)

2A 1822−371d) 0.232 <0.03 1.006 81–84 JK01, J03

4U 1538−52e) 3.73 0.08 52.8 ∼ 70 ≈ 15 K95

SMC X-1e) 3.89 <0.00004 53.5 ≈ 68 ≈ 15 K95, M05

Cen X-3e) 2.09 <0.0008 39.6 ≈ 73 ≈ 11 K95, A99, M05

XTE J2123−058d) 0.248 ≈ 73 ≈ 0.6 T02

LMC X-4e) 1.41 <0.01 26.3 ≈ 65 ≈ 8 K95, M05

Her X-1 1.70 <0.0003 13.2 81 ≈ 4.2 CVR95, R97

Cyg X-2d) 9.84 0.0 49–73 OK99

Vela X-1e) 8.96 0.0898 114 >70 ≈ 30 Q03

4U 1700−37e,f) 3.41 0.2 >55 ≈ 22 C02, H03

a) x1/c = (a1 sin i)/ c is the time of light propagation along the projected major semi-axis.
b) Radius of an optical component.
c) JK01: Jonker & van der Klis (2001); J03: Jonkeret al. (2003); K95: van Kerkwijket al.
(1995b); M05: van der Meeret al. (2005); A99: Ashet al. (1999); T02: Tomsicket al. (2002);
CVR95: Chenget al. (1995); R97: Reynoldset al. (1997); OK99: Orosz & Kuulkers (1999);
Q03: Quaintrellet al. (2003); C02: Clarket al. (2002); H03: Hammerschlag-Hensbergeet al.
(2003).
d) Low-mass X-ray binary.
e) High-mass X-ray binary.
f) The compact object may be a black hole.

surface gravity, but with rather large uncertainties. Without radial velocities of
the X-ray companion, this information is insufficient to determine the masses.

In this situation, Clarket al.(2002) estimated the masses using Monte Carlo
method. They randomly selected unknown or poorly known parameters (e.g.,
the radius of the optical star, the radius of the Roche lobe) within reasonable
limits (inaccordance withobservations). Theyused the Kepler laws and familiar
relations for the stars, which fill or nearly fill the Roche lobe, to determine
the massesM1 andM2 for any set of selected parameters. In this way they
obtained statistical distributions of masses over about one million of Monte
Carlo selections, and estimatedM1 andM2 (Table 9.2) from these statistical
distributions. The mass of the X-ray companion is pretty high,M1 = (2.44 ±
0.27) M⊙ (at 1σ level). This analysis was done for a circular orbit. Later
Hammerschlag-Hensbergeet al. (2003) reanalyzed high-resolution ultraviolet
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Table 9.2. Masses of neutron stars and companions in X-ray binaries (byNovember 2005)

System M1/M⊙ M2/M⊙ Signif. Reference

2A 1822−371 0.97±0.24a) 0.33±0.05a) 1σ Jonkeret al. (2003)

4U 1538−52 1.06+0.41
−0.34 16.4+5.2

−4.0 2σ van Kerkwijket al. (1995b)

SMC X-1 1.05±0.09 15.5±1.5 1σ van der Meeret al. (2005)

Cen X-3 1.24±0.24 19.7±4.3 1σ van der Meeret al. (2005)

XTE J2123−058 1.46+0.30
−0.39 0.53+0.28

−0.39 1σ Tomsicket al. (2002)

LMC X-4 1.31±0.14 15.6±1.8 1σ van der Meeret al. (2005)

Her X-1 1.5±0.3 2.3±0.3 1σ Reynoldset al. (1997)

Cyg X-2 1.78±0.23 0.60±0.13 1σ Orosz & Kuulkers (1999)

Vela X-1 2.27±0.17 27.9±1.3 1σ Quaintrellet al. (2003)b)

Vela X-1 1.88±0.13 23.1±0.2 1σ Quaintrellet al. (2003)c)

4U 1700−37 2.44±0.27 d) 58±11 1σ Clarket al. (2002)

a) Is likely to be a lower mass limit.
b) Assuming the companion star fills its Roche lobe leading to inclination anglei = 70.1◦±2.6◦.
c) Assumingi = 90◦ and the ratio of the radii of the companion star and the Roche-lobe is
β = 0.89 ± 0.03.
d) The compact object may be a black hole.

spectra of this binary and noticed that these spectra are in good agreement with
optical spectra if the eccentricity is finite,e ≈ 0.22. In that caseM1 andM2

should be about 4% higher than reported by Clarket al. (2002). We have not
introduced this correction in Table 9.2.

Unfortunately, one cannot exclude that 4U 1700–37 containsa black hole
rather than a neutron star (see, e.g., Clarket al.2002, for the arguments against
and pro the black hole hypothesis). If future observations confirm the existence
of a neutron star in 4U 1700–37, it will be a good candidate fora very massive
neutron star.

(iii ) Low-mass X-ray binaries. They are compact binaries containing a
neutron star and a low-mass optical companion (M2 .M⊙). We present three
such systems, 2A 1822–371, XTE J2123–058, and Cyg X-2.

2A 1822–371 was discovered by Jonker & van der Klis (2001) much later
than the sources described above. It is an X-ray binary with the shortest orbital
period,Pb = 5.57 h, among the selected sources. X-ray pulsations (P = 0.59
s) and X-ray eclipses have been detected; the radial velocities of the X-ray and
optical companions have been measured. Unfortunately, theneutron star has a
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low mass,M1 ∼M⊙ (Jonkeret al.2003), insufficient to constrain the EOS of
superdense matter.

XTE J2123–058 was also discovered later (Levineet al. 1998) than the
majority of other sources. It shows type I X-ray bursts, quasiperiodic X-ray
oscillations, partial X-ray eclipses, and behaves as an X-ray transient. The
radial velocities of the optical companion have been measured but no strictly
periodic X-ray pulsations have been detected. Nevertheless, the semi-amplitude
K1 of the radial velocity of the X-ray source has been determined (Casareset
al. 2002) by measuring extreme wings of the rotationally broadened Hα line,
assuming it originates in an accretion disk around the neutron star and shares
its orbital motion. The neutron-star mass has been estimated by Tomsicket al.
(2002) with high uncertainty, its central valueM ≈ 1.46M⊙ is about the same
as in double neutron star binaries (§9.1.2).

Finally, Cyg X-2 is one of the brightest and oldest known X-ray sources.
The neutron star accretes at a nearly Eddington rate and shows type I X-ray
bursts, but no X-ray eclipses. No strictly periodic X-ray pulsations (thus, no ra-
dial velocities of Cyg X-2) have been detected. The optical star, V1341 Cygni,
is bright and good for a very high-resolution spectroscopy.Spectroscopic ob-
servations yielded its radial velocity and the mass function. In addition, they
allowed Casareset al. (1998) to detect rotational broadening of lines in the
spectrum of V1341. It is thought that the star fills its Roche lobe and its ro-
tation is synchronized with the orbital motion. Under theseconditions, the
rotational broadening gives an independent relation for determining the masses
(instead of the mass function of the primary). The orbit inclination angle can be
constrained from general Keplerian relationships and froma non-detection of
X-ray eclipses. Using this information, Orosz & Kuulkers (1999) determined
the neutron star mass,M1(1σ) = 1.78± 0.23M⊙. The central value is rather
high and interesting for constraining the EOS in neutron star cores but large
uncertainties hamper such an analysis.

Let us emphasize that real uncertainties of mass measurements in X-ray
binaries can be larger than cited above, because of the complicated nature of
the binaries. The best example is provided by two sets of possible masses
of the neutron star in Vela X-1 (Quaintrellet al. 2003, Table 9.2). Another
example – a reanalysis of light curves of optical componentsof X-ray binaries by
Abubekerovet al.(2004) and Abubekerov (2004) using, particularly, the Roche
model of optical stars. These studies lead to somewhat different values ofM1

andM2. For instance, Abubekerov (2004) proposes, among other possibilities,
an interpretation of the data which gives much lower mass of the compact
object in 4U 1700–37 (M1 ∼ 1.7M⊙ or even lower) and much lower (and
more reasonable) mass of the companion (M ∼ 27M⊙).

Thus, the uncertainties of neutron-star mass measurements(by 2006) in
X-ray binaries are too high for a definite conclusion on the EOS. Nevertheless,
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the observations give indirect evidence for the existence of massive neutron
stars, withM ∼ 1.8M⊙ and higher, but the evidence is still not solid. The
binaries most important for the EOS problem are: Cyg X-2, Vela X-1, and 4U
1700–37 (if its compact componentis a neutron star).

9.1.2 Double neutron star binaries

High uncertainties of masses of neutron stars in X-ray binaries arise mostly
due to deviations from Keplerian motion (accretion, tidal forces, oscillations of
an optical companion) in compact binaries with an extended optical companion.

Luckily, Nature gave us a wonderful present in the form of binaries con-
taining a radio pulsar and another compact star (a neutron star or a white dwarf).
These systems have two great advantages over X-ray binaries. First, pulsar spin
periods are measured with a very high precision (more than 10correct digits) by
methods of radio astronomy. Using these data, one can closely follow the evo-
lution of the pulsar orbital velocity. Second, a close binary system composed
of compact objects can accurately be treated as a system of two point masses.
In the present section, we start with double neutron star binaries. The pulsar –
white dwarf systems are analyzed in§9.1.3. Precise analysis of orbital motion
requires proper account of the effects of General Relativity, which is discussed
in the next section.

9.1.2 a Relativistic orbits and pulsar timing

Let us outline relativistic orbital motion of two point masses. We adopt the
standard theory of General Relativity which was proven to bea valid theory for
this problem (§9.1.2b). The relativistic evolution of a binary is accompanied by
the losses of the total energy and the orbital momentum of thesystem due to the
emission of gravitational waves. Gravitational radiationfrom two orbiting point
masses was studied by Peters & Mathews (1963). The relativistic orbits were
analyzed in a classical paper by Peters (1964) and refined later by many authors
(see, e.g., Taylor 1987, Taylor & Weisberg 1989, and references therein). We
will mainly follow Peters (1964).

Consider a binary with the velocity of both companions much lower than
the speed of light. In the zero-order approximation, the orbital motion is Keple-
rian (§9.1.1a), but the effects of General Relativity lead to long-term variations
of the Keplerian parameters. Thus, the energyE, the momentumJ , the orbital
major semi-axisa, the eccentricitye, the orbital periodPb, and other Keplerian
parameters become slowly varying functions of time. It should be stressed that,
in principle, the relativistic effects renormalize the Keplerian relations. For in-
stance, the first Kepler law, Eq. (9.4), transforms into (e.g., Taylor & Weisberg
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1989)

Ωb =

(
GM

a3

)1/2 [
1 +

(
M1M2

M2
− 9

)
GM

2ac2

]
. (9.10)

The classical relation is reproduced by replacing[. . .] → 1. As long as the
binary is not too compact, the deviation from the classical relation is small. For
simplicity, we will ignore this deviation in subsequent analysis.

The loss rates of energy and of angular momentum in a binary due to the
emission of gravitational waves are:

Ė = − 32G4M2
1M

2
2M

5 c5a5(1− e2)7/2
(
1 +

73

24
e2 +

37

96
e4
)
,

J̇ = − 32G7/2M2
1M

2
2M

1/2

5 c5a7/2(1− e2)2
(
1 +

7

8
e2
)
. (9.11)

Variation rates of other quantities are easily determined by expressing them
through the energy and angular momentum from Eqs. (9.2). In particular,

ȧ = − 64G3M1M2M

5 c5a3(1− e2)7/2
(
1 +

73

24
e2 +

37

96
e4
)
,

ė = − 304 eG3M1M2M

15 c5a4(1− e2)5/2
(
1 +

121

304
e2
)
,

Ṗb = Pb
3ȧ

2a
,

ω̇ =
3ΩbGM

a (1− e2) c2 =
3Ω

5/3
b (GM)2/3

(1− e2) c2 , (9.12)

whereω̇ describes the periastron advance, a famous General Relativity effect.
Strictly speaking,E, J and other quantities experience low-amplitude short-
term variations during every orbital period. These variations are neglected
here, and the dot means the time derivative of a quantity averaged over an
orbital period.

Dividing ȧ by ėone gets a differential equation which is analytically solved:

a(e) =
c0 e

12/19

1− e2
(
1 +

121

304
e2
)870/2299

, (9.13)

wherec0 is determined by the values ofa = a0 ande = e0 in an initial moment
of time t = t0,

c0 = a0 (1− e20) e
−12/19
0

(
1 +

121

304
e20

)−870/2299

. (9.14)
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From the expression foṙa one obtains

t− t0 =
15 c5c40

304G3M1M2M
[F (e0)− F (e)] , (9.15)

where

F (e) =

∫ e

0

dǫ ǫ29/19

(1− ǫ2)3/2
(
1 +

121

304
ǫ2
)1181/2299

. (9.16)

The integral cannot be calculated analytically. However, one can derive the
asymptotes in the limits of small and large eccentricities:

F (e→ 0) =
19

48
e48/19,

F (e→ 1) =
1√

1− e2
(
425

304

)1181/2299

− 1.72892. (9.17)

We have computedF (e) and fitted it by

F (e) =
e48/19√
1− e2

(
0.39583 + 0.79199 e2.2876

)

− 1.7289 e5.1121

1 + 1.8062 e0.30792 (1− e2)0.51659 . (9.18)

The fit error is. 0.03% for anye.
Now the calculation of a relativistic orbit is elementary. Taking e = e0

anda = a0 at t = t0, we determine the evolution of the eccentricity,e = e(t)
from Eqs. (9.15) and (9.18), and obtain the major semi-axis,a = a(t), from
Eq. (9.13). The evolution of other parameters, for instance, the orbital period
and periastron advance can be calculated then from Eq. (9.12). The evolution
can be followed in the future (t > t0) and in the past (t < t0) down to the birth
of our binary system.

For example, Fig. 9.4 shows the evolution of the orbit of the Hulse-Taylor
pulsar, PSR B1913+16. The observations of this pulsar will be discussed in
§9.1.2b. They have been performed over three decades (1974–2006) in the
present epoch (the dotted vertical line) and enabled one to accurately determine
a0, e0,M1, andM2. With these data, one can reconstruct the orbit. The major
semi-axisa(t) decreases with time: the binary emits gravitational waves and
the companions fall onto each other. The ellipticity also decreases and the orbit
becomes circular; the circularization goes generally quicker than the decrease
of a(t). In a finite period of time,t = tdeath, the semi-axis will become zero,
a(tdeath) = 0, which means the merging of two neutron stars and the death of
the system. The death time is given by

tdeath = t0 +
15 c5c40 F (e0)

304G3M1M2M
. (9.19)
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Figure 9.4. Orbit evolution of the Hulse-Taylor pulsar (with the full major semi-axisa ≈
2.04 a1). The parameters of the system are measured in the present epoch (vertical dotted line,
t0 = 0). The theory allows us to follow the evolution in the past andfuture. The pulsar was
possibly born about 100 million years ago (§ 9.1.2b).

The Hulse-Taylor pulsar will die intdeath−t0 ≈ 300Myr from now. Just before
the death, the relativistic effects will be the strongest (§ 9.1.2b). To be precise,
our description of the relativistic orbit becomes invalid at some milliseconds
before the official death. Specifically, it happens whena(t) approaches the
sum of neutron-star radii,∼ (20−30) km. At that stage, the orbital velocities
approach relativistic limit; the approximation of point masses fails; the orbital
parameters greatly evolve over one orbital cycle. The next stage ofneutron-
star mergingis the most interesting but a very complicated one; it is beyond
the scope of our consideration. The merging and associated phenomena have
been simulated in a number of papers (see Ruffert & Janka 2001, Rosswog &
Davies 2002, Taniguchi & Gourgoulhon 2002, and references therein).

The case of circular (non-eccentric) orbits cannot be described by Eq.
(9.15). It should be considered separately, and it is very simple. In this special
case,e(t) ≡ 0, while a(t) is determined directly from Eq. (9.12) forȧ:

a(t) =

[
256G3M1M2M

5 c5
(tdeath − t)

]1/4
, (9.20)
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The death time istdeath = t0 + 5 c5 a40/(256G
3M1M2M); it can also be

obtained from Eq. (9.19) in the limit ofe0 → 0. The Keplerian angular velocity
behaves as

Ωb(t) =
√
GM/a3 ∝ (tdeath − t)−3/8. (9.21)

Actually, these solutions describe last evolutionary stages of any binary, which
canbe initiallyeccentric (because the circularization occurs usuallyquicker than
the decrease ofa(t); e.g., Imshennik & Popov 1994). This will be discussed in
§9.1.2b in more details.

One component of a double neutron star binary is usually observed as a
radio pulsar, while its companion is not observed at all (although it can be a radio
pulsar with an unfavorable orientation of pulsar beaming).Let us focus on this
case. The important exclusion, the binary pulsar J0737–3039, will be discussed
in §9.1.2d. The observed pulsar undergoes a traditional regular spindown in its
comoving reference frame. Its orbital motion is studied by precise measuring
of arrival times of pulses. The pulse periods, detected by a distant observer, are
noticeably affected by the Doppler effect (linear and quadratic), and by general
relativistic effects. The data have to be corrected for the motion of a binary (as
a whole) and a detector (the Earth).

The interpretation of observations is done in several steps. First, even with
a short set of observations, one can easily extract radial velocities and determine
Pb, e, x1, ω, and hence the pulsar mass functionf1 (as for an ordinary binary
system). These results are important: they givetwo (out of four) relationsfor
measuring the neutron star massesM1 andM2.

Two other relationsmust be obtained at the next steps by accumulating
data in new observation sets. In addition to the linear Doppler effect, one can
measure the quadratic Doppler effect in the pulsar motion andgeneral relativistic
effects, such as the periastron advance, the gravitationalredshift in the field of
the secondary star, the general relativistic delay of signals in the gravitational
field of the secondary (the so called Shapiro delay) and others. Of course, the
gravitational redshift in the field of the primary is higher than in the field of the
secondary, but it does not vary over an orbital cycle, being useless in timing
analysis. The procedure of extracting relativistic orbital parameters from timing
data is described by many authors (see Taylor & Weisberg 1989, Lorimer 2001,
Stairs 2003, and references therein).

The periastron advance rate,ω̇, is measured as a secular variation of the
periastron longitude. Naturally, a binary must be rather eccentric for its re-
liable determination. The expression forω̇, Eq. (9.12), serves then as a new
independent relation for the mass determination. It gives the total system mass,
M = M1 +M2. Thus, if ω̇ is measured, thenM can be known with much
better precision than the separate massesM1 andM2. The knowledge ofM
sets useful constraints, Eq. (9.9), on stellar masses and the orbit inclination.
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The relative shift of pulse arrival times, produced by the quadratic Doppler
effect and the leading-order gravitational redshift in thefield of the secondary,
is given byv2/(2c2) +GM2/(r12c

2), wherev(t) is the orbital velocity of the
primary andr12(t) is the distance between the companions. Extracting such
shifts from timing data, one can measure the parameter

γ =
eGM2(M1 + 2M2)

Ωbc2aM
, (9.22)

which can serve as an additional independent relation for mass measurements.
Sinceγ ∝ e, a binary has to be eccentric for determiningγ.

Detecting Shapiro time delay, one can extract two other relativistic param-
eters,

s≡ sin i =
Ω
2/3
b M2/3x1

G1/3M2
, r =

GM2

c3
, (9.23)

which characterize the “shape” and “range” of the Shapiro delay. They can
serve as two other independent relations. The range parameter r givesM2, the
companion mass, which causes the gravitational time dilatation. The shape of
the Shapiro delay is determined by an impact parameter of light rays (the closest
distance betweena light trajectory andM2 ); the shape parameter is justs = sin i,
expressed through binary parameters using the Kepler laws.Naturally, binaries
observed “edge-on” (largesin i) are most suitable for detecting the Shapiro
effect. A non-detection of Shapiro delay in a binary with an unknownimay be
used to constraini (provided the binary is compact enough for the effect to be
detectable at favorablei).

By following the evolution of Keplerian orbital elements ina set of ob-
servations one can obtain their time derivatives, such asṖb, which are associ-
ated with the relativistic evolution of the orbit in the present epoch. For this
purpose, one fits the observational data using Taylor expansions of orbital pa-
rameters. For instance, the expansion of the orbital phase can be written as
ϕ(t) = Ωb(t0)(t − t0) + 1

2 Ω̇b(t − t0)2 + . . ., whereΩb(t0) = Ωb is a cur-
rent value of the orbital angular velocity, andΩ̇b(t0) = −Ωb Ṗb/Pb is its time
derivative. Such expansions are convergent for|t − t0| ≪ τ , whereτ is a
characteristic time of the orbital evolution (τ ∼ 100 Myr for PSR B1913+16).
By extractingΩ̇b from pulsar timing, one obtainṡPb. The derivatives inferred
in this way (Ω̇b or Ṗb in our example) are also treated as relativistic parameters.

It is difficult to measure many relativistic parameters for the same binary,
but eventwo of themare sufficient to infer the massesM1 andM2, while others
can be used for checking the result.

There are other tricks (described, e.g., by Thorsett & Chakrabarty 1999) for
measuring or constraining orbital parameters and neutron star masses from radio
observations of pulsars in binary systems. Radio polarization measurements
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Table 9.3. Parameters of double neutron star binaries (by November 2005)

System P Pb e x1/c i ω̇ Other Disco-

(ms) (d) (s) (deg) (deg/yr) GR verya)

J1518+4904 40.9 8.63 0.249 20.0 > 20 0.0111 Ṗb NST95

J1811–1736 104.2 18.8 0.828 34.8 0.009 L01

J1829+2456 41.0 1.176 0.139 7.24 0.28 C04

B1534+12 37.9 0.421 0.274 3.73 ≈ 77 1.76 γ, Ṗb, s, r W91

B1913+16 59.0 0.323 0.617 2.34 ≈ 47 4.22 γ, Ṗb HT75

B2127+11C 30.5 0.335 0.681 2.52 ≈ 50 4.46 γ A90

J0737–3039 22.7 0.102 0.088 1.42 ≈ 88 16.90 γ, s, r B03

J1756–2251 28.5 0.320 0.181 2.76 ≈ 73 2.58 γ, s M01

a) NST95: Niceet al. (1995); L01: Lyneet al. (2001); C04: Championet al. (2004); W91:
Wolszczan (1991); HT75: Hulse & Taylor (1975); A90: Anderson et al. (1990); B03: Burgay
et al. (2003); M01: Manchesteret al. (2001)

can be helpful to determine the position of the pulsar magnetic axis which can
be related to the spin axis and other parameters. Interstellar scintillations of
pulsar radiation can also be used in the process of reconstructing the orbital
elements. Proper motion of a binary across the sky induces a change of the
inclination angle of the orbit, and hence a kinematic changein the projected
semi-axis,ẋ1/x1. By measuring or constraininġx1/x1 from pulsar timing and
by measuring proper motion, one can constrain the inclination angle.

It is easy to formulate the conditions under which a double neutron star
binary is best suited for measuring the masses.First, the binary should be
compact (with the orbital periodPb . 1 day) for the relativistic effects to be
most pronounced.Second, it would excellent if our binary were eccentric; this
would simplify the measurements of two parameters, the periastron advancėω
and the parameterγ, sufficient to determineM1 andM2. Third, even if the orbit
is nearly circular (so thatγ andω̇ are not detectable) but the binary is observed
edge-on, one can expect to detect Shapiro delay (to measurer ands) and infer
the masses in this way. Other tricks can also work out.

By November 2005 eight double neutron star binaries have been discov-
ered. Their orbital parameters are listed in Table 9.3; the neutron star masses
have been inferred in six systems (Table 9.4 and Fig. 9.1). Wewill discuss these
results in§§9.1.2b, 9.1.2c and 9.1.2d.
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Table 9.4. Masses of neutron stars (at 2σ levels) in double neutron star binaries (by November
2005)

System M1/M⊙ M2/M⊙ Reference

J1518+4904 1.56+0.20
−1.20 1.05+1.21

−0.14 Thorsett & Chakrabarty (1999)

B1534+12 1.3332±0.0020 1.3452±0.0020 Stairset al. (2002)

B1913+16 1.4408±0.0006 1.3873±0.0006 Weisberg & Taylor (2003)

B2127+11C 1.349±0.080 1.363±0.080 Thorsett & Chakrabarty (1999)

J0737–3039 1.337±0.010 1.250±0.010 Lyneet al. (2004)

J1756–2251 1.40+0.04
−0.06 1.18+0.06

−0.04 Faulkneret al. (2005)

9.1.2 b The Hulse-Taylor pulsar

The famousHulse-Taylor pulsar, PSR B1913+16, was the first radio pulsar
discovered in a binary system (and the system turned out to bea double neutron-
star binary!). The binary is so interesting and important that it requires a special
attention.

The story started in 1973, six years after the discovery of pulsars. Joseph
Taylor, at that time a professor of the Massachusetts University (at Amherst),
suggested a new search for radio pulsars with the Arecibo radio telescope using
a computer selection of sources and data analysis. He invited Russel Hulse, his
graduate student, to assist him. The computer occupied two big “cupboards”.
It had a core memory of 16 K but no hard disk. Hulse made the drives that
connected the computer with the outside world by himself. A teletype was used
for interactive input and output. The data were stored on a tape drive.

PSR 1913+16 was discovered on July 2, 1974; its spin period wasP = 69
ms. The next observation on August 25 was unbelievable:P had changed by
an “enormous” value of 27 microseconds. It was necessary to perform new
observations to understand that the period variations werereal and produced by
Doppler effect due to the orbital motion of the pulsar in a binary system with
the period ofPb = 7 h 45 min. This final conclusion was made on September
18, 1974. The discovery was announced in a paper (Hulse & Taylor 1975)
published in the January 15, 1975, issue of theAstrophysical Journal Letters.
In 1993, R. Hulse and J. Taylor were awarded the Nobel Prize for their discovery
that has had a tremendous impact on physics.

The pulsar, a very weak radio source at a distance of 5–7 kpc from us,
has been attracting permanent attention since the first publication and has been
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Figure 9.5. Mass measurements of the Hulse-Taylor pulsar and its companion (at the2σ level).

observed numerous times (for instance, 5083 observations between 1981 and
2001, Weisberg & Taylor 2003).

Its orbit is highly eccentric (e = 0.617, see Table 9.3). Together with the
short period, this makes the binary an ideal cosmic laboratory to study the effects
of General Relativity. The major semi-axis isa ≈ 2 × 106 km. The smallest
distance between two neutron stars (in periastron) is only7.5× 105 km (nearly
the radius of the Sun), while the largest is≈ 3.1 × 106 km. The maximum
(periastron) orbital velocity reaches∼400 km s−1.

The system shows very pronounced effects of General Relativity (e.g.,
Weisberg & Taylor 2003), first of all, huge advance of periastron, ω̇ =
4.226607 ± 0.000007 deg yr−1 (at 1σ level). In 30 years of the observa-
tions the periastron axis has turned by more than 125◦. This can be com-
pared with the same effect observed in the orbital motion of Mercury: 43′′

in 100 yr! The relativistic parameterγ, Eq. (9.22), has also been measured,
γ(1σ) = 0.004294 ± 0.000001. As discussed in§9.1.2a, the measurement of
two relativistic parameters (ω̇ andγ in our example) is sufficient to find all the
parameters of the binary system.
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Moreover, it has been possible to accurately measure the third relativistic
parameter,Ṗb(1σ) = −(2.4086 ± 0.0052) × 10−12 (corrected for the galactic
acceleration). The detected decrease of the orbital periodis attributed to the
emission of gravitational waves, see Eq. (9.12). For the Hulse-Taylor system,
the Einstein Theory of Relativity predictṡPb = −(2.40247 ± 0.00002) ×
10−12, which is in excellent agreement with the observed value. The agreement
leaves no doubt about the existence of gravitational waves and the validity of
the Einstein Theory of Relativity. These results have ruledout several other
theories of gravitation (and will likely rule out more) and constrain a possible
cosmological variation of the gravitational constant withtime (see, e.g., Taylor
& Weisberg 1989, Damour & Taylor 1992, Stairs 2003, and references therein).

The current gravitational luminosity of the Hulse-Taylor system, given by
Eq. (9.11), is|Ė| ≈ 7.77 × 1031 erg s−1, about 2% of the (electromagnetic)
luminosity of the Sun. Since gravitational radiation carries away the energy
of orbital motion, the binary components are falling gradually one onto the
other, as depicted in Fig. 9.4, and will merge in≈ 3 × 108 yr. The event will
be accompanied by a violent energy release, particularly, by a huge burst of
gravitational radiation. It should be stressed the importance of eccentricity in
the evolution of the system. Had the binary the same parameters (M1, M2, a,
Pb) but a circular orbit in the present epoch, its gravitational radiation would
be lower and the death time would be≈ 1.64 × 109 years, more than 5 times
higher.

The inclination angle of the orbit of the Hulse-Taylor pulsar, i ≈ 47◦, is
unfavorable for measuring the Shapiro delay. By 2003, the Shapiro parameters,
r ands, Eq. (9.23), have been measuredonly marginally (e.g., Weisberg& Taylor
2003), but the results agree with the theoretical predictions (which can be made
because all the orbital parameters are determined from the measurements ofγ
andω̇).

Needless to say, the masses of the pulsar and the companion have been
determined with high accuracy. Some mass determinations are shown in Fig.
9.5. Tayloret al. (1979) reportedM1 = (1.39± 0.15)M⊙ andM2 = (1.44±
0.15)M⊙. Further measurements gaveM1 = (1.42 ± 0.06)M⊙ andM2 =
(1.41 ± 0.06)M⊙ (Taylor & Weisberg 1982);M1 = (1.42 ± 0.03)M⊙ and
M2 = (1.40±0.03)M⊙ (Weisberg & Taylor 1984);M1 = (1.442±0.003)M⊙
andM2 = (1.386 ± 0.003)M⊙ (Taylor & Weisberg 1989);M1 = (1.4411 ±
0.00035)M⊙ andM2 = (1.3874 ± 0.00035)M⊙ (Thorsett & Chakrabarty
1999). Finally, Weisberg & Taylor (2003) give

M1 = (1.4408 ± 0.0003)M⊙, M2 = (1.3873 ± 0.0003)M⊙. (9.24)

All these results are presented at the1σ level. In Fig. 9.5 we double the errorbars
to show the mass limits at the2σ level. One can see the rapid convergence of
the results, from one observation to another (cf. Fig. 9.3).The Hulse-Taylor
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pulsar and its companion are the stars with the best determined masses (after the
Sun). The success of their mass determination is mainly attributed to the radio
astronomy (due to highly precise pulsar timing), to the pulsar nature (perfect
rotators without phase shifts for many decades) and to General Relativity (which
provides many relations to link orbital parameters). The Hulse-Taylor pulsar
remains the most massive neutron star with an accurately measured mass till the
time of this writing (since 1980 till 2006). Curiously, its mass nearly coincides
with the Chandrasekhar mass limit of white dwarfs. The accuracy of its mass
measurement is higher than the accuracy of measuring the gravitational constant
(the latter is barely known with the three correct digits). Thus, its mass is better
measured in solar masses than in grams (because one translates stellar masses
into grams using the gravitational constant).

The observations of the Hulse-Taylor pulsar allowed one to measure an-
other, extremely tiny effect of General Relativity – the geodetic precession of the
pulsar spin axis about the vector of the total angular momentum of the binary.
The total momentum can be accurately approximated by the orbital momentum.
Thus, the pulsar spin axis should precess around the axis perpendicular to the
orbital plane. The effect is analogous to the spin-orbital interaction in atomic
physics with magnetic moments replaced by the curvature of space around a
rotating body. The precession frequency is given by (e.g., Barker & O’Connell
1975)

Ωprec = Ωb
3GM2

2a c2 (1− e2)

(
1 +

M1

3M

)
. (9.25)

It is of the same order of magnitude as the periastron advancerateω̇, Eq. (9.12).
The theory predictsΩprec = 1.21 deg yr−1, for the Hulse-Taylor pulsar, which
means the precession period of≈300 years. This effect has been really ob-
served (e.g., Konackiet al. 2003, and references therein). The angle between
the pulsar spin and the precession axis has been determined to be≈22◦. Since
the beaming of pulsar emission is related to the pulsar magnetic axis, the ob-
servations have allowed one to infer the angle between the pulsar spin axis and
the magnetic axis (≈27◦). With these data, one can reconstruct the evolution of
the pulsar magnetic axis and the associated detectability of the pulsar emission
(e.g., Lorimer 2001, Stairs 2003). The pulsar beaming became favorable for
detecting on the Earth in approximately 1940, 34 years before the pulsar dis-
covery. It will become unfavorable by 2025, and the pulsar will disappear (what
a loss for the astrophysical community!). It will reappear again approximately
240 years later.

Finally, using the theory of relativistic orbits (§9.1.2a), we can extend
our analysis of orbital parameters from the present epoch tothe past and the
future (Fig. 9.4). Since the pulsar spin frequency and its derivative have been
precisely measured,P = 0.05903 s andṖ = 8.627 × 10−18 (e.g., Taylor
& Weisberg 1989), we can determine the characteristic pulsar spindown age
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Figure 9.6. Orbital period, major semi-axis (left vertical axis), and gravitational luminosity
(right vertical axis) of the Hulse-Taylor pulsar last ten years of its life before the final merging
stage (a few milliseconds before the pulsar death).

t = P/(2Ṗ ) ≈ 108 yr (§1.4). Thus, 100 Myr ago, when the pulsar was
presumably born, the orbital parameters (Fig. 9.4) were equal to: e = 0.666,
a = 2.3 × 1011 cm,Pb = 9.93 hr, andω̇ = 3.12 deg yr−1. Looking into the
future, for instance, in 200 Myr from now, we obtain:e = 0.439, a = 1.2×1011
cm,Pb = 3.64 hr, andω̇ = 11.5 deg yr−1.

As discussed in§9.1.2b, the Hulse-Taylor system will die in about 300
Myr. Ten years before this event, when we should be fully prepared for its
observation, the system parameters will be like this:e = 0.00081, a = 17300
km,Pb = 23 s, andω̇ = 3.55×105 deg yr−1= 0.011 deg s−1. The orbit will be
nearly circular; the separation between the neutron stars will still be much larger
than their radii; the periastron advance will be overwhelming (although hardly
detectable), and the gravitational luminosity of the system will be≈ 1.2×1041

erg s−1, 30 million times larger than the electromagnetic luminosity of the Sun.
The last ten years of the Hulse-Taylor pulsar are shown in Fig. 9.6.

The circular orbit can be described by Eqs. (9.20) and (9.21), which give
a(t) ∝ (tdeath − t)1/4, Pb(t) ∝ (tdeath − t)3/8, and the gravitational lumi-
nosity behaves as|Ė| ∝ (tdeath− t)−5/4. As discussed in§9.1.2a, this scaling
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fails at (tdeath − t) . 1 ms, at the onset of the final merging stage. By that
time the distance between the companions becomes some tens kilometers, the
orbital period decreases to∼1 ms, and the gravitational luminosity is as high as
1055 erg s−1. From that time on we have to observe the system most attentively.

We should not be surprised by the very huge gravitational luminosity of the
system before the merging: the system turns into the most efficient gravitational-
wave emitter. The total gravitational energy release can beas high as∼ 1053

erg, the same as the total energy release in a supernova explosion that produces
a neutron star. The huge energy release is natural: the energy released in both
processes is of the order of the gravitational energy of a neutron star, Eq. (1.1).

9.1.2 c Masses of neutron stars in double neutron star binaries

The parameters of eight double neutron star binaries, discovered by 2006,
are listed in Table 9.3. Let us discuss seven of them, which are pulsar – neutron
star binaries (the eight system, J0737–3039, will be described in the next sec-
tion). All seven binaries are alike, particularly, rather eccentric. The pulsar spin
periods are similar. The four of them – B1534+12, B1913+16, B2127+11C, and
J1756–2251 – are very compact, with the orbital periods 8–10hours, while the
systems J1518+4904, J1811–1736, and J1829+2456 are wider.In all the sys-
tems but J1811–1736 and J1829+2456 at least two relativistic parameters have
been determined (sufficient to measure the masses), one of them being the pe-
riastron advance. In the last column of Table 9.3 we list the publications which
announced discoveries of the systems. A discovery date is particularly impor-
tant because it takes some time (Fig. 9.5) to accurately measure the masses. The
pulsars B1534+12 and B2127+11C were discovered (Wolszczan1991, and An-
dersonet al.1990) approximately fifteen years after the PSR B1913+16, while
the pulsars J1518+4904 and J1811–1736 were discovered evenlater and in
much wider binaries. That is why the masses of neutron stars in these two
binaries are determined (constrained) less accurately. The pulsars J1756–2251
and J1829+2456 were recognized as members of double neutronstar binaries
just before the end of this writing.

PSR B1534+12 is an especially lucky finding: it is observed edge-on,
so that the Shapiro effect has been measured. Accordingly, acollection of
relativistic parameters has been determined for this pulsar (ω̇, γ, s, r, Ṗb); see
Stairset al. (2002). Moreover, geodetic precession, discovered in observations
of PSR B1913+16 (§9.1.2b), has also been observed for PSR B1534+12, with
Pprec ≈ 700 yr (e.g., Konackiet al.2003).

The periastronadvance of the pulsars J1518+4904and J1811–1736 is much
weaker than in other systems because the binaries are much wider. For the same
reasonṖb has been measured only marginally for J1518+4904. Similarly, no
relativistic parameters (butω̇) and no massesM1 andM2 have been determined
for J1811–1736. However, the periastron advance in PSR J1811–1736 gives the
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total system massM(1σ) = (2.6±0.9)M⊙; its central value is the same as for
other neutron-star binaries. One needs more time to observePSR J1829+2456
and measure other relativistic parameters (butω̇) in order to determineM1

andM2. The measured periastron advance gives the total massM(1σ) =
(2.5 ± 0.2)M⊙.

The inferred masses are presented in Table 9.4. The errorbars of the neutron
star masses in J1518+4904 are still too large. Ignoring thisbinary and adding the
system J0737–3039 (next section), by the end of 2005 we have ten neutron stars
in the five binaries with wonderfully similar masses which range from≈1.18
M⊙ to 1.44M⊙. This might reflect a very specific evolutionary scenario in
which such binaries were formed. Among these stars, the Hulse-Taylor pulsar
is the most massive.

The neutron star masses in J1518+4904, J1811–1736, and J1829+2456
will accurately be measured in several years after 2006. Some of these neutron
stars could appear more massive than the Hulse-Taylor pulsar. However, it
would not be a surprise if the future observations gave nearly equal masses,
∼ 1.3M⊙, of all these stars.

9.1.2 d The binary pulsars J0737–3039A and B

It was a dream of many observers and theoreticians to discover acompact
binary of two (observed) radio pulsars. And such a system, J0737–3039, has
been really found at a distance of 500–600 pc from us.

The first pulsar, PSR J0737–3039A (the millisecond pulsar with the spin
period of 22.6993 ms), was discovered by Burgayet al. (2003) in a high-
latitude multibeam pulsar survey with the Parkes 64-m radiotelescope in New
South Wales, Australia. The first 4.5-min observation in August 2001 showed a
large variation of apparent pulsar period, indicating thatthe pulsar is a member
of a compact binary. The detection was followed by additional observations
with the Parkes telescope and the Australia Telescope Compact Array. These
observations started in May 2003. The first publication was based on the data
collected during five months. The orbital periodPb = 2.45 hr turned out to
be exceptionally short (Table 9.3) which means that the system is nearer to
its death, than other systems (§9.1.2b). Among the relativistic effects, the
periastron advance was measured and appeared to be really huge, ω̇ ≈ 17
deg yr−1. Thus, the orbital ellipse rotates by 180 degrees in 10.6 years. The
measureḋω yielded the total system massM(1σ) ≈ (2.58 ± 0.02) M⊙, but
the masses of neutron stars were not determined – one additional relation was
needed.

The next results reported by Lyneet al.(2004) appeared in the Los Alamos
electronic archiveastro-ph only one month after the publication of the first
paper (Burgayet al., 2003). The new paper announced the discovery of the
second pulsar, J0737–3039B, with the spin period 2.77346 s,in the same binary.
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Timing of the second pulsar immediately gave its radial velocity semiamplitude,
sufficient to measure masses and determine orbital parameters of the system.
The masses areM1(1σ) = (1.337 ± 0.005) M⊙ andM2(1σ) = (1.250 ±
0.005) M⊙, lower than the mass of the Hulse-Taylor pulsar (but in line with
accurately measured masses in other double neutron star binaries). In addition,
Lyneet al.(2004) reported the detection of the relativistic parameter γ, and the
Shapiro parametersr ands. The orbital inclination turns out to bei ≈ 87◦, very
favorable for observing the Shapiro effect. Thus, the orbital parameters have
been accurately determined in seven months since the beginning of systematic
observations (since May 2003). The authors expected to measure Ṗb, the last
unknown basic post-Keplerian parameter, within one year.

The masses of both pulsars are too small to constrain the EOS directly.
However, it seems possible to make use of tiny general relativistic spin-orbit
contribution to the periastron advance in order to measure the moment of inertia
of the more rapidly rotating pulsar A, in 5–10 years of radio observations. This
result, combined with the mass measurements, will give stringent constraints
on the EOS (Morrisonet al., 2004b; Lattimer & Schutz, 2005; Bejgeret al.,
2005b). In any case the discovery of J0737–3039 is of utmost importance.
Its lifetime, given by Eq. (9.19), is 86 Myr, the shortest among known double
neutron star binaries. This is the fifth double neutron star binary (along with
J1756–2251, B1534+12, B1913+16, and B2127+11C) whose lifetime is shorter
than the Hubble time. The discovery increased the expected statistics of neutron
star mergers (Burgayet al., 2003; Kalogeraet al., 2004), important targets for
gravitational detectors. Using Eq. (9.25) one can easily check that the periods
of geodetic precession of the pulsars PSR J0737–3039 A and B are only 75
yr and 71 yr. Lyneet al. (2004) expected to detect this geodetic precession
within a few years and to observe also some other effects of General Relativity.
Moreover, Lyneet al. (2004) detected (radio) eclipses of J0737–3039A by
J0737–3039B. This opens a fascinating possibility to use one pulsar for probing
magnetospheric properties of the other.

9.1.3 Pulsar – white dwarf binaries

Observations of radio pulsar – white dwarf binaries are alsovery promising.
Bothcompanions of sucha system, a neutron star and a white dwarf, are compact
stars, i.e., the approximation of point masses is valid. A pulsar timing easily
gives at least all Keplerian parameters of the orbit (particularly,Pb, e, andx1 =
a1 sin i). In order to measure the masses, one needs however two additional
independent relations (§§ 9.1.1a and 9.1.2a). In a compact enough binary, the
relativistic effects in pulsar motion can be detected as described in§9.1.2a.
With some luck, two relativistic parameters can be determined and the stellar
massesM1 = MPSR andM2 = MWD can be obtained. However, in wide
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binary systems, the relativistic effects are weak. One may reliably determine
only one relativistic parameter or no parameters at all.

The great advantage of the pulsar – white dwarf binaries is that the ad-
ditional relations for a mass measurement can be taken from optical observa-
tions of white dwarf companions, as described, for instance, by Thorsett &
Chakrabarty (1999). For example, because a white dwarf massand radius
are theoretically related, an estimate of the radius (from measurements of the
optical flux, effective surface temperature, and distance)can give the white
dwarf mass. Another possibility is to measure the surface gravity by fitting an
observed white dwarf spectrum with spectra given by theoretical atmosphere
models.

However, the most powerful tool is provided by the so-calledPb −M2

relation (e.g, Rappaportet al.1995, Podsiadlowskiet al.2002, and references
therein). It is expected that this relation holds for wide binaries containing
millisecond pulsars in almost circular orbits. It assumes that in the past a binary
contained a neutron star and a low-mass giant evolved later to a white dwarf.
The evolution was accompanied by a mass transfer from the giant envelope to
the pulsar. The mass exchange circularizes the orbit and recycles the pulsar to
millisecond periods. The stellar evolution theory gives a strict relation between
the mass of the giant core and the radius of its envelope. It isexpected that
the envelope fills its Roche lobe until the end of the mass transfer. The orbital
separation at this phase is then a known function of the envelope radius and the
giant-core mass (equal to the massM2 of the future white dwarf), which allows
one to estimateM2.

The parameters of some selected pulsar – white dwarf binaries are pre-
sented in Table 9.5; the inferred masses are given in Table 9.6. All the orbits,
except for J1141–6545, B1802–07 and B2303+46, are nearly circular, which is
probably a result of preceding evolution. PSR B1802–07 belongs to the glob-
ular cluster NGC 6539 – its orbit can be eccentric as a result of recent close
encounter with one of the cluster stars. The two other eccentric binaries (J1141–
6545 and B2303+46) are compact and contain rather young neutron stars born
after white dwarfs – they had not enough time to circularize their orbits. Only
two systems, B2320+46 and J1141–6545, contain slowly rotating pulsars; the
spin periods of pulsars in other systems are short, from 3 ms to 30 ms. Only four
systems, J0751+1807, J1012+5307, J1141–6545, and J1909–3744, are really
compact (Pb . 1 day), i.e., the pulsars can show strong relativistic effects. The
orbits of three of them (J0751+1807, J1012+5307, and J1909–3744) are nearly
circular, which hampers the measurement of the periastron advanceω̇ and the
parameterγ. In Table 9.5 we list the measured relativistic parameters.Let
us mention that for some systems (particularly, for PSR J1713+0747 and PSR
J2019+2425) kinematic variations ofẋ1/x1 induced by pulsar proper motion
have been extracted from pulsar timing (Niceet al.2003) to impose constraints
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Table 9.5. Parameters of pulsar – white dwarf binaries (by November 2005)

System P Pb e x1/c i ω̇ Other Disco-

(ms) (d) (s) (deg) (deg/yr) GR verya)

J0437−4715 5.76 5.74 0.000019 3.37 ≈ 43 — Shb) J93

J0621+1002 28.9 8.32 0.002457 12.0 < 50 0.0116 — C96

J0751+1807 3.48 0.263 0.000003 0.397 65–85 — Ṗb L95

J1012+5307 5.26 0.605 < 10−6 0.582 ≈ 52 — Sh N95

J1045−4509 7.47 4.08 < 10−5 3.02 — — B94

J1141−6545 394 0.198 0.172 1.86 ∼ 76 5.3 γ, Ṗb K00

J1713+0747 4.75 67.83 0.000075 32.3 ≈ 72 — Sh F93

B1802−07 23.1 2.62 0.212 3.92 & 10 0.0578 — D93

J1804−2718 9.34 11.1 0.00004 7.28 — — L96

B1855+09 5.36 12.33 0.000022 9.23 ≈ 87 — Sh S86

J1909–3744 2.95 1.53 ∼ 10−7 1.90 86.6 — Sh J03

J2019+2425 3.93 76.5 0.00011 38.8 . 70 — — N93

B2303+46 1066 12.34 0.658 32.69 0.0101 — D85

a) J93: Johnstonet al. (1993); C96: Camiloet al. (1996); L95: Lundgrenet al. (1995); N95:
Nicastroet al. (1995); B94: Baileset al. (1994); K00: Kaspiet al. (2000); F93: Fosteret al.
(1993); D93: D’Amicoet al. (1993); L96: Lorimeret al. (1996); S86: Segelsteinet al. (1986);
J03: Jacobyet al. (2003); N93: Niceet al. (1993); D85: Deweyet al. (1985)
b) Shapiro delay (parametersr ands)

on the orbit inclination angle (as mentioned in§9.1.2a). In Table 9.5 we also
cite the publications that reported the discoveries of the sources. Discovery
dates show how long the sources are observed (accurate measurements of rel-
ativistic effects take time,§9.1.2). In Table 9.6 we mark [by (Pb)] those cases,
where thePb −M2 relation has been used to estimate white dwarf masses.

The most accurate mass measurements have been done for J1141–6545.
This compact (Pb = 4.7 hr) eccentric (e = 0.17) binary system was discovered
by Kaspiet al. (2000). The system is excellent for observing the relativistic
effects. Kaspiet al.(2000) measured the huge periastron advanceω̇ = 5.3 deg
yr−1 and determined the total system massM ≈ 2.3M⊙. Ord et al. (2002)
managed to pinpoint the orbit inclinationi = 76± 2.5◦ by observing interstel-
lar scintillations of PSR J1141–6545 modulated by orbital motion. Thus, the
measurements oḟω andi gave two relations required to obtain the companion
masses. In addition, Baileset al. (2003) have measured two other relativistic
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Table 9.6. Masses of stars in pulsar – white dwarf binaries (by November2005)

System M1/M⊙ M2/M⊙ Ref.a)

J0437−4715 1.58±0.18 (1σ) 0.236±0.017 (1σ) vS01

J0621+1002 1.70+0.59
−0.63 (2σ) 0.97+0.43

−0.24 (2σ) S02

J0751+1807 2.1+0.4
−0.5 (2σ) 0.19± 0.03 (2σ) NSS04, 05

J1012+5307 1.7±1.0 (2σ) 0.165 − 0.215 (1σ) TC99

J1045−4509 < 1.48 ∼ 0.13 (P b)
b ) TC99

J1141−6545 1.30±0.02 (1σ) 0.99±0.02 (1σ) B03

J1713+0747 1.53+0.08
−0.06 (1σ) 0.30−0.35 (Pb) S05

B1802−07 1.26+0.15
−0.67 (2σ) 0.36+0.67

−0.15 (2σ) TC99

J1804−2718 < 1.73 ∼ 0.2 (Pb) TC99

B1855+09 1.57+0.25
−0.20 (2σ) 0.25− 0.28 (Pb) NSS03

J1909–3744 1.438±0.024 (1σ) 0.2038 ± 0.0022 (1σ) J05

J2019+2425 < 1.51 0.32− 0.35 (Pb) NSS01

B2303+46 1.24 − 1.44 1.2− 1.4 KK99

a) vS01: van Stratenet al. (2001); S02: Splaveret al. (2002); NSS04: Niceet al. (2004);
NSS05: Niceet al. (2005); NSS03: Niceet al. (2003); TC99: Thorsett & Chakrabarty (1999);
B03: Baileset al.(2003); S05: Splaveret al.(2005); J05: Jacobyet al.(2005); NSS01: Niceet
al. (2001); KK99: van Kerkwijk & Kulkarni (1999)
b) M2 is estimated from thePb −M2 relation.

parameters,γ andṖb, which confirm the previous results and refine the mass
determination. Moreover, geodetic precession of the pulsar axis has been ob-
served (Hotanet al., 2005). The system is so compact that its life time is shorter
than the Universe age. Unfortunately, the pulsar massM1 ≈ 1.30M⊙ is no-
ticeably lower than the mass of the Hulse-Taylor pulsar, andit does not impose
new constraints on the EOS.

Another example of the accurate mass measurement is provided by PSR
J1909–3754, a millisecond pulsar with a very short (3 ms) spin period. The
pulsar was discovered by Jacobyet al.(2003) in a compact binary (Pb ≈ 1.5 d).
The companion was identified as a moderately hot white dwarf (Ts ≈ 8500 K).
The orbit is circular (e ∼ 10−7; no chances to measureω̇ andγ) but, luckily,
the system is observed edge-on. Only two years of timing allowed Jacobyet
al. (2005) to measure Shapiro parameters and accurately determine the pulsar
mass,M1(1σ) = (1.438 ± 0.024) M⊙. It appears to be only slightly lower
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than the mass of the Hulse-Taylor pulsar. This mass value is interesting for the
theory of pulsar spin-up to millisecond periods in binary systems.

The mass of PSR B2303+46 has also been determined with reasonable
accuracy. The binary, discovered by Deweyet al. (1985), is the oldest known
source listed in Tables 9.5 and 9.6. It was initially considered as a double
neutron star binary. The eccentricity is exceptionally high, e = 0.658, but
the orbital period is large and the relativistic effects arenot very pronounced.
Nevertheless, the periastron advance was measured, and it gave the total system
massM ≈ 2.64M⊙. The minimum mass limit of the companion star was
determined then from the mass function, Eq. (9.9):M2 > 1.2M⊙. The last,
fourth relation for fixing the masses was absent. Fortunately, van Kerkwijk &
Kulkarni (1999) discovered a faint optical counterpart which implied that the
second companion is most probably a white dwarf, but not a neutron star. Since
the white dwarf mass cannot exceed the Chandrasekhar limit,one immediately
concludes that1.2M⊙ < M2 < 1.4M⊙. Thus, the pulsar mass is nicely
constrained,1.24M⊙ < M1 < 1.44M⊙, but it is again lower than the mass of
the Hulse-Taylor pulsar.

Another example of a not too massive neutron star is providedby the PSR
B1802–07. Its orbital period is not too large (Pb = 2.62 d) and the orbit is
eccentric (e = 0.21). The periastron advance has been measured; it gives the
total system massM = 1.62M⊙. The lower limit of the companion mass, as
deduced from the mass function, yieldsM2 > 0.29M⊙, and the inclination is
constrained assin i > 0.18. Assuming the uniform distribution overcos i in
the allowed range0.18 < sin i < 1, Thorsett & Chakrabarty (1999) obtained
the mass limit,M1 < 1.41M⊙ (at the2σ level). Other relativistic effects will
hopefully be observed soon and improve the mass measurement(but not the
constraint on the EOS).

The masses of neutron stars in other systems may be higher than the mass
of the Hulse-Taylor pulsar, but they are measured (constrained) with less accu-
racy. In two rather wide binaries, J1713+0747 and B1855+09,Shapiro delay
has been measured and thePb −M2 relation has been used. This gives two
relations (the range parameter of Shapiro effect and thePb −M2 relation con-
strain actually the same quantity,M2) to infer the masses. The central values
M1(J1713) ≈ 1.53M⊙ (Splaveret al., 2005) andM1(B1855) = 1.57M⊙
(Niceet al., 2003) are noticeablyhigher than the mass of the Hulse-Taylor pulsar,
but the errors are still large (Table 9.6). In two other binaries, J0437–4715 and
J1012+5307, Shapirodelay has alsobeen measured, which is basically sufficient
to determineM1 andM2. Again, the central valuesM1(J0437) = 1.58M⊙
andM1(J1012) = 1.7M⊙ are high and interesting for constraining the EOS,
but the errors are too large. The last system is compact and therefore convenient
for measuringṖb, and that will considerably reduce the errors.
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The relativistic effects have been observed also in the orbital motion of PSR
J0621+1002. Six years of pulsar timing with three radio telescopes allowed
Splaveret al. (2002) to detect the periastron advance and estimate the total
system mass,M = (2.8± 0.3)M⊙. They combined their result with the mass
limits provided by the mass function and by the Chandrasekhar limit of white-
dwarf mass. In addition, they used the limits on the inclination anglei given
by the mass function and by a non-detection of Shapiro delay (Shapiro effect
would be detectable for highi). In that way they constrained the neutron star
mass (Table 9.6) with a high and interesting central valueM1 = 1.7M⊙ but
with large errorbars (to be reduced in several years).

It is very important to mention another pulsar, PSR J0751+1807. Its orbit
is nearly circular (thus,̇ω cannot be accurately measured). However, the orbital
period is short (Pb = 6.3 hrs), so thatṖb has been measured, and Shapiro delay
has marginally been detected, constrainingi to intermediate values. Niceet al.
(2004, 2005) have made a full relativistic analysis of the timing data obtained
by 2004. This allowed them to conclude that the pulsar mass isvery high,
M1(2σ) = 2.1+0.4

−0.5M⊙. The errorbar is still too wide. However, with high
probability,M1 > 1.6M⊙, which is much higher than the mass of the Hulse-
Taylor pulsar. Shapiro effect is expected to be accurately measured soon after
2006. This will strictly constrain the PSR J0751+1807 mass.

Finally, let us mention the systems J1045–4509, J1804–2718and J2019+
2425. They are rather wide binaries containing millisecond pulsars in almost
circular orbits. ThePb−M2 relation has been used to estimateM2 . No relativis-
tic effects have been observed. The data are insufficient to measure the masses,
but they give conservative upper limits:M1 < 1.48M⊙, M1 < 1.73M⊙,
andM1 < 1.51M⊙, for PSR J1045–4509, PSR J1804–2718 (Thorsett &
Chakrabarty 1999), and PSR J2019+2425 (Niceet al.2001), respectively. PSR
J1804–2718 is potentially interesting and may be a massive neutron star. There
is a chance, that the pulsars J1045–4509 and J2019+2425 are slightly more
massive than the Hulse-Taylor pulsar, but generally these two systems are less
interesting for the EOS problem than other candidates.

In addition, let us mention two pulsars (Ter 5 I and J) discovered by Ransom
et al. (2005) in the globular cluster Terzan 5 using the Green Bank Telescope.
Both pulsars enter compact and eccentric binaries; their binary companions are
possibly white dwarfs. The orbital periods of Ter 5 I and J arePb = 1.328
and 1.102 days, and the eccentricities aree = 0.428 and 0.350, respectively.
The pulsar spin periods are 9.57 and 80.34 ms. In both cases the periastron
advance has been measured,ω̇ = 0.255 deg yr−1 and 0.327 deg yr−1, and the
total system mass has been determined,M(1σ) = (2.17± 0.02)M⊙(for Ter 5
I) and(2.20±0.04)M⊙(for Ter 5 J). One equation is still missing to determine
neutron star masses but the relativisticγ parameter can be measured to solve
this problem (in 1–3 years for Ter 5 I and in 5–10 years for Ter 5J). Statistical



Theory versus observations 487

estimates assuming constant probability distribution over cos i indicate that both
pulsars are massive,M1(2σ) & 1.7M⊙, but further observations are required
to confirm this result.

To summarize the above discussion, there are at least seven neutron star
– white dwarf binaries (and several promising candidates, including Ter 5 I
and J) potentially very interesting for the EOS problem. Thepulsars J0437–
4715, J0621+1002, J0751+1807, J1012+5307, J1713+0747, J1804–2718, and
B1855+09 – may be more massive than the Hulse-Taylor pulsar.One pulsar,
PSR J0751+1807, is almost certainly more massive than1.6M⊙. The masses
of all these pulsars will be refined in several years after 2006.

9.1.4 Pulsars in binaries with non-degenerate stars
Three radio pulsars have been found in binaries with non degenerate stars

by 2005. In two systems the companions are massive main-sequence stars,
while the companion of the third pulsar is less massive. Pulsar timing gives
the pulsar spin periodP , the orbital periodPb, and the orbit eccentricitye (and
naturally the pulsar mass functionf1).

The orbits in the systems with the main-sequence stars are extremely ec-
centric. Both main-sequence stars are relatively bright, so that their types have
been determined and their masses have been estimated.

The first system (PSR B1259–63 and a Be companion) was discovered by
Johnstonet al.(1992). According to the pulsar timing,P = 47.8 ms,Pb = 3.4
yr, ande = 0.87. Unfortunately, the pulsar mass function is of little use to
constrain the pulsar massM1 for systems, whereM1 ≪ M2. In other words,
M1 is highly uncertain.

The second system (PSR J0045–7319 and a B1 V star) was discovered by
Kaspi et al. (1994) in the Small Magellanic Cloud. The pulsar timing gave:
P = 0.926 s,Pb = 51.169 days, ande = 0.808 (f1 = 2.17M⊙). Bell et al.
(1995) measured the radial velocity of the optical companion and obtained the
mass ratio:M2/M1 = 6.3 ± 1.2. Thorsett & Chakrabarty (1999) reported an
estimate of the companion mass,M2 = (10 ± 1)M⊙, based on the observed
optical luminosity1.2×104 L⊙, the effective surface temperature2.4×104 K,
and a grid of stellar atmosphere models. This givesM1 = (1.58 ± 0.34)M⊙
at the1σ level (Table 9.7). The central value is higher than the mass of the
Hulse-Taylor pulsar and potentially interesting for the EOS problem, but the
errorbar is too wide. New observations are required to pinpoint M1.

The third system is quite different. The pulsar (PSR J1740–5340) was
discovered in the globular cluster NGC 6397 by D’Amicoet al. (2001a). The
timing yielded (D’Amico et al. 2001a,b):P = 3.6503 ms, Pb = 1.354 d,
x1/c = 1.653 s,e < 10−4 (andf1 = 0.002644M⊙). Thus, the orbit is nearly
circular. The optical companion was identified by Ferraroet al. (2001) as a
rather bright variable object that had been detected earlier by Tayloret al.(2001).
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Table 9.7. Mass of neutron stars in binaries with non-degenerate stars(2005)

System Pb, d M1/M⊙ Signif. Reference

J0045–7319 51.169 1.58±0.34 1σ Thorsett & Chakrabarty (1999)

J1740–5340 1.354 1.53±0.19 1σ Kaluznyet al. (2003)

Photometric observations of both groups indicated an unusual position of the
companion at the Hertzsprung-Russell diagram of the cluster: ≈0.2 mag to the
red from the turnoff and≈0.7 mag below the base of the red giant branch. This
position possibly implies (e.g., Ergma & Sarna 2002) that the optical companion
is an evolved star with a helium core surrounded by a hydrogenenvelope.
Detailed photometric and spectroscopic observations of this star were done by
Kaluznyet al. (2003). Using the photometric data on the stellar variability in
theB,V , andI bands and assuming that the star fills its Roche lobe, the authors
obtained the inclination anglei = 43.9 ± 2.1 deg. Spectroscopic observations
allowed them to measure the radial velocities. In this way Kaluznyet al.(2003)
obtained two additional relations required for mass measurements. The result
is: M1(1σ) = (1.53 ± 0.19)M⊙ andM2(1σ) = (0.296 ± 0.034)M⊙. The
central value ofM1 is slightly higher than for the Hulse-Taylor pulsar.

9.1.5 Summary of neutron star mass measurements
Let us summarize the results of measurements of neutron starmasses in

binary systems made by the end of 2005.
(1) The most accurate measurements have been performed for eight neutron

stars in four double neutron star binaries (§9.1.2). The most massive among
them is the Hulse-Taylor pulsar, PSR B1913+16.

(2) It is likely that some X-ray binaries (§9.1.1), pulsar – white dwarf
binaries (§9.1.3), and pulsar – non-degenerate star binaries (§9.1.4) contain
more massive neutron stars. This can be a consequence of masstransfer on
neutron stars during the evolution of these systems.

(3) Three X-ray binaries, Cyg X-2, Vela X-1, and 4U 1700–37, aregood
candidates for containing massive neutron stars. However,the progress in
measuring the masses in X-ray binaries is slow (§9.1.1b).

(4) Seven pulsar – white dwarf binaries (J0437–4715, J0621+1002,
J0751+1807, J1012+5307, J1713+0747, J1804–2718, and B1855+09) contain
possibly massive neutron stars. The stellar masses in thesesystems (or at least
in some of them) are expected to be accurately measured in several years after
2006. The mass of PSR J0751+1807 is higher than1.6M⊙ at the2σ level.
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Thus the Hulse-Taylor pulsar remains to be the neutron star with the high-
est accurately measured mass, but the mass of PSR J0751+1807is noticeably
higher. Accordingly, we come to the observational constraint

Mmax(EOS) > M
(max)
obs , M

(max)
obs = 1.6M⊙ (2006), (9.26)

whereMmax(EOS) is the maximum allowable mass for non-rotating neutron
star models; for spin periods longer than, say, 5 ms the effects of rotation on
Mmax are negligibly small (see§ 6.12.2).

Using Eq. (9.26), we can rule out all EOSs, which predict the maximum
neutron star mass to be lower thanM (max)

obs . Unfortunately, this requirement
does not solve the EOS problem: it excludes only the softest EOSs that appear
in the literature (e.g.,npeµ model BPAL12 of Bombaci 1995; some EOSs of
dense matter with hyperons, e.g., Pandharipande 1971b; Balberg & Gal 1997;
Vidañaet al.2000b). All but one (BPAL12) in Table 5.3 in Chapter 5 and Table
6.1 in Chapter 6 are consistent with the current value ofM

(max)
obs (see Figs. 6.3

and 6.5), with BGN1H1 being only marginally consistent. It would be highly
desirable to accurately measure the masses of more massive neutron stars, the
more massive the better. A definite discovery of a 1.9M⊙ neutron star would
rule out nearly all EOSs with hyperons, while a discovery of,say, a 2.1M⊙
neutron star would leave us with very stiff EOSs of dense matter containing
nucleons only.

9.1.6 From November 2005 to August 2006 and beyond
The tremendous progress in neutron star mass measurements can be il-

lustrated by a short description of new results obtained from November 2005
(when this book was mainly completed) to August 2006 (when last minute
changes were introduced).

Jacobyet al. (2006) reported the direct measurement of the orbital decay
Ṗb = (−3.95±0.13)×10−12 in the double neutron star binary PSR B2127+11C
discussed in§9.1.2c. New timing data allowed the authors to infer more ac-
curate values of neutron star masses,M1(1σ) = (1.358 ± 0.010)M⊙ and
M2(1σ) = (1.354 ± 0.010)M⊙ (compare with the values in Table 9.4).

Bassaet al.(2006) and Cocozzaet al.(2006) presented new observations of
a compact binary containing the millisecond pulsar J1911–5958A and a white
dwarf. The pulsar was discovered in 1999 (D’Amicoet al., 2001b). The pulsar
timing showed that the orbit is nearly circular and the orbital period isPb = 0.84
days. The authors present new optical observations of the white dwarf which
allowed them to measure its radial velocities. Moreover, comparing the data
with white dwarf atmosphere models and theoretical mass-radius relations,
Bassaet al.(2006) obtained the white dwarf massM2 (1σ) = (0.18±0.02)M⊙ .
The radial velocities andM2 gave them two equations to determine the pulsar
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massM1(1σ) = 1.40+0.16
−0.10M⊙. No relativistic effects have been detected from

this binary.
Lorimeret al.(2006) reported the discovery of PSR J1906+0746, a young

pulsar in a highly relativistic orbit with a neutron star or awhite dwarf (Pb =
3.98 hr, e = 0.085). Huge periastron advance has been measured,ω̇ ≈ 7.◦57
yr−1, which gives the total binary massM(1σ) = (2.61 ± 0.02)M⊙ and the
binary merging timetdeath ∼ 300 Myr. Further observations are required to
resolveM1 andM2.

Finally, Freireet al.(2006) discovereda new millisecondpulsar J1741+1351
in a circular orbit with a white dwarf (Pb = 16 days). The pulsar tim-
ing shows the Shapiro effect which gives two parameters (sin i ≈ 0.96,
M2(1σ) = (0.30 ± 0.07)M⊙) and two respective equations to determine the
pulsar mass,M1(1σ) = (1.8 ± 0.3)M⊙, interesting for the EOS problem.

With this spectacular progress, new exciting and decisive neutron star mass
measurements can be expected any day!

9.2. Gravitational surface redshift
Early expectations for a direct determination of gravitational redshiftzsurf

(§6.1) of spectral lines emitted from the surface of a neutron star arose from
observations of spectral lines in gamma-ray bursts. One of the most popular
hypotheses about the origin of the bursts assumed that they are associated with
neutron stars in the Galaxy. The spectra of numerous gamma-ray bursts de-
tected by several gamma-ray observatories at the end of 1970s and in the first
half of 1980s revealed the presence of broad “emission line features” which
were widely attributed to the redshifted gamma quanta from thee+e− → 2γ
annihilation process near the neutron star surface (e.g., Golenetskiiet al.1986).
The intrinsic energy of annihilation quanta, 0.511 MeV, wasexpected to be
redshifted for a distant observer. An analysis of∼ 40 “emission line features”
deduced from the apparent line center position, led to gravitational redshifts
z = 0.2–0.5, with the centroid lying between 0.25 and 0.35 (Liang, 1986).
However, in the 1990s, thousands of gamma ray bursts were detected by the
BATSE detectors on board theComptonGamma Ray Observatory, with no clear
evidence of spectral features at 0.3–0.5 MeV.

Moreover, in the late 1990s it was proved that many observed gamma-ray
bursts originate at cosmological distances, thus being unrelated to neutron stars
in the Local Group of galaxies. A notable exception is provided bysoft gamma-
ray repeaters(SGRs), likely related tomagnetars(ultra-magnetized neutron
stars; §1.4.5 The first gamma-ray burst useful for evaluatingzsurf was the
extraordinary gamma-ray burst (GRB 790305) on March 5, 1979(Mazetset al.,
1979b) from a source in the Large Magellanic Cloud. The burstsource is now
called SGR 0526−66 (=RX J052600.3–660433). In quiescence, it behaves like
an anomalous X-ray pulsar (Kulkarniet al., 2003); see§1.4.5. The spectrum of
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the GRB 790305 exhibited a prominent emission line at430± 30 keV with the
full width at half-maximum≃ 150 keV (Mazetset al., 1981, 1982). Assuming
that the line originated frome+e− → 2γ and was broadened by thermal plasma
motion, one getszobs = 0.23± 0.07 (e.g., Higdon & Lingenfelter 1990). This
estimate is compared with theoretical neutron star models in Fig.9.7. As one
can see, for a broad set of EOSs, surface redshifts of neutronstars with masses
within the range of precisely measured masses in double neutron star binaries
are consistent with this estimate.

If, however, this line was formed far above the surface, thenzobs gives only
the lower bound on the true surface redshift. For instance, the emission line at
6.4 keV, observed in a burst from another soft gamma repeater, 1900+14 (very
similar to SGR 0526−66), was interpreted by Strohmayer & Ibrahim (2000) as
the non-redshifted Fe Kα line. In this case, the absence of a redshift implies
that the line was formed at least 80 km away from the neutron star (possibly in
an accretion disk).

Another method, successfully applied previously to white dwarfs, consists
in measuring redshifts of identified spectral lines for a neutron star in a binary.
First attempts to use absorption lines in X-ray spectra of X-ray binaries to
deducezsurf were plagued by difficulties of line identification and by large line
widths. A successful measurement was probably made from theobservations
of absorption lines in the X-ray burst spectra of the low-mass X-ray binary EXO
0748−676 (Cottamet al., 2002). The most significant absorption features were
identified with transitions of H-like and He-like iron and H-like oxygen, all
with the same redshiftzobs = 0.35. A further theoretical analysis of Bildsten
et al. (2003) lent support to this interpretation by showing how the strength of
the observed Hα Fe XXVI line can be reconciled with the non-identification of
Lyα and photoabsorption features.

9.3. Neutron star radii
Models of dense matter can be tested by comparing neutron star radii R

determined from observations with theoretical predictions. Let us remind that
R denotes the circumferential stellar radius (§6.1). Unfortunately, for typical
neutron star masses between 1 and 2M⊙, the radius is not very sensitive to the
EOS (§6.6.1). As can be deduced from Fig.6.5, in order to really distinguish
between the different EOSs, one has to measure the radius with a precision of
∼ 0.5 km (within statistical significance of2σ or better).

Let us outline several methods to evaluate the neutron star radius from
observations. First of all, one can infer the radius by measuring zsurf and the
stellar massM :

R =
(1 + zsurf)

2

zsurf(2 + zsurf)
rg, rg =

2GM

c2
≈ 2.95

M

M⊙
km . (9.27)
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Figure 9.7. The gravitational surface redshift versus stellar mass forselected EOSs (see Table
5.3) compared with observations. The horizontal band limited by dashed lines corresponds to
1σ evaluation of the redshift for thee+e− annihilation line in the spectrum of GRB 790305b.
The thick dot-and-dashed line gives the value ofzsurf obtained in the analysis of spectra of
X-ray bursts by Cottamet al. (2002). The hatched area is prohibited by General Relativity
combined with the conditionvsound ≤ c (§6.6.3). Shadowed vertical band is the range of
precisely measured masses of neutron stars in double neutron star binaries,§9.1.2c.

Thus, if we need to measureR with an accuracy of 0.5 km, we must measure
M and zsurf in such a way to determineM/zsurf within ∼ 5% at the2σ level.
Such measurements have not been performed by 2006.

9.3.1 Thermal emission of isolated neutron stars
Another way to measure neutron star radii consists in analyzing thermal

emission from neutron star surfaces (§1.4.5). Choosing a theoretical model of
the surface emission, one can try to adjust model parameters(in particular, the
radius) to the observed spectrum. As we discussed in§§6.6.6 and 1.3.3, instead
of the circumferential radiusR it is often convenient to introduce theapparent
radius as would be measured by a distant observer.
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Unfortunately, the non-thermal radiation from magnetospheres of neutron
stars (§1.4.4) is usually so bright that the thermal radiation from their surfaces
is hardly observable. In particular, this is so for young active pulsars like
the Crab pulsar (age∼ 103 yr). The thermal radiation of middle-aged (age
∼ 104–106 yr) and sufficiently warm neutron stars, with effective temperatures
(0.3− 1)× 106 K, can dominate in soft X-ray and UV ranges. Surfaces of old
neutron stars (age& 106 yr) are too cold to emit observable thermal radiation,
but polar caps of old active pulsars can be hot enough to be detected in X-rays.

That is why the thermal radiation from neutron star surface was detected
only after the launch of X-ray satellitesEinstein (1978–1981) andEXOSAT
(1983–1986). First reliable spectra of the thermal radiation from several pulsars
were obtained even later, with the sensitive X-ray observatory ROSAT(1990–
1998) as reviewed, e.g., bÿOgelman (1995) and Becker (1999). A new era
in observing the thermal emission of neutron stars has started since 1999 with
the launch of X-ray observatories of outstanding capabilities, Chandraand
XMM-Newton(e.g., Pavlovet al.2002).

Extracting neutron star parameters from these observations is a compli-
cated task. It is not sufficient to obtain a good high-qualityspectrum; its inter-
pretation meets several serious difficulties. First, as a rule, a spectrum includes
both thermal and non-thermal components, so that one has to carefully separate
the thermal one. Second, theoretical interpretation of observations depends on
the composition of a neutron star atmosphere, which is unknowna priori, so that
one should try several possibilities. Third, even if the atmosphere composition
is fixed, the model of the outgoing spectral flux depends on many parameters
such asM ,R, and the effective surface temperatureTs. For a strongly magne-
tized star, one should also take into account the effects of the magnetic fieldB
and its geometry and an associated non-uniform temperaturedistribution over
the stellar surface. For instance, the polar cap of a pulsar can be heated by a
stream of electrons or positrons moving along open field lines from the mag-
netosphere. This is what happens in the so calledinner gap modelof pulsar
emission, which stems from the seminal paper by Sturrock (1971). The tem-
perature of “hot spots” produced by this heating on the stellar surface may be
much higher than outside them. Fourth, the detected spectrum depends on the
distanced to the star and the column density of interstellar hydrogen,which are
usually poorly known. Therefore, it is not surprising that numerous attempts to
determine neutron star radii from observations of thermal radiation have been
largely inconclusive.

Generally, while fitting an observed spectrum, one infers possible values
of R∞ within some confidence interval. An assumed EOS of dense matter can
be ruled out, if the theoretical curveR∞(M) does not intersect this interval. As
a rule, these results should be taken with a grain of salt, because of difficulties in
estimating the errorbars ofR∞. The emission of active pulsars may be mainly
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produced by hot polar caps, rather than by entire colder surfaces. In these cases
one will infer a polar cap radius (much smaller thanR∞) from observations.
For instance, Zavlinet al. (2002) estimated the radius of the polar cap of the
millisecond pulsar J0437−4715 asRpc = 2.0+0.3

−0.2 km. It can be taken as the
observationallower boundto the stellar radius. Obviously, it is too low to be
useful for constraining the EOS in neutron star cores.

However, there are several cooling (isolated) middle-agedneutron stars,
which apparently show a thermal-like emission and whose distance has been
determined from parallax measurements. The distance determination elim-
inates the largest uncertainty in constrainingR∞. These neutron stars are
Geminga (PSR B0633+17), PSR B0656+14, Vela (PSR B0833−45), and RX
J1856−3754, which we consider in the rest of this section.

Golden & Shearer (1999) usedHST andBTAoptical photometry of Ge-
minga and PSR B0656+14 to estimate their radii. Previous X-ray observations
had indicated that a significant part of soft X-ray flux from these neutron stars is
of thermal origin. Golden & Shearer (1999) compared the sum of the Rayleigh-
Jeans tail of the thermal blackbody flux (∝ ν2, whereν is the photon frequency)
and the synchrotron-emission flux (∝ ν−α with α = 1.9 for Geminga and 1.4
for PSR B0656+14) with the pulsed optical flux detected from these pulsars
and with theupper limit to the non-pulsed optical flux. Assuming that the
thermal emission powered by neutron star cooling is non-pulsed, they obtained
the upper bound on theRayleigh-Jeans parameterG ≡ T∞

6 (R∞
10/d500)

2,where
R∞

10 ≡ R∞/10 km, T∞
6 = T∞

s /106 K is the effective surface temperature (in
MK) as detected by a distant observer, andd500 ≡ d/500 pc. For Geminga,
the restriction readsG ≤ 3.9 (at the3σ level), whiled = 159+59

−34 pc from the
parallax measurement (Caraveoet al., 1996). If one fixesd ≈ 160 pc, then
the blackbody fit of the X-ray spectrum givesT∞

6 ≈ 0.4–0.6 (Halpernet al.,
1996), so thatR∞ . 10 km, below the absolute lower limitsR∞ & 12– 14
km for most realistic EOSs (§6.6.6). However, taking into account rather large
errors ind, one obtainsR∞ . 18 km (Haensel, 2001), which is satisfied for
any reasonable EOS and, therefore, is not useful for the EOS selection. This
may indicate thatd is actually larger than the assumed 160 pc. On the other
hand, one cannot exclude that other, non-blackbody models (e.g., magnetized
atmosphere models) yield noticeably larger values ofR∞.

The most comprehensive analysis of the data on PSR B0656+14 made
in the pre-Chandraera was done by Edelsteinet al. (2000). ChandraX-ray
observations of PSR B0656+14 were analyzed by Marshall & Schulz (2002).
Combined optical, X-ray, and UV data gave the best estimateT∞

6 = 0.47–
0.74 (associated with the soft spectrum component) andR∞

10/d500 = 1.4–4.0
at the 99% confidence level, with the most probable distanced ≈ 200 pc (to
be compared with the estimated = 760 pc based on the dispersion measure,
Manchesteret al.2005). Later, Briskenet al. (2003) measured the parallax of
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this pulsar and obtainedd = 288+33
−27 pc. Analyzing previousR/d estimates,

the latter authors concluded that, within the model uncertainties, any radiusR∞
is between∼ 13 and∼ 20 km, which is not useful for the EOS problem.

The parallaxmeasurements of the Vela pulsar gave the distanced = 293+19
−17

pc (Caraveoet al., 2001; Dodsonet al., 2003). The X-ray spectrum of this pulsar
observed withChandra(Pavlovet al., 2001) andXMM-Newton(Mori et al.,
2004) can be fitted by a sum of non-thermal (power-law) and thermal (blackbody
or hydrogen-atmosphere) components. The blackbody fit yieldsT∞

s ≈ 1.5 ×
106 K andR∞ = 2.5 ± 0.2 km. It may describe the thermal radiation of a hot
polar cap on the pulsar surface. On the other hand, a magnetized (B = 1012 G)
hydrogen atmosphere model allows the neutron star to be “canonical” (see
Eq. (1.6)), yielding the temperatureT∞

s = 0.674+0.034
−0.033×106 K and the distance

dfit = 256+44
−43 pc (Mori et al., 2004). Using the approximate scalingR∞ ∝ d

and the parallax distanced, the canonicalR∞ = 13 km can be translated into
R∞ = 14.9+4.1

−2.9 km.

Another nearby neutron star with the thermal-like spectrumis RX J1856–
3754, discovered in theROSATobservations by Walteret al.(1996) and exten-
sively studied in subsequent years. A faint optical counterpart of this star was
found by Walter & Matthews (1997). The distance determined from the parallax
measurements isd = 117± 12 pc (Walter & Lattimer, 2002). One-component
blackbody and atmosphere models failed to explain the spectrum in both optical
and X-ray ranges. The X-ray spectrum is well fitted by the blackbody spec-
trum with T∞

6 = 0.73 andR∞
10 = 0.44 (d/120 pc), whereas the optical data

obey the Rayleigh-Jeans law with the flux∼ 7 times higher than that obtained
by extrapolating the X-ray spectrum into the optical range (e.g., Burwitzet al.
2003 and references therein). This may indicate the presence of a softer thermal
component, produced by the emission from the entire surface, while the “hard”
component may be emitted from a hot polar cap. The constraints obtained by
Burwitz et al. (2003) for the “soft” component read4 eV . kBT

∞
s < 33.6 eV

(i.e.,0.046 . T∞
6 < 0.39) and1.63 < R∞

10 . 4.6 (at d = 120 pc). However,
the hot polar cap model implies pulsations of radiation froma rotating star.
Many attempt to find these pulsations failed. Burwitzet al. (2003) proposed
an alternative model, according to which the radiation comes from a solid or
liquid surface (rather than a gaseous atmosphere), which emits the blackbody
radiation but with reduced emissivity in the X-rays. This yields the lower bound
R∞ > 12.3 km at the4σ level consistent with the majority of the EOSs of dense
matter (the upper bound is uncertain because of an unknown reflectivity in the
optical).

The latter result stimulated extensive studies of the emissivity and spectrum
of magnetized neutron stars with a condensed surface (van Adelsberget al.
2005, and references therein). Simultaneously, the first self-consistent models
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of partially ionized hydrogen neutron star atmospheres with strong magnetic
fields have been constructed (Hoet al., 2003; Potekhinet al., 2004).

9.3.2 X-ray emission from accreting neutron stars in
binaries

X-ray bursts. Several attempts have been made to constrain the EOS in neu-
tron star cores by analyzing observations of type I X-ray bursts accompanied
by neutron star atmosphere expansion (see, e.g., Shaposhnikov & Titarchuk
2002, 2004, and references therein). The analysis is based on the well formu-
lated theory of X-ray spectrum formation in atmospheres of bursting neutron
stars, where the radiation transfer is mainly determined byelectron scattering.
A standard assumption is that X-ray bursts (§1.4.6) originate from thermonu-
clear flashes in the surface layers of accreting neutron stars with weak magnetic
fields (B . 108–109 G). The model parameters in the spectral fits are neutron
star massM , radiusR, distanced, atmosphere composition, and a possible
anisotropy of the atmospheric emission. For example, Titarchuk & Shaposh-
nikov (2002) inferred the values ofM andR from an analysis of three X-ray
bursts from Cygnus X-2. Assuming the helium mass fractionY = 0.3 and the
distanced = 11 kpc, they obtainedR = 9.0±0.5 km andM = 1.44±0.06M⊙
(at the1σ level). With the sameY andd = 9 kpc they gotR = 7.7 ± 0.4 km
andM = 0.97 ± 0.04M⊙. If true, this would favor very soft EOSs of dense
matter. Shaposhnikovet al. (2003) analyzed a set of type I X-ray bursts from
the low-mass X-ray binary (LMXB) 4U 1728–34. The data are well explained
by their theory if the burster atmosphere is dominated by helium, the distance
ranges from 4.5 to 5.0 kpc,R = 8.7 − 9.7 km andM = 1.2 − 1.6 M⊙.
These results also favor soft EOSs. In the same framework, Shaposhnikov &
Titarchuk (2004) derivedR = 11–13 km andM ≈ 1.3–2.0M⊙ by analyzing
an expansion stage of a type I X-ray burst of the brightest LMXB 4U 1820–30
(employing the distanced = 6.4 ± 0.6 kpc reported by Vaccaet al. 1986).
This analysis favors moderately soft EOSs. Unfortunately,the accuracy ofR
andM determination by this method is insufficiently high to impose stringent
constraint on the EOS but the method could be improved with new observations
of X-ray bursts and with better determination ofd.

Nath et al. (2002) simulated X-ray burst oscillations observed from two
LMXBs using a model that includes emission from either a single hot spot
or a pair of antipodal hot spots on the neutron star surface. They modeled
the spreading of thermonuclear burning over the stellar surface by assuming
that the hot-spot size grows linearly with time, and calculated the radiation
flux as a function of rotational phase of hot spots. For LMXB 4U1636−53,
they constrained the neutron star compactness asGM/(c2R) < 0.163 at 90%
confidence which requires a relatively stiff EOS of the stellar interior. For
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example, for a neutron star with the canonical mass1.4M⊙ this givesR > 12.8
km.

There are promising perspectives of constrainingR orM/R from bursting
LMXBs. For example, a discovery of quiescent thermal radiation from X-ray
bursters in globular clusters (where the distance and interstellar column den-
sity are known rather well) opens new opportunities for precise measurements
of neutron star radii (Rutledgeet al. 2002a, see also Heinkeet al. 2005 and
references therein).

Quasiperiodic oscillations (QPOs). Kilohertz quasiperiodic oscillations
(QPOs) manifest themselves in power energy spectrum of manyLMXBs as
twin peaks at frequencies∼ 0.5–1 kHz. The characteristics of kilohertz QPOs
are similar for many sources. Several models have been put forward to explain
these features. The model most fashionable in the 1990s assumed that QPOs
originate at the inner edge of accretion disks when infalling matter elements
rotate with the Keplerian frequency at their last stable orbit. The existence of
such an orbit is predicted by General Relativity; its circumferential radius is
3rg = 8.85M/M⊙ km. The corresponding frequency of the orbital motion is
ν0 ≈ 2.21M⊙/M kHz. The theory predicted two QPO peaks at nearly the same
frequencyν0, separated by the neutron star spin frequency (the beat-frequency
model, or BFM, proposed by Alpar & Shaham, 1985). If neutron stars,which
produce QPOs in LMXBs, are localized inside their marginally stable orbits
(R < 3 rg), they have massesM ∼ 2M⊙, which favors stiff EOSs (Zhanget
al., 1997).

The BFM has been elaborated in different ways. One of the modifications
was the sonic-point model (Milleret al. 1998 and references therein). The
sonic point is located in the disk layer, where the radial inflow regime changes
from subsonic to supersonic. Its position is determined by the luminosity of
the source. In this model, kilohertz QPOs are generated in the vicinity of the
sonic point, rather than near the last stable orbit.

However, all these models meet serious difficulties when confronted with
observations (e.g., van der Klis, 2000). In particular, thepeak frequency sep-
aration turns out to be variable. Lamb & Miller (2001) modified the model
to allow for such variability. However, Jonkeret al. (2002) found that in the
LMXB 4U 1636−53 the difference of QPO peak frequencies varies from less
than half the spin frequency (inferred from burst oscillations) tomorethan the
spin frequency, which strongly challenges the BFM. In addition, the neutron star
mass in Cyg X-2, evaluated from the BFM, clearly contradictsthe mass inferred
from the burst model (Titarchuk & Shaposhnikov, 2002, see above). Moreover,
taking into account the correlation of QPO frequencies of white dwarf, neutron
star, and black hole binaries, Mauche (2002) argued that thedata exclude a very
wide class of QPO models, particularly, those which involvethe QPO produc-
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tion at the stellar surface or in the presence of a magnetic field. An alternative
model of QPOs suggested by Titarchuket al. (1998) (see also Titarchuk 2002)
interprets the observed QPO frequencies in terms of relaxation oscillations of
a hot inner boundary region of an accretion disk.

Wijnandset al. (2003) detected kHz QPOs from a pulsar, whose spin fre-
quency is known fromindependentobservations. Their analysis shows that the
observations contradict the existing BFM versions and pose“a severe challenge
to all other QPO models.”

Thus, at the time of this writing (2006), the model uncertainties obstruct
obtaining firm bounds on neutron star radii from observations of X-ray bursts
and QPOs.

Quiescent thermal emission. Brownet al.(1998) proposed a model for quies-
cent emission of soft X-ray transients – LMXBs containing transiently accreting
neutron stars. According to their model, the thermal emission is powered by
the heat released in the accreted matter (deep crustal heating, see§1.4.6) which
sinks deeply in the crust under the weight of newly accreted material. Along
with other mechanisms (such as a residual accretion or a pulsar shock), the
thermal surface emission due to the deep crustal heating canbe an important
source of the quiescent emission of soft X-ray transients. Using this model,
Rutledgeet al. (2001a,b) analyzed quiescent spectra of Aql X-1 (4 . d . 6.5
kpc) after an accretion outburst. Assuming a pure hydrogen atmosphere and
a hard power-law spectrum of nonthermal radiation component, they derived
the neutron star radiusR∞ = 15.9+0.8

−2.9 (d/5 kpc) km. A similar analysis of
observations of KS 1731−260, another soft X-ray transient located near the
Galactic center, gave the estimateR∞ = 23+30

−15 (d/8 kpc) km (Rutledgeet al.,
2002b). Several other results of this type have also been rather inconclusive.

Accretion disk – magnetosphere restrictions. A discovery of the first ac-
creting millisecond X-ray pulsar, SAX 1808.4–3658, raisedhope to constraint
its radius. Psaltis & Chakrabarty (1999) considered four disk-magnetosphere
interaction models of this source and associated constraints on neutron star pa-
rameters. In particular, they obtained the upper limits onR as a function of
M (but neglecting space-curvature effects, crucial for the difference between
R andR∞). Their results strongly depend on an employed model and do not
give a firm unambiguous limit onR.

9.3.3 Final remarks on radius measurements

As the reader could easily conclude, the constraints on neutron star radii
made by the time of this writing (2006) are insufficiently precise to restrict the
EOS in neutron star cores. However, the progress is spectacular in recent years
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Table 9.8. Millisecond pulsars with spin periods shorter than 2 ms

No. PSR P (ms) No. PSR P (ms)

1 J1748–2446ad 1.396 6 J1748–2446P 1.729
2 B1937+21 1.558 7 J1843–1113 1.846
3 B1957+20 1.607 8 J0034–0534 1.877
4 IGR J00291+5934 1.670 9 A1744–361 1.887
5 J1748–2446O 1.677

and we expect that observations and improved theoretical models will lead to
useful constraints on neutron star radii in near future.

9.4. Millisecond and submillisecond pulsars
To be consistent with observations of millisecond pulsars,an EOS of dense

matter should give stable neutron star models at the shortest observed pulsar
period,Pmin

obs . We described theoretical models of spinning neutron starsin
§6.12. The rotation cannot be too fast and exceed the mass-shedding limit;
the hydrostatic equilibrium of the star has to be stable withrespect to small
axially symmetric perturbations (§6.12.2). The “theoretical” minimum period
of uniform rotation,Pmin(EOS), consistent with these stability conditions,
depends on the EOS of dense matter. Fortunately, the values of Pmin(EOS)
obtained in extensive accurate calculations forcausal EOSs are reproduced
with a surprisingly good precision (typically better than 5%) by the simple
“empirical formula” (6.108),

Pmin(EOS) ≈ 0.82

(
M⊙

M stat
max(EOS)

) 1
2

(
Rstat
Mmax

(EOS)

10 km

) 3
2

ms , (9.28)

whereM stat
max andRstat

Mmax
are, respectively, the mass and radius of the most

massive stablenon-rotatingstar. Equation (9.28) gives the necessary condition
for a rotating neutron star with a given EOS to be consistent with the shortest
observed pulsar period:

(
10 km

Rstat
Mmax

(EOS)

)3
M stat

max(EOS)

M⊙
> 0.67

(
1 ms

Pmin
obs

)2

. (9.29)

In order to rotate stably with the periodPmin
obs , a star must be sufficiently massive

and compact.
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Figure 9.8. EOS constraints from observation of rapidly rotating pulsars. The dashed line,
labeled by SS, corresponds tobare strange stars, studied in§8.11 (with the EOS of strange
quark matter described in§8.11). Precise condition discussed in the text implies thatat a given
spin period (1.4 ms, 1 ms, 0.5 ms) a maximum-mass non-rotating star has to lie above a dot-and-
dashed line. ForM < Mmax this condition becomes approximate.

The theoretical predictions can be confronted with observations of mil-
lisecond pulsars (which, by definition, are the pulsars withspin periodsP . 30
ms – see Lorimer 2001). By 2006 approximately 150 such pulsars have been
discovered. A list of nine fastest rotators, withP < 2 ms, is given in Table
9.8. All of them but IGR J00291+5934 and A1744–361 are observed as radio
pulsars, while IGR J00291+5934 and A1744–361 are accretingmillisecond
X-ray pulsars in binary systems (Gallowayet al., 2005; Bhattacharyyaet al.,
2006). The first millisecond pulsar discovered, PSR B1937+214 (Backeret al.,
1982), withP = 1.5578 ms, remained the most rapidly rotating neutron star till
2005. (Until its discovery, the fastest rotation,P = 33.1 ms, was demonstrated
by the Crab pulsar.) In 2005 a new spinning champion was discovered, PSR
J1748–2446ad, withP = 1.396 ms (Hesselset al., 2006). As seen from Fig.
9.8, the rotational stability curve, above which a pulsar with P = 1.4 ms is
stable, lies too low to produce any noticeable constraint onthe EOS of dense
matter.

A very strong constraint would be given by a much faster submillisecond
pulsar, withP = 0.5 ms. Such a pulsar was discovered on January 18, 1989, in
a 7 hour optical observation of the supernova remnant 1987A in the Large Mag-
ellanic Cloud with the Cerro Tololo 4-meter telescope in Chile. The discovery
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ruled outalmost alltheoretical EOSs, which were believed to be realistic – they
became forbidden by that observation! As the reader can see,the pulsar rules
out all EOSs used to calculate theM−R curves in Fig. 9.8. That nightmare for
theorists lasted for one year. In that year, all theoreticalconcepts of dense matter
physics were revisited in attempts to construct a realisticEOS which would be
able to explain a 0.5 ms pulsar (see, e.g.,§9.8.4), but no convincing resolution
of the apparent conflict between theory and observation was found. The story
finished in February, 1990, with the discovery of exactly four times more rapid
optical oscillations from the Crab pulsar with one of the telescopes of the Las
Campanas observatory in Chile, near Cerro Tololo. Both telescopes had similar
TV cameras for transmitting images of what the telescopes were seeing to ob-
servatory control rooms. In January and February, the hottest summer period in
Chile, the TV transmitters could produce falsely modulatedsignals, the effect
that had not been known before. The discovery of 0.5 ms pulsarturned out to
be an artifact, and realistic theoretical EOSs were rehabilitated. Nevertheless,
the story was a good push to the neutron star theory.

9.5. The Crab Nebula and the moment of inertia of the
Crab pulsar

The AD 1054 supernova remnant, the Crab Nebula, was discovered by
amateur astronomer John Bevis in 1731 and rediscovered by Charles Messier
in 1758. John Duncan found in 1921 that the nebula is expanding (see Duncan
1939). Now it is probably the most often observed nebula in the sky. Opti-
cal observations of its filaments indicate that filaments areaccelerated. This
acceleration as well as the nebula emission are powered by the Crab pulsar
which was discovered in the center of the nebula in 1968 (§1.4.2). The energy
reservoir is constituted by the pulsar rotational energy, which the pulsar loses
at a rateĖrot = IΩΩ̇. Here,I is the pulsar moment of inertia, whileΩ andΩ̇
are, respectively, the angular frequency and its time derivative, obtained from
the pulsar timing. Assuming the balance betweenĖrot and the power of the
nebula radiation and accelerated expansion, one may constrain I, which may
be useful to constrain the EOS of dense matter.

The idea was proposed and realized by Manchester & Taylor (1977). Later
the problem was reconsidered using more recent data on the Crab Nebula
(Haensel, 1990). In both cases it has been assumed that the acceleration rate
v̇ is constant during the nebula expansion. The constraints derived by Manch-
ester & Taylor (1977) were weak and did not eliminate any of EOSs. The later
analysis by Haensel (1990) revealed the crucial dependenceof the result on the
massMneb of the expanding nebula. The maximum limits onMneb obtained
in the 1980s ruled out the softest EOSs.
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Recent estimates of the mass contained in optical filaments are significantly
higher than older ones. As shown by Bejger & Haensel (2002, 2003), this opens
the possibility of setting stronger constraints on the EOS.

9.5.1 The energy balance of the Crab pulsar and its nebula
The measured spin period of the Crab pulsar and its derivative arePp =

33.41 ms andṖp = 4.228 × 10−13, which correspond to the current spin fre-
quencyΩp = 2π/Pp = 188 s−1 andΩ̇p = −2.38× 10−9 s−2. The pulsar spin
energy powers the acceleration of the nebula, the emission of electromagnetic
waves, and the sweeping away the interstellar matter. The value of Ω̇ can be
related toΩ by

Ω̇(t) = −KΩn(t), (9.30)

whereK andn are constants determined from the pulsar timing (see, e.g.,
Shapiro & Teukolsky 1983; also see§1.4.4). For the Crab pulsar, we get
K = 4.68×10−15 (in CGS units). The braking indexn is obtained through the
measurable timing parametersΩ, Ω̇, andΩ̈ asn = ΩΩ̈/Ω̇2 . From the timing
of the Crab pulsar in the period from 1982 to 1987 one hasn = 2.509± 0.001
(Lyne et al., 1988). We adopt the standard assumption thatn andK are fixed
after the pulsar formation (e.g., in less than a few months after the neutron star
birth). In what follows we will count the pulsar age from thatmoment. The
integration of Eq. (9.30) fromt = 0 gives the well known pulsar spindown law

Ω(t) =
Ω0

{1 +Kt(n− 1)Ωn−1
0 }1/(n−1)

, (9.31)

whereΩ0 is the initial spin frequency. Putting the current pulsar age tp = 950
years we getΩ0 = 326 s−1 and the initial periodP0 = 2π/Ω0 = 19.3 ms. The
spin-down energy loss rate is

Ėrot =
d

dt

(
1

2
IΩ2

)
= −IΩ|Ω̇|, (9.32)

whereI is independent ofΩ becauseΩ is much smaller than the mass-shedding
limit (§6.10). The pulsar spin energy transforms into electromagnetic radiation
of the nebula (with the luminositẏErad) and into the accelerated expansion of
the nebula. When calculating the power of this expansion,Ėexp, one should
take into account that the nebula sweeps the interstellar medium:

Ėexp =
d

dt

∫
1

2
ρv2 dV ; (9.33)

the integration goes over the nebula volumeV . The nebula massMneb is
thought to be mostly contained in luminous filaments. The velocity vectors
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Figure 9.9. Expansion of the Crab Nebula. Arrows show motion of 50 optical filaments in the
next 250 years at the current expansion speed. From Nugent (1998), with the kind permission
of the author.

of the filaments are nearly radial and have approximately thesame magnitude
(Fig. 9.9). Treatingv as constant in space, we get

Ėexp =
1

2

d

dt

(
Mnebv

2
)
= Ėacc + Ėsweep; (9.34)

Ėacc ≡ Mnebvv̇, Ėsweep ≡
1

2
Ṁnebv

2 ,

whereṀneb is the mass of the interstellar medium accumulated by the expand-
ing nebula per unit time.

9.5.2 Observational evaluations of the Crab Nebula
parameters

The current mass of the Crab Nebula is very important for our analysis
(Bejger & Haensel, 2002, 2003) but its observational estimation is difficult.
In the last two decades the reported values of the mass (contained in optically
shining filaments) varied from(2− 3)M⊙ (Davidson & Fesen, 1985), through
(1 − 2)M⊙ (MacAlpine & Uomoto, 1991) to(4.6 ± 1.8)M⊙ (Fesenet al.,
1997).

Optical filaments form actually an expanding shell. Its motion can be
studied by comparing positions of filaments on high-resolution photographs
taken now and some time ago (Duncan, 1939; Trimble, 1968; Wyckoff & Mur-
ray, 1977; Nugent, 1998). We will use the results obtained byNugent (1998)
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from the data on 50 bright filaments observed earlier (in 1939, 1960, 1976, and
1992). His results are visualized in Fig. 9.9. By projectingthe straight-line
constant velocity motion of filaments backward in time, Nugent obtained the
convergence of filament trajectories at AD1130 ± 16 yr, in agreement with
the previous analysis by Trimble (1968). Had the Crab Nebulaexpanded at a
constantv, this would be the moment of the supernova explosion. However, the
date known from historical records is 1054 (see§1.4.2, page 32), which is∼ 75
years earlier. Therefore, the expansion was accelerated (v̇ > 0), owing to which
v increased from the initial valuev0 to the current valuevp ∼ 1.5×108 km s−1,
also known from spectroscopic observations (e.g., Sollermanet al.2000).

The total luminosity of the nebula is estimated as (Peterson, 1998)

Ėrad(d) ≃ 1.25 (d/dDF)
2 × 1038 erg s−1, (9.35)

whered is the distance to the nebula. The “reference value”dDF = 1.83 kpc
comes from Davidson & Fesen (1985).

9.5.3 Bound on the moment of inertia
The constraint on the moment of inertia of the Crab pulsar results from the

condition that, at any moment, the loss of the pulsar spin energy is sufficient to
power the nebula,

Ω|Ω̇|ICrab ≥ Ėrad + Ėacc + Ėsweep. (9.36)

Using the observational data and simple physical argumentsone can easily
estimate (e.g., Bejger & Haensel 2002, 2003) thatĖacc is at least several times
higher thanĖrad and Ėsweep. Hence, the pulsar mainly powers the nebula
acceleration at a nearly constantMneb; Ėsweep will dominate later.

One usually constrained the moment of inertia assuming thatthe nebula
accelerationv̇ is independent of time (Manchester & Taylor 1977; Haensel
1990; Bejger & Haensel 2002). Here we go beyond this model using the
approach by Bejger & Haensel (2003) and slightly improving it. We assume
thatĖacc dominated the pulsar energy loss all the time till now, aftersome initial
short-term period (.3 yr) in which the Crab Nebula was powered by supernova
itself (i.e., by56Ni radioactive decay heating), but we do not assume a constant
acceleration. In our approximation

IΩ(t)|Ω̇(t)| ≈Mnebρv(t)v̇(t). (9.37)

This immediately gives

Mneb

(
v2(t)− v20

)
= I

(
Ω2
0 −Ω2(t)

)
, (9.38)

which is just energy conservation of the spinning pulsar andexpanding nebula.
Because the velocity variation during the acceleration is relatively small, we
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approximately have

v(t) = v0 +
I

2Mnebv0
(Ω2

0 −Ω(t)2). (9.39)

In order to complete our analysis let us approximate the expanding nebula
by a sphere and calculate its current (t = tp) radius:

Rneb =

∫ tp

0
v(t) dt. (9.40)

It is sufficient to substitutev(t) from Eq. (9.39), setv0 ≈ vp in the denominator,
and takeΩ(t) from the spindown equation (9.31). The integral is then taken an-
alytically. Putting, in addition,t = tp in Eq. (9.39) in the same approximation,
we come to a set of two equations

vp = v0 +
I
(
Ω2
0 − Ω2

p

)

2Mnebvp
,

Rneb = v0 tp −
IΩ3−n

0

2(3 − n)(1− n)KMnebvp

×
{
2 + (Ωp/Ω0)

3−n
[
1− n− (3− n) (Ω0/Ωp)

2
]}
. (9.41)

The Crab pulsar timing constantsn andK are given in§9.5.1. The present
expansion velocityvp ≈ 1.5× 108 cm s−1 has been discussed in§9.5.2.

Thus, the two equations allow us to findv0 andI = ICrab ≡ 1045 ICrab,45

g cm2 for any values ofMneb andRneb determined from observations. Let
us take the valuesMneb = (4.6 ± 1.8)M⊙ reported by Fesenet al. (1997).
The shell radiusRneb is also very uncertain. The spherical-shell model is the
simplest representation of the expanding filament fireball of the Crab Nebula,
which is famous for its rather complicated crab-like shape.The value ofRneb

can be estimated as a mean for an ellipsoid which is a more precise model of
the Crab Nebula shape. Assumingd = 1.83 kpc, one getsRneb = 1.25 pc (see,
e.g., Douvionet al.2001).

Actually, the moment of inertia of the Crab pulsarICrab has to be con-
strained taking into account observational uncertaintiesof all parameters (es-
pecially, ofMneb, Rneb, andvp) as well uncertainties of the underlying model
(e.g., the spherical shell of the envelope). Such an analysis would give too large
scatter ofICrab. For illustration, we adopt the valuesvp ≈ 1.5 × 108 cm s−1

andRneb = 1.25 pc, and inferICrab assuming the central and maximum values
of Mneb given above. We obtain

Mneb = 4.6M⊙ =⇒ ICrab,45 = 2.2;

Mneb = 6.4M⊙ =⇒ ICrab,45 = 3.1 . (9.42)
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Figure 9.10. Binding energy with respect to the presupernova core (§§6.2,6.7) versus neutron
star mass for selected EOSs of dense matter (Table 5.3). Shaded box is acceptable for the SN
1987A event neglecting neutrino oscillations. For furtherexplanations see the text.

In order to getICrab,45 = 3.1, which corresponds toMneb = 6.4M⊙, a very
stiff EOS is required (§6.10). However, the uncertainties stemming from large
errors in other input parameters weaken the real implications of this finding.
It is important to notice that the present results differ significantly from those
obtained assuming the constant nebula accelerationv̇.

9.6. Neutrinos from Supernova 1987A and binding energy
of neutron stars

The detection of the neutrino burst from SN 1987A had enormous impact
on the theory of core-collapsed (type II) supernovae (§1.4.2). Basically, it
confirmed the main idea that such supernovae result from the gravitational
collapse of a degenerate (mass∼ 1.4M⊙) core of a massive (∼ 15 M⊙) star
at the end of its thermonuclear evolution.

The theory of type II supernovae predicts the gravitationalcollapse of a de-
generate core on timescales∼ 0.1 s and the formation of a hot (kBT ∼ 50MeV)
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protoneutron star of radius∼ 50 km, composed ofAb ∼ 1057 baryons, with the
electron lepton numberLe ≃ 0.35Ab (§1.4.2). The initial gravitational mass
of the collapsing core isMin ≃ Abm0, wherem0 = 1.6586 × 10−24 g is the
mass of the56Fe nucleus divided by 56 (§6.2). The gravitational mass of the
protoneutron star is only slightly lower thanMin, because the gain in the gravi-
tational energy is compensated by the increase of the internal energy contained
mostly in strongly degenerate neutrinosνe trapped in the stellar interior. On
timescales∼ 10 s electron neutrinos diffuse out of the protoneutron star core
and the star shrinks into an ordinary neutron star of gravitational massM . The
shrinking is accompanied by the energy release∼ (Am0 −M)c2. Approxi-
mately 99% of the energy is carried away by neutrinos and antineutrinos of all
flavors (νe, νµ, ντ ), Eν ≃ Ebind.

Let us analyze briefly the neutrino outburst of SN 1987A neglecting neu-
trino oscillations (for a review see, e.g., Imshennik & Nadyozhin 1988 and
Burrows 1990). The total of 25 detected captures ofν̄e by protons within
∼ 10 s enabled one to reconstruct the parameters of the original neutrino burst.
Spherical symmetry was assumed to make such an analysis feasible. The total
energy of electron antineutrinos radiated during the explosion was estimated
asEν̄e ≃ (5 ± 2) × 1052 erg. Numerical simulations of the neutron star
birth showed equipartition of energies emitted in all neutrino flavors. Accord-
ingly, Eν̄e ≃ Eν/6, and the total radiated neutrino energy can be estimated as
Eν ≃ (3 ± 1.5) × 1053 erg (the value we quote is subject to additional un-
certainties, see Lattimer & Yahil 1989; Burrows 1990 and references therein).
This could be considered as the “measurement” of the bindingenergy of the
newly born neutron star,Ebind ≃ Eν . The “measured” value ofEbind could be
compared with theoretical predictions for various EOSs of dense matter. From
the evolutionary scenarios one expects that the neutron star born in SN 1987A
hadM = (1.2− 1.5)M⊙. In this way we obtain a shaded acceptable rectangle
in theEbind –M plane shown in Fig. 9.10. All EOSs in Table 5.3 (and nearly
all which can be found in the literature) satisfy this “observational” constraint.

This analysis has to be revised taking into account neutrinooscillations
discovered and confirmed several years after the SN 1987A event. Oscillations
νe ←→ νµ, ντ during the neutrino propagation to the detector distort (harden)
theνe energy spectrum (see Takahashi & Sato 2003, and references therein).
However, the total neutrino energyEν released from SN 1987A is not strongly
affected by oscillations, taking into account large uncertainties in the measured
value ofEν (Kachelriesset al., 2002).

New giant neutrino detectors built in the last decade, such as the Super-
Kamiokande Observatory, the Sudbury Neutrino Observatoryand the Kamioka
Liquid-scintillator Anti-Neutrino Detector, offer much better possibilities for
neutrino detection than in 1987. To be specific, let us imagine that a galactic
type II supernova explodes at a distance of 10 kpc from us. Thecalculations
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performed by Takahashi & Sato (2003) who included neutrino oscillations and
used a standard model for a neutrino outburst predict∼ 104 of νe+p→ n+e+

absorptions registered by the SuperKamiokande detector. Neutrino oscillations
harden the energy spectra. Because the cross-section ofνe + p → n + e+

increases with neutrino energy, the inclusion of neutrino oscillations increases
the predicted number of registered events by(20−30) % (Takahashi & Sato,
2003). Combined with the (hopefully) refined theory of type II supernovae
and a more precise model for neutrino mixing, such data couldyield precious
information on the binding energy of neutron stars, and provide us with more
restrictive constraint on the EOS of dense matter.

9.7. Pulsar glitches and crustal moment of inertia
It is widely believed that sudden spin-ups of radio pulsars,calledglitches

(§1.4.4), are produced by angular momentum transfer from the superfluid com-
ponent of the stellar interior to the (normal) crust. Suddenfrequency jumps
of magnitude∆Ω/Ω ∼ 10−9 − 10−5 are accompanied by jumps in the spin-
down rate, of magnitude∆Ω̇/Ω̇ ∼ 10−3 − 10−2. In the standard scenario
(Alpar et al., 1984), a neutron star crust (a lattice of nuclei coupled by Coulomb
forces to electron fluid) spins down under the action of magnetic torque. A
superconducting proton fluid in the core is coupled to electrons via electron-
fluxoid scattering (assuming that protons form a type II superconductor). On
the other hand, neutron superfluid in the core is coupled to proton superfluid
via superfluid drag effects, resulting from the Fermi-liquid interactions. As
a consequence, the crust is thought to be rather strongly coupled to the core,
with the coupling time of the core to the magnetic field and thecrust of a few
seconds. Therefore, it could be a good approximation to describe the core as
rigidly coupled to both the magnetic field and the crust. The total moment of
inertia of this rigidly rotating component will be denoted by Ic. On the con-
trary, neutron superfluid in the inner crust is only weakly coupled to crustal
lattice (with typical coupling times of weeks to months). Consequently, crustal
neutron superfluid has an excess of angular velocity, as compared to the rigidly
rotating component (the latter component constitutes typically more than 95%
of the stellar mass,§6.8).

The magnetic spindown of the crust increases the differenceof angular
frequencies and induces a mechanical strain between the neutron superfluid
vortices pinned to nuclei in the crust. At a certain threshold value of the an-
gular velocity difference, some of neutron vortices (∼ 1011 for a macroglitch)
undergo a violent unpinning and move outward. The excess of angular momen-
tum is transferred to the crust leading to a pulsar glitch. The glitch is followed
by a relaxation towards a steady rotational state (on timescales of weeks to
months). Then, a new excess of the angular velocity in crustal superfluid is
built up and continues until the threshold value is reached.
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Table 9.9. Glitches of the Vela pulsar in the period from 1969 to 2000. Glitch dates are ap-
proximate (within one month);∆Ω̇ is a change in the spin down rate that survives long after a
glitch

i Date ∆Ω/Ω ∆Ω̇/Ω̇ Relaxation
(10−6) (10−2) (d)

1 1969 Feb 2.3 0.71 35
2 1971 Aug 2.0 0.72 33
3 1974 Sep 2.0 0.72 30
4 1978 July 3.1 0.66 39
5 1981 Oct 1.1 0.63 32
6 1982 Aug 2.0 0.60 31
7 1985 July 1.3 0.65 31
8 1988 Dec 1.8 0.47 29
9 1991 July 2.7 0.74 29
10 1994 July 0.86 – –
11 1994 Aug 0.20 – –
12 2000 Jan 3.1 0.67 19

Since the discovery of pulsar glitches in 1969 till 2005, about 100 of them
have been observed from nearly 30 pulsars (§1.4.4). We will restrict ourselves
to “giant glitches” (macroglitches) with∆Ω/Ω & 10−6, which demonstrate
largest acceleration of pulsar rotation and are, therefore, useful for studying the
neutron star structure. The largest number of macroglitches has been detected
from the Vela pulsar (twelve in the period from 1969 to 2000).One Vela’s
macroglitch implies approximately one extra pulse (pulsarrotation) per day.

Observations of macroglitches have been used by numerous authors to test
models of neutron star interior and to derive constraints onstellar parameters
(see, e.g., Alparet al.1984; Datta & Alpar 1993; Alparet al.1993; Abneyet al.
1996; Linket al.1999, and references therein). In what follows, we will use the
approach of Linket al.(1999), who proposed a general scheme for constraining
the parameters of the Vela pulsar from a minimal set of assumptions. Let∆Ωi
be the angular frequency jump in anith glitch, andΩ be the average value of
Ω over the entire period oft = 31 years. The cumulated angular momentum
imparted to the rigidly rotating component during a sequence of glitches is

Jglitch = Ic
∑

i

∆Ωi . (9.43)

As one sees from Fig. 9.11, to a good approximation, this quantity in-
creases linearly with time. Let us start countingJglitch at some time moment
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Figure 9.11. Time evolution of the cumulated angular momentum transferred during glitches
to the strongly coupled crust-core component of the Vela pulsar. Filled circles correspond to
observed individual glitches (Table 9.9). The straight line is the linear fit, Eq. (9.44).

t0, preceding the first observed glitch. Then, the angular momentum transferred
to the rigidly rotating component up to a momentt is

Jobs
glitch(t, t0) ≃ (t− t0) IcΩA . (9.44)

An average time separation between successive glitches is afew years. Putting
t0 on January 1, 1966, three years before the first observed glitch, we obtain a
good linear fit, withA = 0.685 × 10−6 yr−1 (Fig. 9.11).

The crustal neutron superfluid component, weakly coupled tothe crust,
represents a reservoir of the angular momentum,Jres, accumulated during in-
terglitch periods. LetIres = I− Ic be the moment of inertia of this component.
The angular momentum excess accumulated in this component during a time
intervalt− t0 is bounded from above,

Jres(t, t0) ≤ (t− t0) Ires|Ω̇| , (9.45)

because crustal neutron superfluid spins down between glitches. Here,Ω̇ is
the average (smooth) Vela’s spin-down rate, after eliminating short term ef-
fects produced by glitches (see Fig. 6.6 of Lyne & Graham-Smith 1998). The
actual average rate of the angular momentum transfer can be calculated using
Eq. (9.44),

J̇res = IcΩA . (9.46)



Theory versus observations 511

Therefore, Eq. (9.45) gives the inequality

(Ires/Ic) ≥ (Ω/|Ω̇|)A . (9.47)

For the Vela pulsar we haveΩ/|Ω̇| = 2.26 × 104 yr (see, e.g., Lyne &
Graham-Smith 1998) so thatIres/Ic ≥ 1.5%. The bound onIres/Ic can be
translated into a lower bound onIcrust/I. Under our assumptions,Ires < Icrust
andIc > I − Icrust. This gives the constraint for the Vela pulsar in the two-
component glitch model,Icrust/(I − Icrust) ≃ Icrust/I > 1.5%. Although
this constraint is based on general assumptions, it is not strong. For a1.4M⊙
neutron star, it is satisfied even for the softest EOS in Table5.3.

Let us mention that much stronger constraints onIcrust/I for the Vela
pulsar were derived in the past. Analyzing first eight Vela glitches, Alparet
al. (1993) obtainedIcrust/I > 2.4%. Even higher lower bound was given
by Datta & Alpar (1993),Icrust/I > 3.4%. Such constraints would rule out
the 1.4 M⊙ neutron star models based on soft and even medium stiff EOSs.
However, they implied a specific model ofindividual Vela macroglitches (even
in the “minimal” phenomenological model of Alparet al. 1993). Thus, these
stronger lower bounds are valid only if underlying models are quantitatively
correct, a very strong requirement for so complex phenomenon as a neutron
star glitch.

The bounds onIcrust/I for several other glitching pulsars (PSR B1737–30,
PSR B1758–23, PSR B1338–62) are less stringent and precise,but generally
similar to the Vela’s one. The bound for the Crab pulsar is toolow to be
interesting. According to Linket al. (1999) this may indicate that the Crab
pulsar loses a significant amount of the angular momentum contained in crustal
neutronsuperfluidbetween glitches, for instance, via thermal creepof superfluid
vortices (Alparet al., 1984; Linket al., 1999; Chau & Cheng, 1993). The Crab
pulsar is much younger (and can be significantly hotter) thanother pulsars
considered in this section. Higher internal temperature could greatly accelerate
thermal creep of neutron vortices in the crust.

9.8. Pros and cons of the existence of strange stars
If the strange matter hypothesis is true and the strange matter exists in the

Universe, then some (or maybe all) neutron stars could actually be strange stars.
Ever since the idea of strange quark stars has been advanced,a lively debate
concerning its validity has taken place. Below we discuss some pros and cons
of the existence of strange stars.

9.8.1 Con: Macroglitches of radio pulsars
It is widely believed that pulsar glitches require the presence of the solid

crust and a superfluid component weakly bound to the crust. The analysis
of macroglitches indicates (§9.7) that the fractional crustal moment of inertia
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exceeds10−2. However, as we have seen in§8.16, the maximum fractional
crustal moment of inertia of strange stars withM > 0.5 M⊙ is lower than
10−4.2 Therefore, it was stated long ago, that strange stars with the crust cannot
explain pulsar macroglitches; glitching pulsars are not strange stars (Alcocket
al., 1986; Alpar, 1987). Of course, it was obvious from the very beginning,
that the standard two-component model of pulsar glitches (§9.7), in which
superfluid neutrons in the inner crust transfer an accumulated excess of angular
momentum to the rest of the pulsar body, does not apply to strange stars. As
noted by Alpar (1987), a large value of∆Ω̇/|Ω̇| ∼ 10−3 − 10−2 in glitches
requires the existence of a strange star component distinctfrom the quark matter.
The effective moment of inertiaI d of this component should satisfyI d/I ≈
∆Ω̇/|Ω̇|. However, the moment of inertia of the strange star crust is two orders
of magnitude smaller. This statement of Alpar (1987) is based on observational
estimates for macroglitches,∆Ω/Ω ∼ 10−6 − 10−5 ≪ ∆Ω̇/|Ω̇|. According
to Alpar, such estimates indicate that glitches are produced by the angular
momentum transfer from the non-quark matter to the rest of the star coupled to
the magnetosphere. In his model macroglitchesare notassociated with sudden
changes of the moment of inertia.

The lower bound onIcrust/I might be weakened, if one uses the arguments
based exclusively on conservation of the total angular momentumJ during a
glitch (Glendenning & Weber, 1992). A tacit assumption is that the angular
momentum transferred during a glitch comes from a sudden decrease of the
moment of inertia of the crust in a so called crust-quake,∆Icrust = −fIcrust,
wheref is the fraction of the decreasing moment of inertia. Notice that this
assumption is just the opposite to that made by Alpar (1987).Retaining only
terms linear in∆Ω, we see that conservation of the total angular momentum
implies ∆J = ∆ΩI0 − ΩfIcrust = 0, whereI0 is the moment of inertia
of the strange star component accelerated during the quake.This results in
fIcrust/I0 ∼ ∆Ω/Ω ∼ 10−6 for macroglitches, while from the strange star
modelsIcrust ∼ 10−5 I. All matter constituents (quarks, electrons, as well as
nuclei in the crust) are charged and rather strongly coupledby Coulomb forces,
so thatI0 ≃ I. Therefore, one should requiref ∼ 0.01−0.1 for macroglitches.
In view of the low shear modulus (§3.7) and the associated low critical elastic
strain of the outer crust, such an amplitude of crust quakes seems unrealistically
high.

2Strictly speaking, this is true for strange stars withM > 0.5M⊙ and spin periods longer than 1 ms. We
do not consider too low-mass strange stars rotating close tothe Keplerian limit, whereIcrust/I can be as
high as10−3 (Glendenning & Weber, 1992; Zduniket al., 2001).
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9.8.2 Con: Strangelets in galaxies

General astronomical arguments against strange matter were presented by
Madsen (1988) and Caldwell & Friedman (1991). They argued that if some
objects built of strange matter are present in a galaxy (e.g., in our Galaxy) in the
form of strange stars or as nuggets of strange matter (strangelets) in cosmic rays,
then essentially all neutron stars must be strange stars. The argument is based
on the dramatic effects of a tiny abundance of strangelets. It was suggested,
that even if strangelets had not survived as a leftover of hadronization process
in the Big Bang, they could be produced by tidal disruption ofstrange stars in
collisions/coalescence with another strange star, neutron star or a black hole.
If strangelets are created in this way, the expected abundance of strangelets
in the interstellar medium would be much higher than the minimum value
required to convert all neutron stars into strange stars. Hence, all neutron stars
would actually be strange stars. But, as we argued in§9.8.1, pulsars exhibiting
macroglitchesare notstrange stars, and therefore the hypothesis that all neutron
stars are strange stars seems to be in conflict with reality.

However, it is far from obvious, that the fragmentation of a strange star
will necessarily produce a swarm of strangelets. Let us remind that, in con-
trast to a neutron star, fragments of a strange star will not explode after the
decompression. A fission of strange stars into a few fragments of comparable
mass may be more natural. A coalescence of a strange star witha black hole
in a close binary has been numerically simulated by Kluźniak & Lee (2003).
They find the striking difference as compared to the merging of a neutron star
and a black hole. In the latter case, the neutron star is disrupted by the tidal
forces created by the black hole. The fragments form a disk around the black
hole. A fraction of matter is engulfed by the black hole, while the other fraction
is ejected from the binary. The fragments of the strange stardo not explode.
According to Kluźniak & Lee, they are totally engulfed by the black hole; no
strangelets are injected into the Galaxy during the mergingof a strange star and
a black hole. This would indicate that the pollution of the Galaxy by strangelets
is not an unavoidable consequence of the existence of strange stars, contrary to
the assumption of Madsen (1988) and Caldwell & Friedman (1991).

Let us summarize. If strangelets, produced during the hadronization phase
in the expanding Universe after the Big Bang, do not evaporate completely into
nucleons, then the Galactic flux of strangelets would be too large to allow for
ordinary glitching neutron stars to exist. If strangelets could survive (e.g., due to
an additional binding resulting form the CFL superconductivity, §8.8.3), then
observations of macroglitches in some pulsars provide an argument against
the strange matter hypothesis. If, on the contrary, “primordial strangelets”
evaporated before the Universe cooled down, then the existence of strange stars
did not necessarily led to the pollution of the Galaxy by strangelets. In this
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case strange stars might coexist with ordinary neutron stars which can exhibit
macroglitches.

9.8.3 Pro: Too small radii for some neutron stars
Numerous authors used the mass-radius relation to suggest that at least

some compact X-ray sources, observed as X-ray bursters or sources of X-
ray millisecond quasiperiodic oscillations (QPOs), are strange stars rather than
neutron stars (Liet al. 1999a,b; see also Bombaci 1997 and review articles
of Bombaci 2001 and Weber 2005). Using a phenomenological model, which
reproduces the main observational properties of the transient X-ray source SAX
J1808.4–3658, Liet al. (1999a) argued that the source cannot be a neutron star
built of baryonic matter. Specifically, the radius was too small for a standard
neutron star. For instance, the authors got the radiusR < 8 km for M =
1.3 M⊙. Such a small radius could be obtained for some models of strange
stars, and the authors concluded that “SAX J1808.4–3658 is alikely strange
star candidate”.

Li et al. (1999b) analyzed observations of the compact object in the low-
mass X-ray binary 4U 1728–34 which is a source of kilohertz QPOs. The
X-ray data were obtained with the Rossi X-ray Timing Explorer and were
analyzedusinga model for kilohertz QPOs proposed by Osherovich& Titarchuk
(1999). The deduced constraints on mass and radius hinted towards strange
stars:M < 1.1 M⊙ andR < 9 km. However, this conclusion was far from
being a clear-cut one. First, the obtained “observational”mass-radius range
was obviously model-dependent, with a complex underlying model of the X-
ray source. In such a case, one should carefully evaluate theuncertainties of
extracted stellar parameters. Second, the constraint on the mass-radius relation
was severe even for strange stars. The obtained valueMmax ≃M⊙ for strange
stars was uncomfortably low, inconsistent with the1.44M⊙ measured mass of
the Hulse-Taylor pulsar, Eq. (9.24).3

The present observations imply that we are far from a clear-cut situation
of, e.g.,R∞ < 9 km (Fig. 8.11) which wouldunambiguouslyindicate a strange
star. Such a situation seemed to become true on April 10, 2002, when a NASA
News Release appeared together with an e-print inarXiv/astro-ph (Drake
et al., 2002). It was stated that the isolated nearby neutron star RX J1856–3754
radiates like a black body ofT∞

s = 7 × 105 K, shows no sign of pulsations
(whichwould indicate a surface temperature anisotropyandstellar rotation), and

3The conflict might be resolved by postulating the existence of different families of compact stars with the
different formation scenarios and different values ofMmax.
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has an apparent radius of(3.8–8.2) km.4 However, as was shown in subsequent
papers by other authors, Drakeet al.(2002) and their sensational result referred
only to the “hard” X-ray component of the spectrum. Actually, the spectrum
contains also the “soft” component in the visual and UV bands(Walter &
Lattimer 2002; Braje & Romani 2002; Burwitzet al. 2003; these results are
discussed in§9.3). The soft component can be modeled by an isotropic black-
body radiation withT∞

s,soft ≃ 3.5 × 105 K andRsoft
∞ ≃ 16 km; the latter value

is typical for an ordinary neutron star with a stiff EOS.
The spectrum of RX J1856–3754 is still a puzzle, especially because of the

absence of any pulsations. The lack pulsations in the given case might indicate
a very special orientation of the symmetry axis, strictly coincident with the line
of sight.

9.8.4 Pro: Submillisecond pulsars
Let us consider the simplest MIT bag model of strange quark matter,

described in§8.5. As we have seen in§8.21.3, the minimum stable rota-
tion period of strange stars is then given by a remarkably precise formula
Pmin ≃ 0.63 (B60)−1/2 ms , whereB60 is the bag constantB measured in
60 MeV fm−3. Thus, for sufficiently large values ofB, massive strange stars
(contrary to baryonic neutron stars,§6.12.6) could be compact enough to sustain
rotation at submillisecond periods. After the announcement of the discovery of
the 0.5 ms pulsar in the SN 1987A in January 1989 (§9.4), it was suggested to
treat that pulsar as a strange star (Glendenning, 1989a). However, this would
require a “tuning” of the MIT bag model parameters. For example, it is easy
to see, that the simplest MIT bag model with massless, non-interacting quarks
at the required value ofB would not give the three-flavor quark matter favored
energetically over56Fe. A similar difficulty arises for more realistic models of
strange quark matter (Zdunik & Haensel, 1990; Prakashet al., 1990). These
problems might be alleviated if one does not wish to treat thestability condi-
tions imposed on the parameters of the MIT bag model as strictand precise
(Glendenning, 1989a, 2000).

The scaling formula forPmin can also be obtained for other models of
strange matter; the scaling with respect toB can be replaced by the scaling with
respect to the parameterρs in the linear approximation of the strange matter
EOS,P/c2 = a(ρ−ρs) (§8.8). We get thenPmin ≃ 0.41 (1015 g cm−3/ρs)

1/2

ms. Therefore, models of a self-bound quark matter withρs ≃ 1015 g cm−3

can sustain half-millisecond spin periods (Deyet al., 1998). However, because

4The NASA News Release 02-082at http:/www.msfc.nasa.gov/news/ was entitled “Cosmic X-rays
reveal evidence for new form of matter” and resulted in headlines in many newspapers and TV news broad-
casts.
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of the scalingMmax ∝ ρ−1/2
s these models lead toMmax . 1.4M⊙, in conflict

with the measurements of neutron star masses (§9.1).
The discovery of a half-millisecond pulsar was withdrawn after one year of

heated debates. As for now, the shortest observed pulsar period of 1.4 ms (Table
9.8) does not require an introduction of strange stars. Werea half-millisecond
pulsar be discovered in the future, it would undoubtedly be used as an argument
in favor of strange stars.



Appendix A
TABLES OF EOSs IN NEUTRON STAR CRUST

In this Appendix we present tables of the EOS for the ground-state matter in the neutron
star crust forρ > 107 g cm−3. At lower densities, the EOS can be influenced by the presence
of strong magnetic fields (Chapter 4) and by the thermal effects (Chapter 2). The analytical
description of properties of atomic nuclei in neutron star crusts is given in the Appendix B, and
the analytic parameterization of the EOS is presented in theAppendix C.

The outer crust. Up to ρ ≃ 1011 g cm−3, the EOS in the outer crust is determined by
experimental masses of neutron rich nuclei. This fact was exploited by Haensel & Pichon (1994,
referred to as HP), who made maximal use of the experimental data. At higher densities, they
used the semiempirical massformula of Möller (1992).1 The HP EOS is given in Table A.1 for the
same pressure grid as in the tabulated EOS of Baymet al.(1971b, referred to as BPS), except for
the last line, which corresponds to the neutron drip point. The EOS in Table A.1 is very similar
to the BPS one; typical differences in density at the same pressure do not exceed a few percent.
One can refine the EOS by introducing density discontinuities which accompany changes of
nuclides. It can be done by inserting additional pairs of lines (ni, ρi, Pi), (ni+1, ρi+1, Pi),
corresponding to the density jumps given in Table 3.1. This would complicate the integration of
the equations of hydrostatic equilibrium while constructing neutron star models. On the other
hand, these weak first-order phase transitions soften the EOS. The softening is well reproduced
by interpolation between tabulated points in Table A.1, which leads to a smoothed EOS, easy
to use in calculations. The analytical representation of such a smoothed EOS is given in the
Appendix C.

The inner crust. Out of several existing EOSs of the inner crust, we selected arecent SLy
model of Douchin & Haensel (2001). This EOS is given in Table A.2. For a better presentation
of this EOS in the vicinity of neutron drip densityρND and the crust-core interface,ρ = ρcc,
Table A.2 is somewhat extended, using the SLy model toρ < ρND andρ > ρcc.

The EOSs in Tables A.1 and A.2 are based on different dense-matter models and give
different neutron drip points. BecauseρND(SLy) < ρND(HP), we recommend to useρND =
ρND(SLy). At the first glance, the SLy EOS forρ < ρND(SLy) nearly coincides with the HP
one. Let us remind, however, that the SLy EOS (as well as the FPS one) has been calculated
within the Compressible Liquid Drop Model, with no shell or pairing effects. Therefore, the
density there is a smooth function of the pressure, except for a narrow vicinity of the neutron
drip point and the crust-core transition. Except for these two narrow regions, it can be nicely
fitted by analytical functions, as described in the AppendixC.

1After this book was almost completed, new EOSs of the outer crust appeared (Rüsteret al., 2006), based
on different nuclear models and up-to-date experimental data for very neutron rich nuclei. There are some
model-dependent differences in(Z,A) at higher densities, but the smoothed EOSs of Rüsteret al. (2006)
and HP are very similar.
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Table A.1. The EOS of the outer crust derived by Haensel & Pichon (1994).The last line with
a nucleus observed in laboratory and present in the ground state of dense matter, as well as the
line corresponding to the neutron drip point, are printed inboldface.

ρ P nb ρ P nb

(g cm−3) (dyn cm−2) (cm−3) (g cm−3) (dyn cm−2) (cm−3)

3.303E7 3.833E24 1.991E31 2.091E10 1.938E28 1.257E34

6.592E7 1.006E25 3.973E31 2.533E10 2.503E28 1.522E34

1.315E8 2.604E25 7.926E31 3.315E10 3.404E28 1.991E34

2.625E8 6.676E25 1.581E32 4.174E10 4.628E28 2.507E34

3.305E8 8.738E25 1.991E32 5.039E10 5.949E28 3.025E34

5.239E8 1.629E26 3.156E32 6.619E10 8.089E28 3.973E34

8.303E8 3.029E26 5.001E32 8.337E10 1.100E29 5.002E34

1.0455E9 4.129E26 6.296E32 9.631E10 1.450E29 5.777E34

1.212E9 5.036E26 7.299E32 1.091E11 1.495E29 6.545E34

1.606E9 6.860E26 9.667E32 1.4155E11 2.033E29 8.485E34

2.545E9 1.272E27 1.532E33 1.701E11 2.597E29 1.0195E35

4.166E9 2.356E27 2.507E33 2.096E11 3.290E29 1.256E35

6.606E9 4.362E27 3.974E33 2.730E11 4.473E29 1.635E35

8.031E9 5.662E27 4.830E33 3.325E11 5.816E29 1.990E35

1.011E10 7.702E27 6.081E33 4.188E11 7.538E29 2.506E35

1.319E10 1.048E28 7.930E33 4.299E11 7.805E29 2.572E35

1.661E10 1.425E28 9.982E33 4.321E11 7.857E29 2.585E35
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Table A.2. The SLy EOS of the ground state of the inner crust, together with the adjacent
segments of the SLy EOS of the outer crust and the core (calculated by Douchin & Haensel,
2001). The first and last lines corresponding to the inner crust are printed in boldface.

nb ρ P nb ρ P

(cm−3) (g cm−3) (dyn cm−2) (cm−3) (g cm−3) (dyn cm−2)

1.7590E35 2.9398E11 5.0926E29 7.6609E35 1.2831E12 1.3370E30

1.8297E35 3.0582E11 5.3344E29 1.2616E36 2.1141E12 2.1547E30

1.9024E35 3.1800E11 5.5843E29 1.8947E36 3.1766E12 3.4272E30

1.9772E35 3.3052E11 5.8426E29 2.6726E36 4.4827E12 5.2679E30

2.0540E35 3.4338E11 6.1094E29 3.6062E36 6.0511E12 7.7976E30

2.0791E35 3.4759E11 6.1968E29 4.7097E36 7.9058E12 1.1147E31

2.0823E35 3.4810E11 6.2078E29 7.4963E36 1.2593E13 2.0894E31

2.0905E35 3.4951E11 6.2150E29 1.1197E37 1.8824E13 3.5841E31

2.1604E35 3.6121E11 6.3573E29 1.5999E37 2.6920E13 5.7611E31

2.2306E35 3.7296E11 6.4675E29 2.2073E37 3.7170E13 8.8117E31

2.3114E35 3.8650E11 6.5813E29 2.9477E37 4.9677E13 1.2947E32

2.4014E35 4.0158E11 6.6998E29 4.2684E37 7.2017E13 2.1620E32

2.4997E35 4.1805E11 6.8228E29 6.2200E37 1.0509E14 3.8475E32

2.6426E35 4.4199E11 6.9945E29 7.3174E37 1.2372E14 5.0462E32

3.0533E35 5.1080E11 7.4685E29 7.5959E37 1.2845E14 5.3711E32

3.5331E35 5.9119E11 8.0149E29 7.7100E37 1.3038E14 5.3739E32

4.0764E35 6.8224E11 8.6444E29 9.7100E37 1.6441E14 9.2059E32

4.6800E35 7.8339E11 9.3667E29 1.1710E38 1.9854E14 1.5028E33

5.3414E35 8.9426E11 1.0191E30 1.3710E38 2.3281E14 2.3136E33

6.0594E35 1.0146E12 1.1128E30 1.5710E38 2.6722E14 3.4072E33





Appendix B
ANALYTICAL MODELS OF NUCLEAR DENSITY
PROFILES

Here we present analytical formulae which fit the results of calculations of microscopic
density profiles of neutrons and protons, associated with nuclear structures in the ground state of
a neutron star crust. These formulae were derived and used byKaminkeret al.(1999) (although
not published there) and elaborated further. They are useful, for instance, for calculating neu-
trino emission or electron transport properties of crustalmatter which depend on proton charge
distribution within atomic nuclei (e.g., Kaminkeret al.1999; Gnedinet al.2001). We can warn
the reader that the formulae are not meant to be used for constructing any EOS of dense matter.

The higher the density in the neutron star crust, the more important finite nuclear sizes.
Near the crust bottom, the shape of the nuclei may change fromroughly spherical to cylindrical
or plane-parallel (Chapter 3). Let us consider local density profiles of neutrons and protons
within the nuclei,nn(r) andnp(r), wherer is the distance either from the center of a spherical
nucleus, or from the symmetry axis of a cylindrical nuclei, or from the symmetry plane of a
slablike nucleus. Letnout

j be the number densities of neutrons or protons (forj = n or p)
outside the nucleus. The mean-square radii of the neutron and proton distributions are

r2j =

R rc
0

(nj(r)− nout
j )rd+1 dr

R rc
0

(nj(r)− nout
j )rd−1 dr

, (B.1)

whererc is the Wigner-Seitz cell radius (Chapter 3), andd is the space dimension of the nuclear
phase (d = 3, 2, and 1 for spherical, cylindrical, and plane nuclei, respectively). Let us remind
that for simple three-dimensional crystals and liquids,rc equals the ion-sphere radiusai.

B.1. Steplike profile model
Far from the bottom of the inner crust, at densities much below the nuclear saturation

density, a steplike approximation of the nucleon density profile may be good,

nj(r) =

8

<

:

nin
j at r < rj ,

nout
j at r ≥ rj ,

(B.2)

wherenin
j are the number densities of neutrons or protons (forj = n or p) inside a nucleus, and

rn andrp are the radii of neutron and proton distributions, respectively. In the case of spheres,
the form factor for the steplike profilenp(r) is

Fq =
3

(qrp)3
[sin(qrp)− qrp cos(qrp)] . (B.3)

The mean-square radius (for anyd) equals

r2j =
d

d+ 2
r2j . (B.4)
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In the outer crust (atρ . ρND), the radii of the nuclei are unaffected by the pressure
of ambient medium and one can use the standard formularp = 1.15A1/3 fm (e.g., Pethick &
Ravenhall 1995). At higher densities, the values ofrp obtained numerically (Negele & Vautherin,
1973) can be approximated asrp = 1.83Z1/3 fm (Itoh & Kohyama, 1983).

The importance of the nuclear size effects depends on the fraction of volume the nuclei
occupy. A relevant parameter is the ratio of the proton core radius to the Wigner-Seitz cell radius,

xnuc = rp/rc. (B.5)

For spherical nuclei, we have

xnuc =

8

<

:

0.00155 (A/Z)1/3 xr at ρ < ρND,

0.00247 xr at ρ > ρND,
(B.6)

wherexr is the relativity parameter defined by Eq. (2.2).

B.2. Smooth Composition Model
At ρ & 1013 g cm−3 the nucleon density profiles deviate significantly from the steplike

distribution (Chapter 3). Oyamatsu (1993) calculated the local neutron and proton number
density distributions within a Wigner-Seitz cell and fittedthem in the form

nj(r) =

8

<

:

(ncen
j − nout

j )
ˆ

1− (r/Rj)
tj

˜3
+ nout

j at r < Rj ,

nout
j at r ≥ Rj ,

(B.7)

wherencen
j , nout

j , tj , andRj are the fit parameters. The parametertj controls the sharpness of
the local density profile, whileRj determines the size of a nucleus. These parameters, as well as
the sizes of Wigner-Seitz cells, are presented in Table 6 of Oyamatsu (1993) for several values of
the mean baryon number densitynb (for spherical and nonspherical nuclei). With increasingnb

the profiles become smoother, approaching the limit of uniform matter; therefore, the parameters
tj decrease.

Real local density distributions of neutrons and protons are not cut off at a certain distance
from the center. Therefore,Rn andRp can be treated only as convenient fit parameters. Near
the bottom of the crust, the local density distribution is rather smooth, and the boundary between
the free neutrons and the neutrons bound within the nuclei becomes rather uncertain. On the
other hand, while describing properties of neutron star crust, one often uses such quantities as
the radii of neutron and proton distributions (rn andrp) and the number of nucleons within a
nucleus (A). To determine them, let us consider a nucleus as a combination of imaginary neutron
and proton spheres ofequivalent radiirn andrp andequivalent neutron and proton densities
nin
n andnin

p . We define the equivalent radiusrj as the radius of the imaginary steplike density
distribution that reproduces the mean-square radii (B.4) of the real distribution. In this case
rj = [(1 + 2/d)r2j ]

1/2. For the distribution (B.7), the equivalent radii become

rj =

»

1− 3
d+ 2

d+ 2 + tj
γ
tj
j + 3

d+ 2

d+ 2 + 2tj
γ
2tj
j − d+ 2

d+ 2 + 3tj
γ
3tj
j

–1/2

×
»

1− 3d

d+ tj
γ
tj
j +

3d

d+ 2tj
γ
2tj
j − d

d+ 3tj
γ
3tj
j

–−1/2

γjRj , (B.8)

whereγj = rmax
j /Rj andrmax

j = min(Rj , rc). The parameterγj equals 1 (and can be dropped
out) in all the cases except for the case where the fit parameter Rj exceeds the Wigner-Seitz
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cell radiusrc, that may happen near the crust-core boundary. In the lattercase, the local density
profile (B.7) must be truncated atr = rc, and we getγj < 1. Our model satisfies the natural
requirement that the equivalent radiirj are smaller thanrc.

We define the equivalent neutron and proton densities withinthe nucleus in such a way to
reproduce the total number of nucleons (protons or neutrons) implied by Eq. (B.7):

nin
j = nout

j +
d

rdj

Z rmax
j

0

(n(r)− nout
j ) rd−1 dr

= nout
j +

»

1− 3d

d+ tj
γ
tj
j +

3d

d+ 2tj
γ
2tj
j − d

d+ 3tj
γ
3tj
j

–

Rd
j

rdj
(ncen

j − nout
j ). (B.9)

The steplike profile of the previous section is recovered from Eqs. (B.7)– (B.9) in the limit
of tj → ∞.

B.2.1 Spherical nuclei in the inner crust
Oyamatsu (1993) presented the fit parameters for spherical nuclei in the ground-state

matter at three values of the mean baryon number densitynb= 0.01, 0.03, and 0.055 fm−3 (i.e.,
ρ = 1.66 × 1013, 4.98 × 1013, and9.13 × 1013 g cm−3) in the inner crust of a neutron star.
These parameters are quite consistent with those presentedby Negele & Vautherin (1973) for
nearly the samenb. Some of these parameters can also be deduced from Figs. 3 and4 and from
Table 3 of Negele & Vautherin (1973) for several other valuesof nb in the inner crust. The
parameters appear to be smooth functions ofnb, and we interpolated them between the given
points atρND ≤ ρ ≤ 1.4 × 1014 g cm−3. We presentrc and the parameters of Eq. (B.7) as
functions of the dimensionless argument

ν = ln(nb × 100 fm3).

The interpolation reads

rc = (31.68− 8.4 ν − 0.238 ν2 + 0.1152 ν3) fm, (B.10a)

tn = (0.2027 + 0.004 506 eν)−1, (B.10b)

Rn = (9.406 + 1.481 ν + 0.4625 ν2 + 0.057 38 ν3) fm, (B.10c)

ncen
n −nout

n =(0.097 61− 0.013 22 ν− 0.005 544 ν2 − 7.624 × 10−4 ν3) fm−3, (B.10d)

tp = (0.1558 + 0.002 225 ν + 9.452 × 10−4 ν2)−1, (B.10e)

Rp = (8.345 + 0.7767 ν + 0.1333 ν2 + 0.008 707 ν3) fm, (B.10f)

ncen
p = (0.0404 − 0.010 97 ν − 7.23 × 10−4 ν2 + 2.25× 10−4 ν3) fm−3. (B.10g)

This interpolation smears out the jumps in the nuclear composition with increasingρ, but it
allows one to calculate the parameters of spherical nuclei at any density in the ground-state
matter of the inner crust.

The number of protons (Z) and the total number of nucleons (A) within a nucleus are most
easily found using the equivalent radii and densities defined by Eqs. (B.8) and (B.9) withd = 3:

Z =
4π

3
r3p n

in
p , A = Z +

4π

3
r3n nin

n . (B.11)

Now the parameternout
n is determined from the relation

A′ = A+
4π

3
(r3c − r3n)n

out
n =

4π

3
r3cnb, (B.12)

whereA′ is the number of nucleons within a Wigner-Seitz cell.
The nucleus mass is assumed to bemi = Amn + Zmp.
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B.2.2 Spherical nuclei in the outer crust
Making use of the results of Haensel & Pichon (1994), we have also obtained an analytic

description of atomic nuclei in the ground-state matter forlower densities,

108 g cm−3 ≤ ρ ≤ ρND.

We have adopted the same parameterization (B.7) and constructed analytic expressions for the
nuclear parameters versus

ν = ln[1 + 2nb/(10
−8 fm−3)].

These expressions read:

Rn = (5.788 + 0.020 77 ν + 0.014 89 ν2) fm, (B.13a)

ncen
n = (0.0808 + 1.688 × 10−4 ν + 9.439 × 10−5 ν2) fm−3, (B.13b)

Rp = 5.688 + 0.026 28 ν + 0.009 468 ν2 fm, (B.13c)

ncen
p = (0.0738 + 1.22 × 10−4 ν − 1.641 × 10−4 ν2) fm−3, (B.13d)

nout
n = nout

p = 0, (B.13e)

tn = tp = 6. (B.13f)

Equation (B.13f) just formally setstj values atρ < ρND close to those atρ = ρND. In many
applications it is sufficient to use steplike profiles (i.e.,tj → ∞) atρ ≤ ρND.

The free nucleons outside nuclei are absent in this regime,nout
n = nout

p = 0, and the
Wigner-Seitz radius is

rc =

„

4π

3

nb

A

«−1/3

, (B.14)

A andZ being determined by Eq. (B.11).
At low densities in the outer crust, Eqs. (B.13) reproduce the parameters of56Fe-nuclei.

B.2.3 Exotic nuclei
According to model I of Oyamatsu (1993), the phase with spherical nuclei in the inner

crust is realized up to a densitynb = 0.0586 fm−3 (ρ = 0.973 × 1014 g cm−3). It is followed
by the phase with rodlike nuclei up tonb = 0.0749 fm−3 (ρ = 1.24 × 1014 g cm−3) and the
phase with slablike nuclei (up tonb = 0.0827 fm−3, ρ = 1.37× 1014 g cm−3). Subsequently
there are two phases with the roles of nuclear matter and neutron matter reversed, the rodlike one
(up tonb = 0.0854 fm−3, ρ = 1.42×1014 g cm−3), and the “Swiss cheese” (inverted-spheres)
one, which is the analog of the phase with spherical nuclei and is the last phase in the neutron
star crust (up tonb = 0.0861 fm−3, ρ = 1.43 × 1014 g cm−3). At higher densities the nuclei
dissolve into the uniform matter of the neutron star core.

In each crystalline phase of matter the Wigner-Seitz cell has its own geometry, but we
assume that in the phases of (body centered cubic) crystals of ordinary or inverted spherical
nuclei it may be approximated by a sphere, and in rodlike phases by a right circular cylinder. Let
the nucleon density distributions be described by Eq. (B.7). In the phases with rods and slabs,
nout
p = 0,nout

n describes the number density of free neutrons, and the regionr < Rn is occupied
by the nucleus itself (withncen

n > nout
n ). In the two “bubble” phases with the roles of nuclear

matter and neutron matter reversed,nout
p 6= 0, andnout

j > ncen
j , i.e., the local number density

of neutrons and protons increases with increasing distancer from the center of the Wigner-Seitz
cell. We interpolate the parameters of Eq. (B.7) as functions ofnb within each phase separately.
In the rest of this Appendix, we introduce

ν ≡ nb × fm3. (B.15)
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Rodlike nuclei. For the cylindrical nuclei, we have

rc = (8.3014 + 764.026 ν − 16 827.2 ν2 + 100 759 ν3) fm, (B.16a)

tn = −0.122 016 + 163.6626 ν − 2 751.439 ν2 + 15 238.15 ν3, (B.16b)

Rn = (−40.383 47 + 2 328.248 ν − 37 345.32 ν2 + 207 924.7 ν3) fm, (B.16c)

ncen
n = (0.11371 − 0.611 5979 ν + 9.431 739 ν2 − 63.742 37 ν3) fm−3, (B.16d)

nout
n = (−0.019 130 93 + 1.706 435 ν − 12.511 92 ν2 + 59.524 78 ν3) fm−3, (B.16e)

tp = −2.521 390 + 304.3897 ν − 4966.492 ν2 + 25 571.19 ν3, (B.16f)

Rp = (−41.773 61 + 2331.504 ν − 37674.33 ν2 + 212 689.7 ν3) fm, (B.16g)

ncen
p = (11.371 − 0.611 5979 ν + 9.431 739 ν2 − 63.742 37 ν3) fm−3, (B.16h)

nout
p = 0. (B.16i)

The numbers of protons and nucleons (Z andA) inside a nucleus, and the total number of
nucleonsA′ per unit lengthof a cylindrical Wigner-Seitz cell equal

Z = πr2pn
in
p , A = Z + πr2nn

in
n , A′ = A+ π(r2c − r2n)n

out
n , (B.17)

whererp, nin
p , rn, andnin

n are defined by Eqs. (B.8) and (B.9) withd = 2.

Slablike nuclei. For the plane-parallel nuclei,

rc = (−245.4595 + 11 168.62 ν − 157 290.7 ν2 + 722 159 ν3) fm, (B.18a)

tn = −267.2904 + 10 459 ν − 135 445.7 ν2 + 585 206 ν3, (B.18b)

Rn = (9 831.081 − 371 401.1 ν + 4 675 343 ν2 − 19 591 770 ν3) fm, (B.18c)

ncen
n = (0.247 6255 − 6.583 347 ν + 91.630 22 ν2 − 425.2562 ν3) fm−3, (B.18d)

nout
n = (−0.805 9552 + 31.998 28 ν − 401.3776 ν2 + 1723.221 ν3) fm−3, (B.18e)

tp = 0.002 725 985 + 253.6894 ν − 5 499.141 ν2 + 33 259.03 ν3, (B.18f)

Rp = (−714.6039 + 28 584.02 ν − 380 503.3 ν2 + 1703 796 ν3) fm, (B.18g)

ncen
p = (0.082 536 46− 2.548 742 ν + 31.836 15 ν2 − 147.7704 ν3) fm−3, (B.18h)

nout
p = 0. (B.18i)

The numbers of protons and nucleons (Z andA) inside a nucleus, and the total number of
nucleonsA′ per unit surface areaof a slablike Wigner-Seitz cell equal

Z = 2 rpn
in
p , A = Z + 2 rnn

in
n , A′ = A+ 2 (rc − rn)n

out
n , (B.19)

whererp, nin
p , rn, andnin

n are defined by Eqs. (B.8) and (B.9) withd = 1.
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Cylindrical “bubbles”. For the phase of “inverse cylindrical” nuclei,

rc = (430.966 65− 9 710.2218 ν + 56 422.005 ν2) fm, (B.20a)

tn = 64.947 03− 1 034.690 ν + 3501.129 ν2, (B.20b)

Rn = (271.654 − 6 015.092 ν + 35 000.53 ν2) fm, (B.20c)

ncen
n = (0.443 7022 − 9.905 772 ν + 65.004 63 ν2) fm−3, (B.20d)

nout
n = (−0.323 9546 + 9.926 548 ν − 59.979 51 ν2) fm−3, (B.20e)

tp = 94.08485 − 1 457.401 ν + 4499.405 ν2, (B.20f)

Rp = (441.3152 − 10 140.12 ν + 60 000.7 ν2) fm, (B.20g)

ncen
p = 0, (B.20h)

nout
p = (−0.077 336 78 + 2.235 163 ν − 15.000 97 ν2) fm−3. (B.20i)

The number of protons outside the “bubbles” and the total number of nucleons (Z andA′) per
unit lengthof a cylindrical Wigner-Seitz cell equal

Z = π(r2cn
out
p + r2pn

in
p ), A′ = Z + πr2cn

out
n − πr2n (nout

n − nin
n ), (B.21)

whererp, nin
p , rn, andnin

n are defined by Eqs. (B.8) and (B.9) withd = 2. In this case,nin
p is

negative, which corresponds to a deficit of protons inside the bubble relative to the surrounding
medium. Contrary to the case of the ordinary nuclei, the proton core radiusrp is now greater than
rn, since the skin of the neutron bubble remains composed of neutrons, as in ordinary nuclei.

Spherical “bubbles”. For the “inverse spherical” nuclei,

rc = (36.6584 − 248.1623 ν) fm, (B.22a)

tn = 73.420 26− 830.003 ν, (B.22b)

Rn = (10.989 02 + 50.06982 ν) fm, (B.22c)

ncen
n = (−0.039 683 58 + 1.299 808 ν) fm−3, (B.22d)

nout
n = (0.235 124− 1.749 754 ν) fm−3, (B.22e)

tp = 105.9954 − 1 204.998 ν, (B.22f)

Rp = (2.004 501 + 150.005 8 ν) fm, (B.22g)

ncen
p = 0, (B.22h)

nout
p = (0.033 66631 − 0.350 0152 ν) fm−3. (B.22i)

The number of protonsZ outside the “bubbles” and the total number of nucleonsA′ in a Wigner-
Seitz cell equal

Z = (4π/3)(r3cn
out
p + r3pn

in
p ), A′ = Z +

4π

3
r3cn

out
n − 4π

3
r3n(n

out
n − nin

n ), (B.23)

whererp, nin
p , rn, andnin

n are defined by Eqs. (B.8) and (B.9) withd = 3. As for cylindrical
“bubbles”,nin

p is negative andrp > rn.
Thus, we have a simple analytic description of the neutron and proton local density pro-

files for the ground-state matter throughout the outer and inner neutron star crusts including
nonspherical phases of atomic nuclei. This description is referred to as thesmooth composition
model(SCM) of ground-state matter.



Appendix C
ANALYTICAL REPRESENTATIONS OF UNIFIED
EOSs

EOSs are usually tabulated, and subsequently interpolatedbetween mesh points in com-
puter codes. Interpolation introduces ambiguities in calculated parameters of neutron star mod-
els. Moreover, interpolation should respect exact thermodynamic relations which turned out to
be especially serious in high-precision two-dimensional modeling of rapidly spinning neutron
stars (Nozawaet al., 1998). In three-dimensional calculations of stationary configurations in
a close neutron star binary one needs derivatives of the pressure with respect to the enthalpy;
tabulated EOSs become even less useful (see, e.g., Gourgoulhonet al.2001). The problems of
using tabulated EOSs are particularly serious for the EOSs constructed by matching different
EOS segments (e.g., the crust and the core).

In view of all these problems, it is of great interest to derive analytical representations of
EOSs. They introduce no ambiguity of interpolation; the derivatives can be precisely calculated;
they can be constructed fulfilling exactly the thermodynamic relations. Here we present, follow-
ing Haensel & Potekhin (2004), analytical representationsof two unified EOSs, FPS and SLy
(see Chapters 3 and 5).

The outer and inner crusts as well as the inner crust and the core of a neutron star are
separated by phase transitions. There may also be phase transitions in the core (Chapter 7) and
weak density jumps between layers containing different nuclei in the crust (Chapter 3). These
weak jumps in the crust will be neglected; the EOSs we consider do not contain any phase
transitions in the core. We will approximate the EOSs by fully analytical functions. However,
the different character of the EOS in the outer crust, inner crust and the core is reflected by the
complexity of the fit, which consists of several fractional-polynomial parts, matched together by
virtue of the function

f0(x) =
1

ex + 1
. (C.1)

We employ two tabulated unified EOSs, FPS1 or SLy, atρ > 5 × 1010 g cm−3. At
lower densities,108 g cm−3 . ρ < 5 × 1010 g cm−3, the crustal matter is described by the
EOS of Haensel & Pichon (1994) (HP94), based on experimentalnuclear data. This EOS is
supplemented by the BPS EOS for cold catalyzed matter atρ . 108 g cm−3(Chapter 3). The
lowest-density parts of the tables atρ < 105 g cm−3 have not been used in the fitting. At such
low ρ the EOS is no longer one-parametric, but depends also on temperature (see Fig. 1.3).

1The FPS table has been kindly provided by N. Stergioulas.
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Table C.1. Parameters of the fit (C.2)

i ai(FPS) ai(SLy) i ai(FPS) ai(SLy)

1 6.22 6.22 10 11.8421 11.4950

2 6.121 6.121 11 −22.003 −22.775

3 0.006004 0.005925 12 1.5552 1.5707

4 0.16345 0.16326 13 9.3 4.3

5 6.50 6.48 14 14.19 14.08

6 11.8440 11.4971 15 23.73 27.80

7 17.24 19.105 16 −1.508 −1.653

8 1.065 0.8938 17 1.79 1.50

9 6.54 6.54 18 15.13 14.67

C.1. Representation convenient for non-rotating stars
For non-rotating star, it is instructive to parameterize the pressure as function of density.

Let us introduceξ = lg(ρ/g cm−3) andζ = lg(P/dyn cm−2). Then the parameterization reads

ζ =
a1 + a2ξ + a3ξ

3

1 + a4 ξ
f0(a5(ξ − a6)) + (a7 + a8ξ) f0(a9(a10 − ξ))

+(a11 + a12ξ) f0(a13(a14 − ξ)) + (a15 + a16ξ) f0(a17(a18 − ξ)) . (C.2)

The parametersai for the FPS and SLy EOSs are given in Table C.1. The typical fit error of P
is (1–2)% (forξ & 5). The maximum error is associated with the phase transitions available in
the original tabulated EOSs but smoothed by the fit (C.2). Forthe FPS EOS, the maximum error
is 3.6% atξ = 14.22 (the crust-core interface). For the SLy EOS, the maximum error is 2.9%
at ξ = 8.42 (the62Ni-64Ni phase transition in the HP94 table).

The overall EOS throughout the neutron star is presented in Fig. 1.3 in Chapter 1. The
figure showslogP againstlog ρ (log ≡ lg ≡ log10) for the tabulated EOSs (symbols) and the
corresponding fit (the solid line). Triangles correspond tothe BPS data, stars to HP94, and dots
to the SLy data. By construction, the fit is accurate atρ & 105 g cm−3. As stated above, at
lower ρ the EOS becomes temperature-dependent. This is illustrated by the dashed lines, that
show the OPAL EOS of iron plasma (Rogerset al.1996; see§2.4) forT = 106, 107, and108 K.
However, a reasonable continuation of the fit to lower densities can be constructed by a simple
interpolation. For instance, the dotted line in Fig. 1.3 corresponds toP = 10ζ + P0, whereζ is
given by Eq. (C.2) (andξ should be positive), andP0 = 3.5 × 1014 ρ approximates the OPAL
EOS forρ ∼ ρs atT = 107 K (P is in dyn cm−2, ρ in g cm−3, andρs = 7.86 g cm−3 is the
lowest density in the BPS table).

In Fig. C.1 we compare the FPS and SLy EOSs. Symbols on the top panel show the
data (triangles, stars, dots, and open circles for BPS, HP94, SLy, and FPS, respectively) and
lines show the fits (the solid line is for SLy and the dot-dashed line for FPS). In order to make
the differences between the data and fits and between SLy and FPS EOSs visible, we plot the
differencelogP −1.4 log ρ, whereP is in dyn cm−2 andρ in g cm−3. The bottom panel shows
the relative difference between the tabulated and fitted EOSs (solid and dot-dashed lines for SLy
and FPS, respectively). It illustrates the accuracy of the fit (C.2).
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Figure C.1. Comparison of the data and fits for the SLy and FPS EOSs (Haensel & Potekhin,
2004).Top: Rarefied tabular data (symbols) and the fit (C.2) (lines).Bottom: Relative difference
between the data and fit. Filled dots and the solid line are forthe SLy EOS; open circles and the
dot-dashed line are for the FPS EOS (triangles and stars on the top panel are the BPS and HP94
data atρ < 5× 1010 g cm−3).

Now the baryon number densitynb(ρ) can be easily obtained from the integral form of
Eq. (5.97):

ln

„

nb

nbs

«

= c2
Z ρ

ρs

dρ′

P (ρ′) + ρ′c2
, (C.3)

whereρs andnbs are the values ofρ andnb at some low-density (“surface”) point. Substituting
P (ρ′) from Eq. (C.2), we recover the original tabular values with maximum errors< 0.4% and
< 0.12% for the FPS and SLy EOSs, respectively.

In some applications, it may be convenient to usenb as an independent variable, and treat
ρ andP as functions ofnb. For this purpose one can use the fit:

ρ

nbm0
= 1 +

p1n
p2
b + p3n

p4
b

(1 + p5nb)2
f0(−p6(log nb + p7))

+
nb

8× 10−6 + 2.1n0.585
b

f0(p6(lognb + p7)) , (C.4)
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Table C.2. Parameters of the fits (C.4) and (C.5)

i pi(FPS) pi(SLy) qi(FPS) qi(SLy)

1 0.320 0.423 0.608 0.183

2 2.17 2.42 2.41 1.26

3 0.173 0.031 2.39 6.88

4 3.01 0.78 3.581 3.612

5 0.540 0.238 1.681 2.248

6 0.847 0.912 0.850 0.911

7 3.581 3.674 11.64 11.56

wherenb is in fm−3 andm0 = 1.66× 10−24 g. The inverse fitnb(ρ) is given by

x

nb
= 1 +

q1x
q2 + q3x

q4

(1 + q5x)3
f0(q6(q7 − log ρ))

+
x

8× 10−6 + 2.1 x0.585
f0(q6(log ρ− q7)), (C.5)

wherex = ρ/m0 andρ is in g cm−3. Coefficientspi andqi of the fits (C.4) and (C.5) are given
in Table C.2. The difference(ρ− nm0) is approximated by these equations with the error of a
few percent.

It should be stressed that thermodynamics requires Eq. (5.97) to be satisfied exactly. To
achieve this, one should not totally rely on the fits (C.4) and(C.5); otherwise thermodynamic
consistency will be violated on the scale of fit errors (a fraction of percent). Thus, ifρ is used as
an input, thennb(ρ) should be calculated from Eq. (C.3). Alternatively, if the input isnb, then,
after calculatingρfit(nb) from Eq. (C.4) andP (nb) = P (ρfit(nb)) from Eq. (C.2), one should
refineρ(nb) using the relation

ρ(nb)

nb
=

ρs
nbs

+

Z nb

nbs

P (n′
b)

n′
b
2c2

dn′
b , (C.6)

which also follows from Eq. (5.97).

C.2. Representation convenient for rotating stars
For rotating stars, it is most useful to parameterize the density and pressure as functions of

the pseudo-enthalpyH , Eq. (6.99). The latter can be written in terms of the enthalpy per baryon
h according to Eq. (6.102). Let us defineη ≡ h/m0c

2 − 1. In view of the relation (6.101), the
function ξ(η) (to be parameterized) is not independent of the functionζ(ξ) parameterized by
Eq. (C.2). In order to fulfill Eq. (6.101) as accurately as possible, we first calculateη(ξ) using
Eqs. (C.2) and (6.101) and then find the inverse fitξ(η). The best fit reads:

ξ =

„

b1 + b2 lg η +
b3η

b4

1 + b5η

«

f0(b6(lg η − b7))

+
b8 + b9 lg η + (b10 + b11 lg η)(b12η)

7

1 + b13η + (b12η)7
f0(b6(b7 − lg η))

+b14 f0(b15(b16 − lg η)) , (C.7)
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Table C.3. Parameters of the fit (C.7)

i bi(FPS) bi(SLy) i bi(FPS) bi(SLy)

1 5.926 5.926 9 11.97 34.96

2 0.4704 0.4704 10 15.432 15.328

3 19.92 20.13 11 0.6731 0.621

4 0.2333 0.2347 12 49.4 63.1

5 2.63 3.07 13 11.47 68.5

6 54.7 97.8 14 1.425 2.518

7 −1.926 −2.012 15 3.0 2.6

8 36.89 89.85 16 0.913 1.363

Figure C.2. Adiabatic index for the SLy EOS. The solid line is the fit, the dotted line shows
precise values.

where the parametersbi are given in Table C.3. The typical fit error ofρ, provided by Eq. (C.7),
is about 1% atη & 10−7 (i.e., atξ & 3); the maximum fit error< 4% occurs near the neutron
drip and near the crust-core interface.

Combining the fits (C.2) and (C.7) with Eq. (C.3) or Eq. (C.5) we get the parameterizations
of ρ(H), P (H), andnb(H) needed for calculating stationary rotating neutron star models. In
this case, the functionP (H) = P (ρ(H)) obtained from Eqs. (C.2) and (C.7) reproduces the
tabular values with a typical error∼(1–2)% and with the maximum error within 10% near the
crust-core interface.
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The remark on the thermodynamic consistency, made at the endof §C.C.1, applies here as
well. One should refine fitted values of eithernb or ρ, using the exact relations (C.3) or (C.6).

C.3. Adiabatic index
An important dimensionless parameter characterizing the stiffness of the EOS at a given

density is the adiabatic index, defined by Eq. (5.109). Usingour fit (C.2), we obtain the analytical
expression

(1 + P/ρ c2)−1 γ = dζ/dξ

=

»

a2 − a1a4 + 3a3ξ
2 + 2a3a4ξ

3

(1 + a4ξ)2
− a5

11 + a2ξ + a3ξ
3

1 + a4ξ
f0(a5(a6 − ξ))

–

f0(a5(ξ − a6))

+
4

X

i=2

f0(a4i+1(a4i+2 − ξ))
ˆ

a4i + a4i+1(a4i−1 + a4iξ)f0(a4i+1(ξ − a4i+2))
˜

. (C.8)

The behavior ofγ in different neutron star layers is displayed in Fig. C.2. Precise values of
γ calculated by Douchin & Haensel (2001) are shown by the dotted line, and the fit, given by
Eqs. (C.2) and (C.8), is shown by the solid line.



Appendix D
SEMI-ANALYTICAL EOSs IN NEUTRON STAR
CORES

In this Appendix we describe a class of EOSs for uniform matter in neutron star cores
composed of nucleons, electrons and muons. These EOSs are based on analytic expressions for
the energy per nucleon (excluding the rest-mass energy) quadratic in neutron excess,

EN = W (u) + S(u) (1− 2xp)
2 , (D.1)

whereu ≡ nb/n0 is the dimensionless baryon number density,xp = np/nb is the proton
fraction;W (u) andS(u) are, respectively, the energy per nucleon in symmetric nuclear matter
and the symmetry energy (assumed to be given by analytic functions). The total energy per
nucleon is thenE = EN +EN0 +Ee +Eµ, whereEN0 is the nucleon rest-mass contribution,
while Ee andEµ are the electron and muon contributions (also given analytically because
electrons and muons constitute almost free Fermi gases). Inthis case, the total energyE is
presented in an analytic form which allows one to avoid ambiguities of interpolation (of otherwise
tabulated values ofEN) and to strictly satisfy thermodynamic relations and conservation laws.

The beta equilibrium conditions are given by relations between the chemical potential of
nucleons and leptons,

µn = µp + µe , µe = µµ . (D.2)

The local electric neutrality requiresxp = xe + xµ, wherexe = ne/nb andxµ = nµ/nb. The
electron and muon chemical potentials are equal to the appropriate Fermi energies,

µe ≈ c pFe , µµ =
q

m2
µ c4 + p2Fµc

2 , (D.3)

wherepFj = ~ (3π2nbxj)
1/3 with j = e or µ. At a fixednb under the natural simplified

assumption thatmp = mn the beta equilibrium conditions reduce to a set of two equations

xµ + xe − 1

2
+Ax1/3

e = 0 , (D.4a)

x2/3
e − x2/3

µ − B = 0 , (D.4b)

whereA andB are dimensionless functions ofnb,

A = ~c (3π2nb)
1/3/(8S(nb)) , B = (mµc/~)

2/(3π2nb)
2/3 . (D.5)

Beta equilibrium depends onS(u) but not onW (u). For a givennb, one can easily solve
Eqs. (D.4a) and (D.4b) and determine all particle fractions. After that one can use standard
thermodynamic relations, derive the analytic expressionsfor the energy density (ρc2) and the
pressure, and calculateρ andP at givennb and the particle fractions. In this way one constructs
a semi-analytical EOS; the only simple numerical procedureconsists in solving Eqs. (D.4a) and
(D.4b). The numerical accuracy of this EOS for an employed nuclear interaction model (D.1)
can be formally very high.
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Table D.1. Three sets of parameters forW (u) models of Prakashet al. (1988)

K0 A B B′ σ C1 C2

MeV MeV MeV MeV MeV

120 75.94 –30.88 0 0.498 –83.84 23.0

180 440.94 –213.41 0 0.927 –83.84 23.0

240 –46.65 39.54 0.3 1.663 –83.84 23.0

The muons appear only in sufficiently dense matter in whichxe > B3/2. At lower
densities the muons are absent (xµ = 0) and Eq. (D.4b) can be disregarded. Then Eq. (D.4a)
reads2xe − 1 + 2A x

1/3
e = 0 and can be solved analytically. In this case the procedure of

constructing the EOS becomes purely analytical.

Model PAL. Prakashet al.(1988) proposed a model (PAL) ofW (u)which fits experimental
values of the energy per nucleon and the density of symmetricnuclear matter at the saturation
point u = 1: ( dW/du)1 = 0, W (1) = −16 MeV, andn0 = 0.16 fm−3. They suggested
three versions corresponding to three values of the compression modulus at saturation,K0=120,
180, and 240 MeV. The functional form ofW (u) is

W (u) = EFFG
0 u2/3 +

Au

2
+

Buσ

1 +B′uσ−1
+ 3

X

i=1,2

Ciα
3
i

»

u1/3

αi
− Artan

„

u1/3

αi

«–

, (D.6)

whereα1 = 1.5 , α2 = 3, and the energy of free Fermi gas (FFG) isEFFG
0 = 3

5
ǫF(n0) =

0.3 p2N0/mn = 22.1 MeV, wherepN0 = ~ (1.5π2n0)
1/3. The three sets of parameters for

three models ofW (u) are given in Table D.1.
Prakashet al. (1988) proposedS(u) of the form

S(u) = (22/3 − 1)EFFG
0

h

u2/3 − F (u)
i

+ S0F (u) . (D.7)

PuttingF ≡ 0we recover the value ofS for a free Fermi gas model, Eq. (5.103) (see a discussion
following Eq. (5.103)). Actually, the functionF (u) is defined in such a way to reproduce the
experimental valueS0, so thatS(1) = S0 and thereforeF (1) = 1. Prakashet al. (1988)
assumedS0 = 30 MeV, and proposed three models (I,II, and III) ofF (u),

FI(u) = u , FII(u) = 2u2/(u+ 1) , FIII(u) =
√
u . (D.8)

Thus, they get nine PAL EOSs, which differ in the stiffness and in the density dependence of the
symmetry energy.

Model PAPAL. Page & Applegate (1992) proposed one very simple power-law density
dependence of the symmetry energy

S(u) = 30u0.7 MeV . (D.9)
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They combined the above model forS(u) with K0 = 180 MeV model forW (u) of Prakashet
al. (1988). Accordingly they obtained what we call the PAPAL EOSof thenpeµ matter, which
yieldsMmax = 1.7 M⊙ and a direct Urca core forM > 1.35 M⊙. One can also implant this
form of S(u) into other PAL models, withK0 = 120 and 240 MeV, and obtain thus softer and
stiffer EOSs (see, e.g., Yakovlevet al.2001).

Model HHJ. Heiselberg & Hjorth-Jensen (2000) constructed a two-parameter fit to the EOS
of nuclear matter proposed by Akmalet al. (1998) (hereafter APR, with boost corrections and
three-body forces;V18 + δv +UIX∗),

W (u) = E0 u (2 + δ − u)/(1 + δu) , (D.10)

whereδ is the “softness” parameter important foru ≫ 1. By construction,W (1) = E0 =
−15.8 MeV (the value adopted by Akmalet al. 1998). The free parameterδ is related to the
incompressibility of the symmetric nuclear matter at saturation point,

K0 = 9

„

d2W

du2

«

u=1

=
18 |E0|
1 + δ

. (D.11)

As far as the symmetry energy is concerned, Heiselberg & Hjorth-Jensen (2000) fitted the
APR results with a simple formula of Page & Applegate (1992) type,

S(u) = 32 uζ MeV . (D.12)

Heiselberg & Hjorth-Jensen (2000) suggested the basic valuesδ = 0.2 andζ = 0.6 which
make their EOS similar to the APR EOS. In contrast to the PAL and PAPAL EOSs, which are
largely phenomenological and relatively old, the HHJ EOS isbased on the recent realistic APR
EOS.

The HHJ EOS has a very simple analytic form and can be made slightly softer (or stiffer) by
increasing (decreasing) the value ofδ with respect to0.2 (at a fixedζ). Fixingδ one can regulate
the symmetry energy (D.12) by increasing (decreasing)ζ with respect toζ = 0.6. This would
slightly decrease (increase) the threshold density for opening the direct Urca process (Gusakov
et al., 2005).





Appendix E
SCALING OF STELLAR MODELS FOR LINEAR
EOSs

Let us outline scaling relations of stellar models built of the matter with the linear EOS of
the form

P = ac2(ρ− ρs). (E.1)

E.1. The causal limit EOS witha = 1
It is convenient to introduce the dimensionless variables,

eρ =
ρ

ρs
, eP =

P

ρsc2
= eρ− 1 , er =

r

r0
, em =

m

M0
, enb =

nb

ns
, (E.2)

wherer0 = c/
√
Gρs,M0 = ρsr

3
0, andns is the value of the baryon number density at the stellar

surfaceρ = ρs. These variables allow one to rewrite the relativistic equations of hydrostatic
equilibrium, Eqs. (6.7)-(6.8), in a dimensionless form. Using the thermodynamic relation

deρ/ denb = ( eP + eρ)/enb, (E.3)

one gets

enb =
h

2 eP + 1
i1/2

= (2eρ− 1)1/2 . (E.4)

Non-rotating stars. The dimensionless Tolman-Oppenheimer-Volkoff and mass-balance
equations read

deρ

der
= − em

er2
(2eρ− 1)

(1− 2em/er)

„

1 + 4πer3
eρ− 1

em

«

,

dem

der
= 4πer2eρ . (E.5)

The boundary conditions areeρ(0) = eρc andem(0) = 0. The radiuseR is determined byeρ( eR) = 1

and the dimensionless total gravitational massfM = em( eR). The solutions of Eqs. (E.5) form
a one-parameter family of configurations labeled byePc = eρc + 1. The dependencefM( ePc) is
shown in Fig. E.1. The dimensionless maximum mass isfMCL

max = 0.0851; it is reached for
ePc,max = 2.03 (eρc,max = 3.03). The corresponding mass-radius relation is shown in Fig. E.2.
Numerical values of the surface redshift (Fig. E.3) are independent of the choice of units.

A mass-radius diagram at any givenρs can be obtained from Fig. E.2 by coming back to
ordinary units. Consequently, the points of a curve obtained for a givenρs transform into points
of a curve calculated for anotherρ′s. For example, theM ′(R′) curve is obtained via scaling of the
M(R) one, namely,R → R′ = (ρs/ρ

′
s)

−1/2R, M → M ′ = (ρs/ρ
′
s)

−1/2M . In geometrical
terms,M −R curves are self-similar. Any extremum of an unprimed curve transforms into an
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Figure E.1. The fM( ePc) curves labeled by the values ofa. Filled circles mark maximum-mass
configurations. Solid and dotted segments correspond to stable and unstable configurations,
respectively. Prepared by J.L. Zdunik (2006, unpublished); with the kind permission of the
author.

Figure E.2. The fM( eR) curves labeled by the values ofa. Notations are the same as in Fig. E.1.
Prepared by J.L. Zdunik (2006, unpublished); with the kind permission of the author.

extremum of a primed curve. In particular, the maximum mass configurations scale as

MCL
max = M0

fMmax = 2.116 (ρs,15)
−1/2 M⊙ , (E.6a)

RCL
Mmax

= r0 eRMmax
= 8.825 (ρs,15)

−1/2 km , (E.6b)

ρCL
c,max/ρs = 3.03 , (E.6c)
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Figure E.3. Thezsurf(fM) curves labeled by the values ofa. Notations are the same as in Fig.
E.1. Prepared by J.L. Zdunik (2006, unpublished); with the kind permission of the author.

whereρs,15 ≡ ρs/10
15 g cm−3. The density contrast within stellar models based on the causal

limit (CL) EOS is very low. Even at the maximum mass, the central density is only three times
higher than the surface one.

The maximum surface redshiftzsurf for stable configuration is reached atM = Mmax. It
is independent ofρs and can be readily obtained from Eqs. (E.6a) and (E.6b),

zCL
max = 0.8509 . (E.7)

The equation which determines the moment of inertia for a slow rigid rotation, Eq. (6.65),
can be written in a dimensionless form provided one expresses angular frequencies in

√
Gρs. This

form, together with the matching conditions explained in§6.10.1, yields then the dimensionless
moment of inertiaeI, so thatI = M0r

2
0

eI . The maximum moment of inertia for the CL EOS is
given by

ICL
max = M0r

2
0

eICL
max = 1.979 (ρs,15)

−3/2 1045 g cm2 . (E.8)

The maximum ofI is reached forM slightly (by ∼ 0.5%) lower thanMmax. The value of
ICL
Mmax

, which is lower thanICL
max by ≈ 1.6%, scales withρs in the same way asICL

max.

Rotating stars. In order to transform Eq. (6.98), which describes the structure of a rotating
star, into a dimensionless form one should supplement the dimensionless quantities (E.2) with
the dimensionless frequencies

eΩ = Ω/
p

Gρs , eω = ω/
p

Gρs . (E.9)

In this way, one gets a dimensionless solution of Eq. (6.98).Solutions corresponding to any
ρs can then be obtained by returning to physical units. Any two solutions forρ′s andρs are
self-similar. In particular, this is true for extremal configurations. For a rotating maximum-mass
star one gets the same scaling as in the non-rotating case,

MCL,rot
max

′
= MCL,rot

max (ρs/ρ
′
s)

1/2 . (E.10)
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Figure E.4. The eI(fM) curves, labeled by the values ofa. Notations are the same as in Fig. E.1.
Prepared by J.L. Zdunik (2006, unpublished); with the kind permission of the author.

Figure E.5. FunctionsFQ (Q = M,R, z, I) which determine the scaling for maximum-mass
rotating stars with respect to variations ofa. Filled circles show exact results, solid lines are the
fits (E.17). Prepared by J.L. Zdunik (2006, unpublished); with the kind permission of the author.

A maximally rotating configuration has the shortest spin period P = Pmin (the highest
frequencyΩ = Ωmax) of all stably rotating configurations. This configuration is only slightly
different from a maximum mass configuration. The shortest spin periodPmin scales as

PCL
min

′
= PCL

min (ρs/ρ
′
s)

1/2 . (E.11)
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After integrating numerically the relevant dimensionlessequations and returning to the ordinary
physical units, we get the formulae for the CL EOS in an explicit form

MCL,rot
max = 2.75 (ρs,15)

−1/2 M⊙ , (E.12a)

PCL
min = 0.415 (ρs,15)

−1/2 ms . (E.12b)

E.2. The case ofa < 1
The dimensionless form of the EOS is

eP = a(eρ− 1) . (E.13)

The formula forenb(P ) can be derived using Eq. (E.3). One gets then a generalization of
Eq. (E.4),

enb = [(a+ 1)eρ− a]1/(1+a) =
h

(a+ 1) eP a−1 + 1
i1/(1+a)

. (E.14)

Non-rotating stars. The dimensionless equations read

a
deρ

der
= − em

er2
[(1 + a)eρ− a]

(1− 2em/er)

„

1 + 4πer3a
eρ− 1

em

«

,

dem

der
= 4πer2eρ . (E.15)

Now we get a dimensionless solution at anya. At a fixeda, the curves calculated using normal
units and representing solutions with differentρs scale with the same power ofρs as in the case of
a = 1. However, the numerical coefficients in these scaling relations depend ona. As shown by
J.L. Zdunik (2006, unpublished), this dependence can be described by functionsFQ(y), where
y = 2a/(a + 1) is more convenient than justa, andQ = M,R, z, I, . . . In particular, the
parameters of maximum-mass configurations are related to those obtained ata = 1 by

Mmax = FM (y) MCL
max , RMmax

= FR(y) R
CL
Mmax

,

zMmax
= Fz(y) z

CL
Mmax

, IMmax
= FI(y) I

CL
Mmax

. (E.16)

To a very good approximation (Fig. E.5),FQ(y) are simple power-laws (J.L. Zdunik, 2006,
unpublished),

FM (y) = y2/3, FR(y) = y1/3, Fz(y) = y0.85, FI(y) = y5/3 . (E.17)

The scaling with respect toa → a′ takes simple form in the Newtonian limit. To make
the equations of hydrostatic equilibrium independent ofa, it is sufficient to “include”a into the
gravitational constantG. Equilibrium configurations for any pair of values ofa andρs can then
be obtained from the dimensionless solution (independent of a) by multiplying radius and mass
by a1/2r0 anda3/2M0, respectively. This gives new scaling relations.

Rotating stars. Solutions of dimensionless equations of stationary motiondepend paramet-
rically ona. The power in the scaling underρs → ρ′s is the same as fora = 1, but the numerical
prefactor is modified and depends ona.





BIBLIOGRAPHY

Abbott B., Abbott R., Adhikari R.,et al. (LIGO Scientific Collaboration), Kramer M., Lyne A.,
2005, “Limits on gravitational wave emission from selectedpulsars using LIGO data,”Phys.
Rev. Lett.94, 181103 (6 pages).

Abe R., 1959, “Giant cluster expansion theory and its application to high-temperature plasma,”
Progr. Theor. Phys.22, 213–226.

Abney M., Epstein R.I, Olinto A.V., 1996, “Observational constraints on the internal structure
and dynamics of the Vela Pulsar,”Astrophys. J.466, L91–L94.

Abrahams A.M., Shapiro S.L., 1991a, “Equation of state in a strong magnetic field: finite
temperature and gradient corrections,”Astrophys. J.374, 652–667.

Abrahams A.M., Shapiro S.L., 1991b, “Molecules and chains in a strong magnetic field: statis-
tical treatment,”Astrophys. J.382, 233–241.

Abrikosov A.A., 1960, “Some properties of strongly compressed matter,”Zh. Eksp. Teor. Fiz.
39, 1797–1805 [in Russian].

Abubekerov M.K., 2004, “The mass of the compact object in theX-ray binary 4U 1700–37,”
Astron. Rep.48, 649–658.

Abubekerov M.K., Antokhina E.A., Cherepashchuk A.M., 2004, “Masses of X-ray pulsars in
binary systems with OB supergiants,”Astron. Rep.48, 89–102.

Adams F.C., Laughlin G., 1997, “A dying universe: the long-term fate and evolution of astro-
physical objects,”Rev. Mod. Phys.69, 337–372.

Adams F.C., Laughlin G., Mbonye M., Perry M.J., 1998, “Gravitational demise of cold degen-
erate stars,”Phys. Rev. D58, 083003 (7 pages).

Aguirre R., 2003, “Chiral symmetry and strangeness contentin nuclear physics parameterized
by a medium dependent bag constant,”Phys. Lett. B559, 207–213.

Akaishi Y., Harada T., Shinmura S., Myint K.S., 2000, “Coherent Λ–Σ coupling in s-shell
hypernuclei,”Phys. Rev. Lett.84, 3539–3541.

Akiyama S., Wheeler J.C., Meier D.L., Lichtenstadt, 2003, “The magnetorotational instability
in core-collapse supernova explosions,”Astrophys. J.584, 954–970.

Akhiezer A.I., Berestetskiı̆ V.B., 1965,Quantum Electrodynamics(New York: Interscience).

Akmal A., Pandharipande V.R., 1997, “Spin-isospin structure and pion condensation in nucleon
matter,”Phys. Rev. C56, 2261–2279.

Akmal A., Pandharipande V.R., Ravenhall D.G., 1998, “Equation of state of nucleon matter and
neutron star structure,”Phys. Rev. C58, 1804–1828.

Aksenov A.G., Milgrom M., Usov V.V., 2003, “Radiation from hot, bare, strange stars,”Mon.
Not. R. Astron. Soc.343, L69–L72.

Aksenov A.G., Milgrom M., Usov V.V., 2004, “Structure of pair winds from compact objects
with application to emission from hot bare strange stars,”Astrophys. J.609, 363–377.

Alastuey A., Jancovici B., 1980, “Magnetic properties of a nearly classical one-component
plasma in three and two dimensions. II. Strong field,”Physica A102, 327–343.



544 NEUTRON STARS

Albers R.C., Gubernatis J.E., 1986, “Low-order anharmoniccontributions to the internal energy
of the one-component plasma,”Phys. Rev. B33, 5180–5185; erratum:ibid., 42, 11373 (1990).

Alcock C., Farhi E., Olinto A.V., 1986, “Strange stars,”Astrophys. J.310, 261–272.

Alford M., Rajagopal K., Wilczek F., 1998, “QCD at finite baryon density: nucleon droplets and
color superconductivity,”Phys. Lett. B422, 247–256.

Alford M., Rajagopal K., Reddy S., Wilczek F., 2001, “Minimal color-flavor-locked-nuclear
interface,”Phys. Rev. D64, 074017 (14 pages).

Allen B., Woan G., 2004, “Upper limits on the strength of periodic gravitational waves from
PSR J1939+2134,”Class. Quant. Grav.21, S671–S676.

Alpar M.A., 1977, “Pinning and threading of quantized vortices in the pulsar crust superfluid,”
Astrophys. J.213, 527–530.

Alpar M.A., 1987, “Comment on strange stars,”Phys. Rev. Lett.58, 2152.

Alpar M.A., Shaham J., 1985, “Is GX5-1 a millisecond pulsar?” Nature316, 239–241.

Alpar M.A., Langer S.A., Sauls J.A., 1984, “Rapid postglitch spin-up of the superfluid core in
pulsars,”Astrophys. J.282, 533–541.

Alpar M.A., Chau H.F., Cheng K.S., Pines D., 1993, “Postglitch relaxation of the Vela pulsar
after its first eight large glitches: a reevaluation with thevortex creep,”Astrophys. J.409,
345–359.

Ambartsumyan V.A., Saakyan G.S., 1960, “The degenerate superdense gas of elementary parti-
cles,”Astron. Zh., 37, 193–209 [Engl. transl.:Sov. Astron. – AJ, 4, 187].

Anderson P.W., Itoh N., 1975, “Pulsar glitches and restlessness as a hard superfluidity phe-
nomenon,”Nature256, 25–27.

Anderson P.W., Palmer R.G., 1971, “Solidification pressureof nuclear and neutron star matter,”
Nature (Phys. Sci.)231, 145–146.

Anderson S.B., Gorham P.W., Kulkarni S.R., Prince T.A., & Wolszczan A., 1990, “Discovery of
two radio pulsars in the globular cluster M15,”Nature436, 42–44.

Andersson N., Kokkotas K.D., 2001, “The R-mode instabilityin rotating neutron stars,”Int. J.
Mod. Phys. D10, 381–442.

Andersson N., Jones D.I., Kokkotas K.D., 2002, “Strange stars as persistent sources of gravita-
tional waves,”Mon. Not. R. Astron. Soc.337, 1224–1232.

Antia H.M., 1993, “Rational function approximations for Fermi-Dirac integrals,”Astrophys. J.
Suppl. Ser.84, 101–108.

Arnett D., 1996,Supernovae and Nucleosynthesis(Princeton: Princeton University Press).

Arnett W.D., Bowers R.L., 1977, “A microscopic interpretation of neutron star structure,”As-
trophys. J. Suppl. Ser.33, 415–436.

Arponen J., 1972, “Internal structure of neutron stars,”Nucl. Phys.A 191, 257–282.

Arzoumanian Z., Chernoff D.F., Cordes J.M., 2002, “The velocity distribution of isolated radio
pulsars,”Astrophys. J.568, 289–301.

Ash T.D.C., Reynolds A.P., Roche P., Norton A.J., Still M.D., & Morales-Rueda L., 1999, “The
mass of the neutron star in Centaurus X-3,”Mon. Not. R. Astron. Soc.307, 357–364.

Audi G., Bersillon O., Blachot J., Wapstra A.H., 1997, “TheNubase evaluation of nuclear and
decay properties,”Nucl. Phys.A 624, 1–124.

Audi G., Wapstra A.H., Thibault C., 2003, “TheAmeatomic mass evaluation (II). Tables, graphs
and references,”Nucl. Phys.A 729, 337–676.



BIBLIOGRAPHY 545

Avron J.E., Herbst I.W., Simon B., 1978, “Separation of center of mass in homogeneous magnetic
fields,” Ann. Phys. (N.Y.)114, 431–451.

Baade W., Zwicky F., 1934a, “Supernovae and cosmic rays,”Phys. Rev.45, 138.

Baade W., Zwicky F., 1934b, “On super-novae,”Proc. National Acad. Sci.20, 254–259.

Baade W., Zwicky F., 1934c, “Remarks on super-novae and cosmic rays,”Phys. Rev.46, 76–77.

Backer D.C., Kulkarni S.R., Heiles C., Davis M.M., Goss W.M., 1982, “A millisecond pulsar,”
Nature300, 615–618.

Bahcall J.N., Wolf R.A.,1965a, “Neutron stars. II. Neutrino-cooling and observability,”Phys.
Rev. 140, B1452–B1466.

Bahcall J.N., Wolf R.A., 1965b, “An observational test of theories of neutron-star cooling,”
Astrophys. J.142, 1254–1256.

Bahcall S., Lynn B.W., Selipsky S.B., 1990, “New models for neutron stars,”Astrophys. J.362,
251–255.

Baiko D.A., 2000,Kinetic phenomena in cooling neutron stars, PhD thesis (St. Petersburg: Ioffe
Phys.-Tech. Inst.) [in Russian], unpublished.

Baiko D.A., 2002, “Effect of the electron gas polarizability on the specific heat of phonons in
Coulomb crystals,”Phys. Rev. E66, 056405 (10 pages).

Baiko D.A., Kaminker A.D., Potekhin A.Y., Yakovlev D.G., 1998, “Ion structure factors and
electron transport in dense Coulomb plasmas,”Phys. Rev. Lett.81, 5556–5559.

BaikoD.A., YakovlevD.G., DeWittH.E., SlatteryW.L., 2000, “Coulombcrystals in theharmonic
lattice approximation,”Phys. Rev. E61, 1912–1919.

Baiko D.A., Haensel P., Yakovlev D.G., 2001a, “Thermal conductivity of neutrons in neutron
star cores,”Astron. Astrophys.374, 151–163.

Baiko D.A., Potekhin A.Y., Yakovlev D.G., 2001b, “Thermodynamic functions of harmonic
Coulomb crystals,”Phys. Rev. E64, 057402 (4 pages).

Bailes M., Harrison P.A., Lorimer D.R., Johnston S., Lyne A.G., Manchester R.N., D’Amico
N., Nicastro L., Tauris T.M., & Robinson C., 1994, “Discovery of three binary millisecond
pulsars,”Astrophys. J.425, L41–L44.

Bailes M., Ord S.M., Knight H.S., Hotan A.W., 2003, “Self-consistency of relativistic observ-
ables with general relativity in the white dwarf-neutron star binary PSR J1141–6545,”Astro-
phys. J.595, L49–L52.

Bailin D., Love A., 1984, “Superfluidity and superconductivity in relativistic fermion systems,”
Phys. Rep.107, 325–385.

Balberg S., Barnea N., 1998, “S-wave pairing of Lambda hyperons in dense matter,”Phys. Rev.
C 57, 409–416.

Balberg S., Gal A., 1997, “An effective equation of state fordense matter with strangeness,”
Nucl. Phys.A 625, 435–472.

Baldo M., 1999, “The many-body theory of the nuclear equation of state,” inNuclear Methods
and Nuclear Equation of State, edited by M. Baldo (Singapore: World Scientific),1–120.

Baldo M., Burgio F., 2001, “Microscopic theory of the nuclear equation of state and neutron star
structure,” inPhysics of Neutron Star Interiors, edited by D. Blaschke, N.K. Glendenning, &
A. Sedrakian,Lecture Notes in Physics578, 1–29.

Baldo M., Bombaci I., Burgio G.F., 1997, “Microscopic nuclear equation of state with three-body
forces and neutron-star structure,”Astron. Astrophys.328, 274–282.



546 NEUTRON STARS

Baldo M., Giansiracusa G., Lombardo U., Song H.Q., 2000, “Bethe-Brueckner-Goldstone ex-
pansion in neutron matter,”Phys. Lett. B473, 1–5.

Baldo M., Fiasconaro A., Song H.Q., Giansiracusa G., Lombardo U., 2001, “High density
symmetric nuclear matter in Bethe-Brueckner-Goldstone approach,”Phys. Rev. C65, 017303
(4 pages).

Baldo M., Lombardo U., Saperstein E.E., Tolokonnikov S.V.,2005, “The role of superfluidity
in the structure of the neutron star inner crust,”Nucl. Phys.A 750, 409–424.

Baluni V., 1978a, “(Non)-Abelian gauge field theories of theFermi gas. Neutron-quark stars,”
Phys. Lett. B72, 381–384.

Baluni V., 1978b, “Non-Abelian gauge theories of Fermi systems: Quantum-chromodynamic
theory of highly condensed matter,”Phys. Rev. D17, 2092–2121.

Banik S., Bandyopadhyay D., 2001, “A third family of super dense stars in the presence of
antikaon condensates,”Phys. Rev. C64, 055805 (11 pages).

Bardeen J., Cooper L.N., Schrieffer J.R., 1957, “Theory of superconductivity,”Phys. Rev.108,
1175–1204.

Bardeen J.M., Thorne K.S., Meltzer D.W., 1966, “A catalogueof methods for studying the
normal modes of general-relativistic stellar models,”Astrophys. J.145, 505–513.

Barkat Z., Buchler J.-R., Ingber L., 1972, “Equation of state of neutron-star matter at subnuclear
densities,”Astrophys. J.176, 723–738.

Barker B.M., O’Connell R.F., 1975, “Relativistic effects in the binary pulsar PSR 1913+16,”
Astrophys. J.199, L25–L26.

Barrois B., 1977, “Superconducting quark matter,”Nucl. Phys.B 129, 390–396.

Barziv O., Kaper L., van Kerkwijk M.H., Telting J.H., van Paradjis J., 2001, “The mass of the
neutron star in Vela X-1,”Astron. Astrophys.377, 925–944.

Basko M.M., 1985, “Equation of state of metals in the mean-ion approximation,”High Temp.
(USSR)23, 388–396.

Bassa C.G., van Kerkwijk M.H., Koester D., Verbunt F., 2006,“The masses of PSR J1911–5958A
and its white dwarf companion,”Astron. Astrophys.456, 295–304.

Batty C.J., Friedman E., Gal A., 1994, “Density dependence of theΣ nucleus optical potential
derived fromΣ− atom data,”Phys. Lett. B335, 273–278.

Baumgarte T.W., Shapiro S.L., Teukolsky S.A., 1996a, “Computing the delayed collapse of hot
neutron stars to black holes,”Astrophys. J.458, 680–691.

Baumgarte T.W., Janka H.-T., Keil W., Shapiro S.L., Teukolsky S.A., 1996b, “Delayed collapse
of hot neutron stars to black holes via hadronic phase transition,” Astrophys. J.468, 823–833.

Bauer M., 1976, “Anab initio shell-model formula,”At. Data Nucl. Data Tables17, 442–449.

Baus M., Hansen J.P., 1980, “Statistical mechanics of simple Coulomb systems,”Phys. Rep.59,
1–94.

Baym G., 1979, “Neutron stars and the physics of matter at high density,” inNuclear Physics
with Heavy Ions and Mesons, edited by R. Balian, M. Rho, & G. Ripka (Amsterdam: North-
Holland), 745–837.

Baym G., 1982, “Neutron stars: the first fifty years,” inThe Neutron and its Application, edited
by P. Schofield,IOP Conf. Ser.64, 45–50.

Baym G., Chin S.A., 1976, “Can a neutron star be a giant MIT bag?” Phys. Lett. B62, 241–244.

Baym G., Pines D., 1971, “Neutron starquakes and pulsar speedup,” Ann. Phys. (N.Y.)66, 816–
835.



BIBLIOGRAPHY 547

Baym G., Pethick C., Pines D., 1969, “Electrical conductivity in neutron star matter,”Nature,
224, 674–675.

Baym G., Bethe H.A., Pethick C.J., 1971a, “Neutron star matter,” Nucl. Phys.A 175, 221–271.

Baym G., Pethick C., Sutherland P., 1971b, “The ground stateof matter at high densities:
Equation of state and stellar models,”Astrophys. J.170, 299–317.

Becker W., 1999, “An X-ray study of isolated neutron stars and their wind nebulae,” inHighlights
in X-ray Astronomy, edited by B. Aschenbach & M.J. Freyberg, MPE Report 272 (Garching:
MPE), 49–56.

Bejger M., Haensel P., 2002, “Moments of inertia for neutronand strange stars: limits derived
for the Crab pulsar,”Astron. Astrophys.396, 917–921.

Bejger M., Haensel P., 2003, “Accelerated expansion of the Crab Nebula and evaluation of its
neutron-star parameters,”Astron. Astrophys.405, 747–751.

Bejger M., Haensel P., 2004, “Surface gravity of neutron stars and strange stars,”Astron. Astro-
phys.420, 987–991.

Bejger M., Haensel P., Zdunik J.L., 2005a, “Mixed-phase induced core-quakes and the changes
in neutron star parameters,”Mon. Not. R. Astron. Soc.359, 699–706.

Bejger M., Bulik T., Haensel P., 2005b, “Constraints on the dense matter equation of state from
the measurements of PSR J0737–3039A moment of inertia and PSR J0751+1807 mass,”Mon.
Not. R. Astron. Soc.364, 635–639.

Bell J.F., Bessell M.S., Stappers B.W., Bailes M., Kaspi V.M., 1995, “PSR J0045–7319: A
dual-line binary radio pulsar,”Astrophys. J.447, L117–L119.

Bellwied R., 2005, “Evidence for a new phase of matter measured with the STAR experiment at
RHIC,” Nucl. Phys.A 752, 398c–406c.

Benvenuto O.G., Horvath J.E., Vucetich H., 1989, “Strange matter, detonations and supernovae,”
Int. J. Modern Phys.4, 257–265.

Berestetskiı̆ V.B., Lifshitz E.M., Pitaevskiı̆ L.P., 1982, Quantum Electrodynamics(Oxford:
Butterworth-Heinemann).

Berezin Yu.A., Dmitrieva O.E., 1984, “Dynamics of a developing neutron star in general rela-
tivity,” Pisma v Astron. Zh.10, 417–421 [Engl. transl.:Sov. Astron. Lett.10, 175–177].

Berezin Yu.A., Dmitrieva O.E., Yanenko N.N., 1982, “Calculation of model neutron stars with
pion condensation,”Pisma v Astron. Zh.8, 86–89 [Engl. transl.:Sov. Astron. Lett.8, 43–45].

Berezin Yu.A., Mukanova B.G., Fedoruk M.N., 1983, “The effect of nonzero temperature upon
the dynamics of neutron stars with pion condensation, ”Pisma v Astron. Zh.9, 116–119
[Engl. transl.:Sov. Astron. Lett.9, 63–65].

Beskin V.S., 1999, “Radio pulsars,”Physics – Uspekhi42, 1071–1098.

Beskin V.S., Gurevich A.V., Istomin Ya.N., 1993,Physics of the Pulsar Magnetosphere(Cam-
bridge: Cambridge University Press).

Bethe H.A., 1953, “What holds the nucleus together,”Scientific American189, 58–63.

Bethe H.A., 1965, “Three-body correlations in nuclear matter,” Phys. Rev.138, B804–B822.

Bethe H.A., Critchfield C.L., 1938, “The formation of deuterons by proton combination,”Phys.
Rev. 54, 248–254.

Bethe H.A., Goldstone J., 1957, “Effect of a repulsive core in the theory of complex nuclei,”
Proc. Roy. Soc. (London) A239, 551–567.

Bethe H.A., Johnson M.B., 1974, “Dense baryon matter calculations with realistic potentials,”
Nucl. Phys.A 230, 1–58.



548 NEUTRON STARS

Bethe H.A., Börner G., Sato K., 1970, “Nuclei in neutron matter,” Astron. Astrophys.7, 279–288.

Bezchastnov V.G., Potekhin A.Y., 1994, “Transitions between shifted Landau states and pho-
toionization of the hydrogen atom moving in a strong magnetic field,” J. Phys. B27, 3349–
3361.

Bezchastnov V.G., Pavlov G.G., Ventura J., 1998, “Discreteeigenstates of the He+ ion moving
in a strong magnetic field,”Phys. Rev. A58, 180–185.

Bezkrovniy V., Filinov V.S., Kremp D., Bonitz M., SchlangesM., Kraeft W.D., Levashov P.R.,
Fortov V.E., 2004, “Monte Carlo results for the hydrogen Hugoniot,” Phys. Rev. E70, 057401
(4 pages).

Bhattacharyya S., Strohmayer T.E., Miller M.C., MarkwardtC.B., 2005, “Constraints on com-
pact star parameters from burst oscillation light curves ofthe accreting millisecond pulsar
XTE J1814–338,”Astrophys. J.619, 483–491.

Bhattacharyya S, Strohmayer T.E., Markwardt C.B., Swank J.H., 2006, “The discovery of a
neutron star with a spin frequency of 530 Hz in A1744–361,”Astrophys. J.639, L31–L34.

Bildsten L., Ushomirsky G., 2000, “Viscous boundary layer damping of r-modes in neutron
stars,”Astrophys. J.529, L33–L36.

Bildsten L., Chang P., Paerels F., 2003, “Atomic spectral features during thermonuclear flashes
of neutron stars,”Astrophys. J.591, L29–L32.
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Pavlov G.G., Mészáros P., 1993, “Finite-velocity effects on atoms in strong magnetic fields and
implications for neutron star atmospheres,”Astrophys. J.416, 752–761.

Pavlov G.G., Potekhin A.Y., 1995, “Bound-bound transitions in strongly magnetized hydrogen
plasma,”Astrophys. J.450, 883–895.

Pavlov G.G., Zavlin V.E., 2003, “Thermal radiation from cooling neutron stars,” inTexas in Tus-
cany. XXI Texas Symposium on Relativistic Astrophysics, edited by R. Bandiera, R. Maiolino,
& F. Mannucci (Singapore: World Scientific), 319–328.

Pavlov G.G., Shibanov Yu.A., Zavlin V.E., Meyer R.D., 1995,“Neutron Star Atmospheres,”
in The Lives of the Neutron Stars, edited by M.A. Alpar,Ü. Kiziloğlu, & J. van Paradijs
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261–441.

Thorne K.S., 1977, “The relativistic equations of stellar structure and evolution,”Astrophys. J.
212, 825–831.

Thorne K.S., Campolattaro A., 1967, “Non-radial pulsationof general-relativistic stellar models.
I. Analytic analysis forl ≥ 2,” Astrophys. J.149, 591–611; erratum: 1968,ibid., 152, 673.
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LIST OF SYMBOLS

This list is not comprehensive: for instance, we omit notations that are used
only a few times in a particular section, and we do not list allnotations which dif-
fer only by self-explanatory subscripts or superscripts. Standard mathematical
notations (e,π, etc.) are also not listed.

A,Ai – ion mass number
A – vector potential
A′ – effective mass number including bound and free neutrons inthe inner crust

(Chapters 2, 4)
A′′ – number of free neutrons per nucleus in the inner crust (Chapter 2)
Ab – total number of baryons in the star
Aj – mass number of ions of speciesj
a0 = 0.5291772108 × 10−8 cm – Bohr radius
ai – ion-sphere radius
am – magnetic length
B,B – magnetic field
B – bag constant
b – magnetic field in relativistic units (Chapter 4); binding energy per nucleon

(Chapter 3)
C, CV – heat capacity at constant volume
CM – Madelung constant (Chapters 2, 3)
CP – heat capacity at constant pressure
c = 2.99 792 458 × 1010 cm s−1 – speed of light in vacuum
d,D – distance
d – dimensionality of a nuclear phase (Chapter 3)
E – energy; energy per nucleon (Chapter 5)
Eκ – binding energy of a quantum stateκ (Chapters 2, 4)
Egrav – gravitational energy
Eint – total internal energy of a star
Erot – rotational energy
E – energy density
e = 4.8032044 × 10−10 esu – elementary charge
F – (Helmholtz) free energy (Chapters 2, 4)
Fid – ideal-gas free energy
Fex – excess free energy
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Fq – quantum (Wigner) correction to the free energy
Fxc – exchange-correlation contribution to the free energy
f (0)(ǫ− µ, T ) – Fermi-Dirac distribution function
G = 6.674 × 10−8 cm3 g−1 s−2 – gravitational constant
G(k) – local field correction
Ĝ,GNN ′ ,GBB′ – G-matrix of the Brueckner-Bethe-Goldstone theory (Chapter

5)
g – gravitational acceleration
g(r) – radial pair-correlation function
ge = 1.001 159 6522 – electron gyromagnetic factor
gp = 5.585 6947 – proton gyromagnetic factor
gn (n = 1, 2, 3, . . . ) – Green’s functions (Chapter 5)
gs, gv, gφ, . . . – coupling constants in a Lagrangian (Chapter 5)
gκ – statistical weight of a quantum stateκ
gik – spacetime metric tensor
H – Hamiltonian function; pseudo-enthalpy (§6.12.1, Appendix C)
Ĥ – Hamiltonian operator
Hn(ξ) – Hermite polynomial (Chapter 4)
Hn(ξ) – harmonic-oscillator function (Chapter 4)
h – enthalpy per nucleon (Chapters 3, 6; Appendix C); gravitational wave strain

(§6.11.2)
he – thickness of the electron surface of the strange star (Chapter 8)
hij – metric perturbation (Chapter 6)
~ = 1.05457168 × 10−27 erg s - Planck constant over2π
I – moment of inertia
Iν – Fermi-Dirac integral
J , J – angular momentum
K̂ – kinetic energy operator
K – atomic pseudomomentum (Chapter 4)
Kc – critical value of the atomic pseudomomentum (Chapter 4)
K0 – incompressibility of nuclear matter
k – wave vector
kB = 1.380 6505 × 10−16 erg K−1 – Boltzmann constant
kF – Fermi wavenumber
kTF – Thomas-Fermi wave number
ℓ – leptons: electrons, muons
L – stellar luminosity
L̂ – orbital angular momentum operator (Chapter 5)
LEdd – Eddington luminosity limit
L⊙ = 3.846 × 1033 erg s−1 – solar luminosity
L – Lagrangian density
lκ – rms size of an atom or ion in a quantum stateκ
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M – stellar mass; gravitational stellar mass
M⊙ = 1.9889 × 1033 g – solar mass
m – mass of a particle; magnetic quantum number (Chapter 4); azimuthal mode

number (Chapter 6)
m = m(r) – gravitational mass inside a sphere with radial coordinater
me = 9.109 3826 × 10−28 g – electron mass
m∗ – nucleon effective mass (Chapter 5)
m∗
e – effective dynamic mass of an electron

mi – (mean) ion mass
mj – mass of particle (species)j
mu = 1.660 5388 × 10−24 g – unified atomic mass unit
m0 = 1.658 610 × 10−24 g – mass of the56Fe atom divided by 56
Nj – number of particles of typej
n – number density; pulsar braking index (Chapters 1, 9); polytropic index

(Chapters 2, 6); Landau quantum number (Chapter 4)
nb – number density of baryons
nB – critical value ofne in a strong magnetic field (Chapter 2); number density

of baryon speciesB (Chapter 5)
nb,s – baryon density at surface of bare strange star (Chapter 8)
nc – baryon density at the stellar center
ncc – baryon number density at the crust-core interface
ne – the electron number density
nj – number density of ions of speciesj
nN – total number density of ions (atomic nuclei)
nn – number density of free neutrons
ns – number density of neutrons in the neutron skin (Chapter 3)
ns – number density of strange quarks (Chapter 8)
n0 – normal nucleon (baryon) density= 0.16 fm−3

NB(ǫ) – ne in the approximation of strong degeneracy (Chapter 4)
p, p – particle momentum
p̂ – momentum operator
p̃i – electron momentum components in relativistic units (Chapter 4)
P – pressure; star rotation period (Chapters 1, 9)
Pc – pressure at the stellar center
P

(e)
id – pressure of the ideal electron gas
Pr = 1.421 775 × 1025 dyn cm−2 – relativistic unit of pressure
Q – neutrino emissivity (Chapter 1); critical wave number of density perturba-

tions (Chapter 3)
q – particle charge
qD – Debye wave number (Chapter 2)
q′D – plasma screening wave number (Chapter 2)
rc – guiding-center coordinate vector (Chapter 4)
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R – stellar radius
R – circumferential radius of spherical star
Req – circumferential equatorial radius of rotating star
RS – ion density parameter
R⊙ = 6.960 × 1010 cm – solar equatorial radius
R∞ – apparent (radiation) stellar radius
rc – equivalent cell radius (Chapter 3)
rD – Debye length (Chapter 2)
rg – gravitational (Schwarzschild) radius
re – electron screening length
req – equatorial radial coordinate of rotating star (Chapters 6,8)
rpol – radial coordinate of the pole of rotating star (Chapters 6,8)
Rik – Ricci tensor
rs – (plasma) density parameter
Ry = 2.179 872 × 10−11 erg – Rydberg energy unit (= 0.5 Hartree)
S – entropy
s – spin quantum number (Chapter 4)
S(q) – static structure factor (Chapter 2)
S(q, ω) – dynamic structure factor (Chapter 2)
Ŝ – total spin operator (Chapter 5)
Ŝij – tensor coupling operator ofij nucleon pair (Chapter 5)
S0 – symmetry energy at saturation density
T – temperature
T̂ , TNN ′ – in-medium T-matrix (Chapter 5)
T̂ – total isospin operator (Chapter 5)
TB , Tcycl – critical values ofT in a magnetic field (Chapter 2)
Tc, Tcrit – critical temperature of a phase transition
TF – Fermi temperature
Tl – temperature of gas-liquid transition
Tm – melting temperature
Tpe – electron plasma temperature
Tpi – ion plasma temperature
Tr = 5.929 889 × 109 K – relativistic temperature unit
Ts – effective surface temperature
T∞
s – Ts as detected by a distant observer
Tik – stress-energy tensor
t – time variable
tp – quantum plasma parameter (Chapter 2); pulsar age (Chapter9)
tr – temperature in relativistic units
U – internal energy; fluid velocity in the azimuthal direction(Chapter 6)
Û – single-particle potential operator (Chapter 5)
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U(σ) – self-interaction contribution ofσ field to Hamiltonian density (Chapter
5)

U – potential energy of an ensemble of particles
u – displacement vector (Chapter 3)
uik – components of the strain tensor (Chapter 3)
V – volume; potential function
V̂ – potential energy operator
V eff(k) – Fourier transform of the Coulomb potential
V̂ijk – three-nucleon interaction potential (Chapter 5)
vF – Fermi velocity
v̂ij – potential acting between a nucleon pairij (Chapter 5)
vs – speed of sound
WN – energy of the nucleus
w – fraction of volume occupied by atomic nuclei
wκ – occupation probability of a quantum stateκ
Xν – inverse function to the Fermi integral
xB – relativity parameter in a quantizing magnetic field
xGR – compactness parameter
xj – fraction of ion speciesj
xr – relativity parameter
Z, Zi – ion charge number
Z – partition function
Zeff – effective charge number
Zj – charge number of ions of speciesj
z – gravitational redshift; proper depth (Chapter 6); starting energy parameter

(Chapter 5)
zsurf – surface gravitational redshift (Chapter 6)
αf = 0.007 297 352 57 – fine-structure constant
αs – strong interaction (QCD) coupling constant
αv – coupling strength of the vector field to nucleons
βr – relativistic electron velocity parameter
Γ – ion Coulomb coupling parameter (Chapters 2, 4); Lorenz factor (Chapters

6,7,8)
Γe – (nondegenerate) electron Coulomb coupling parameter (Chapters 2, 4)
Γj – Coulomb coupling parameter for speciesj (Chapters 2, 4)
Γm – value ofΓ at melting (Chapters 2, 4)
γ, γad – adiabatic index (polytrope exponent)
γ – magnetic field in atomic units (Chapter 4); relativistic parameter of a binary

system (Chapter 9)
γB – electron Lorentz factor in a quantizing magnetic field
γr – relativistic electron energy parameter (fiducial electron Lorentz factor)
∆ – superfluid energy gap (Chapters 1, 5, 7, 8); resonance (Chapters 5, 7)
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δ – Dirac’s delta function; neutron excess (Chapters 3, 5); quantum defect
(Chapter 4)

ǫ – electron energy (Chapters 2, 4); oblateness parameter (Chapter 6); quark
energy (Chapter 6)

ǫF – Fermi energy
ǫk – kinetic energy of nucleon of momentumk (Chapter 5)
ε – dielectric (screening) function (Chapter 2)
εk – quasiparticle energy (Chapter 5)
ζ – bulk viscosity (Chapter 1); dimensionless coupling parameter (Chapter 8)
η – shear viscosity (Chapter 1); inverse quantum plasma parameter (Chapter 2)
θ – polar angle; electron degeneracy parameter (Chapter 2)
κ – thermal conductivity (Chapter 1); set of quantum numbers (Chapters 2, 4);

surface curvature (Chapter 3)
λ--C = 3.86 159 265 × 10−11 cm - Compton wavelength over2π
λ = λ(r) – metric function (Chapter 6)
λ – squared oscillation frequency (Chapter 6); relative density jump (Chapter

7)
λe – electron thermal wavelength (Chapters 2, 4)
λH – thermal wavelength of the H atom (Chapters 2, 4)
λj – thermal wavelength of particle speciesj (Chapters 2, 4); Lagrange multi-

plier (Chapter 5);jth eigenvalue ofλ (Chapter 6)
λQ – critical wavelength of density perturbations (Chapter 3)
µ – chemical potential; shear modulus (Chapter 3)
µb – baryon chemical potential
µe – electron chemical potential
ν – “longitudinal” quantum number (Chapter 4)
ξi – Lagrangian displacements in a perturbed star (Chapter 6)
ρ – mass density
ρc – mass density at the stellar center
ρcc – mass density at the crust-core interface
ρm – density at quantum melting
ρs – mass density at the surface of bare strange star (Chapter 8)
ρB – critical value ofρ in a strong magnetic field (Chapter 2)
ρND – neutron-drip density
ρ0 = 2.8× 1014 g cm−3 – normal nuclear density
σ – electrical conductivity (Chapter 1); standard rms deviation (Chapters 6, 9)
σ, σs – surface tension (Chapter 7)
σ – spin
σk – Pauli matrix
σij – stress tensor (Chapters 3, 6)
σSB = 5.67 040 × 10−5 erg cm−2 s−1K−4 – Stefan-Boltzmann constant
σT = 6.652 4587 × 10−25 cm2 – Thomson scattering cross section
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τ – isospin (Chapter 5)
τ – mean lifetime of a baryon (Chapter 5) or of a nuclear state (Chapter 7); local

proper time (Chapter 6)
Φ, Φ(r) – ground-state wave-function (Chapter 5); metric function(Chapter 6)
Φn,s(r) – Landau function
φ – azimuthal angle
φ(r) – electrostatic potential (Chapter 2)
χ – normalized chemical potential of electrons; volume fraction of denser phase

(Chapter 7)
χT , χρ – temperature and density logarithmic derivatives of pressure
ψns – basic bispinors (Chapter 4)
Ω, Ω – stellar spin frequency
Ω – thermodynamic potential (Chapters 4, 7)
ω – angular frequency of a stellar oscillation; single-particle energy (Chapter 5);

spin frequency of the local inertial reference frame (§6.10); metric function
(§6.12); photon frequency

ω – local spin frequency of a star, as measured in a local inertial reference frame
ωB – electron gyrofrequency
ωc – electron cyclotron frequency
ωci – ion cyclotron frequency
ωcp – proton cyclotron frequency
ωg – electron gyrofrequency
ωpe – electron plasma frequency
ωpl – plasma frequency in quark matter (Chapter 8)
ω∞ – proton frequency as measured by a distant observer
∇ad – adiabatic gradient





LIST OF ABBREVIATIONS

APR – Akmal-Pandharipande-Ravenhall (EOS)
ALS – alternating-spin layers
AXP – anomalous X-ray pulsar
BB – baryon-baryon (interaction)
BZ – Brillouin zone
BBG – Brueckner-Bethe-Goldstone (theory)
BBP – Baym-Bethe-Pethick EOS; model; paper
bcc – body-centered cubic (crystal)
BCS – Bardeen-Cooper-Schrieffer (model, theory)
BPS – Baym-Pethick-Sutherland model; paper
CFL – color-flavor-locked (phase)
CFS – Chandrasekhar-Friedman-Schutz (instability)
CL – causality limit
CLDM – compressible liquid drop model
DFT – density functional theory
ee – electron-electron (interaction)
eip – electron-ion plasma
EOS – equation of state
ETF – extended Thomas-Fermi (approximation)
fcc – face-centered cubic (crystal)
FFG – free Fermi gas
FPS – Friedman-Pandharipande-Skyrme (model; EOS)
GFT – Green function theory
hcp – hexagonal close-packed (crystal)
HFB – Hartree-Fock-Bogoliubov (approximation)
HH – hyperon-hyperon (interaction)
HMXB – high mass X-ray binary
HNC – hypernetted chain (appoximation)
HP – Haensel-Pichon model; EOS; paper
ie – ion-electron (interaction)
ii – ion-ion (interaction)
IS – intermediate- and short-range (component of a potential)
LMXB – low mass X-ray binary
LOFER – Landau orbital ferromagnetism
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MEM – Meson Exchange Model
NH – nucleon-hyperon (interaction)
NN – nucleon-nucleon (interaction)
NNN – three-nucleon (interaction)
npe-matter – uniform matter of neutrons, protons, and electrons
npeµ-matter – uniform matter of neutrons, protons, electrons, and muons
OBE – one-boson-exchange
OCP – one-component plasma
OPAL – Opacity Library (project)
OPEP – one-pion exchange potential
PSN – pre-supernova
PWN – pulsar-wind nebula
QCD – quantum chromodynamics
QPO – quasiperiodic oscillation
RBHF –relativistic Brueckner-Hartree-Fock (approximation)≡DBHF –Dirac-
Brueckner-Hartree-Fock (approximation)
RETF – relativistic extended Thomas-Fermi (approximation)
RMF – relativistic mean-field (model)
RPA – random-phase approximation SGR – soft gamma repeater
SLy – Skyrme Lyon effective interaction; EOS model
SN – supernova
SNR – supernova remnant
SQM – strange quark matter (self-bound quark matter)
SXT – soft X-ray transient
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NN (nucleon-nucleon) interaction, bare

125, 128, 131, 137
– – –, effective 116,126, 128, 131,

137, 151, 210
– – scattering data 214, 222–229
NNN (three-nucleon) force/interaction

125, 137, 213–215, 221,223–226,
230–233, 298

non-axial asymmetry 331
– – deformation328–330
non-axiality 329
noncentral correlations 245
nonequilibrium processes 164,398
– –, beta 25
– –, Urca 24
nonradial pulsations 291–292
nonspherical configuration 330
– nuclei 13, 53, 131, 147, 522
nonsphericity 329, 330
non-strange quark matter =ud matter
normal nuclear density1, 207, 231,

260, 361, 440
nuclear composition 178, 523
– energy density functional 130
– equilibrium 116, 161–162
– Hamiltonian 126, 148, 213, 223,

225, 257, 263, 266
– –, effective 126, 150, 219, 302
– pasta 163
– radius 127, 131
– surface energy 135, 144, 160

nucleation 162, 373,381–391, 398
– rate 384, 386, 390
nucleon-hyperon (force) = NH
nucleon-nucleon (force) = NN
nucleosynthesis 165
oblateness 331, 441–450
– parameter 329–331
Occam’s razor principle 303
occupation probability109ff, 198–201
– –, optical110, 112, 201
one-boson-exchange (OBE) Lagrang-

ian 253
– – – interactions 240
– – – model229–232
one-component plasma (OCP)55, 60ff,

66, 73ff, 77ff, 88, 87, 93, 102, 121,
161, 162, 178–180

– – –, classical 62, 178, 179
one-dimensional solidification 353
one-meson exchange 227, 232
one-pion exchange 223, 379
one-phonon approximation88
opacity 12, 107, 193, 201
Oppenheimer-Volkoff equation = Tol-

man-Oppenheimer-Volkoff equation
– – mass limit 5
oscillations, of crystal lattice 77, 189
–, magnetic (de Haas-vanAlphen type)

24,175ff, 196, 205
–, neutrino 507–508
–, quasiperiodic 45,49, 466,497, 514
–, stellar 11, 23,28–28, 290–293, 463,

467
outer core = core, outer
outer gap 39
overcompressed state 376, 385
– stellar core 392
overpressure 386–389
pairing correlations 129
partial ionization 107ff, 167, 174, 196,

205
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partition function 55, 63, 73, 108ff,
194–195, 201, 202

Pauli matrices 227
physical picture (of plasma)107, 114
perturbation expansion 213, 234
– theory 73, 84, 99, 102, 195
pinning 19
pion condensate 352, 357, 379, 385,

400
—- condensation 351–352,354–363,

384,385–386, 419
pion-condensed droplet 386
pion-nucleon interaction 354, 358
Planck-Larkin partition function109
planet 295, 397, 455
plasma frequency59, 62, 176, 431
– parameters 54,55ff, 91, 182
– phase transition 204
– temperature 57,59, 62, 62
plerion 9, 39
Poisson coefficient 159
Poisson equation 58, 92, 130
polar cap 39, 41, 165, 493–495
polar flattening 323, 342, 445
polarization correction 96, 99ff
polaron 380
polycrystal 156
polytrope index72, 321, 328
polytrope exponent = adiabatic index
polytropic EOS72, 299, 305, 321
primitive cell 77
presupernova 27, 33–34, 267, 506
proper depth319
– length 282, 335
– mass287, 340
– time282, 284, 319
– volume 282–284
protoneutron star 32, 51, 219, 302,

364, 387, 390, 507
proton localization 380
proton orbital 127
pseudo-enthalpy 335, 442, 530

pseudomomentum 184, 190–192, 197,
201

pulsar, accreting 36, 48,498
–, accretion-powered 34, 45, 45
–, active 9, 493, 493
–, dead 40
– death line 40
–, ordinary 181
–, binary 325, 471,480
–, bursting 48
– energy loss 38
–, gamma-ray 34
–, magnetically powered 34, 44
–, millisecond 35, 48, 188, 332, 333,

333, 454, 482,499ff
– model 10, 11
– (wind) nebula 9, 39, 504
– radiation 26, 472
–, radio 26, 34–41, 54, 167, 186, 296,

330, 332, 333, 399, 456, 463, 471,
480, 487, 508, 511

–, rotation-powered 34,37, 41
– spindown 11, 18, 39, 332, 381, 398,

401, 502
– spin-up 403, 485
– wind 39
–, X-ray — seeX-ray pulsar
– – –, anomalous = AXP
pulsations, stellar 266, 274, 285, 423
–, of pulsar radiation 34, 43
– –, radial and nonradial 291, 293, 427
–, subthermal 24
–, X-ray 43–48, 461, 463, 466, 495–

498
pycnonuclear (fusion) 46, 90, 164
Q-balls 421
QCD coupling constant 368, 370, 413
— vacuum 369–370, 424, 412, 411
Q-matter 301, 354, 407, 421, 440
Q-star 421–424, 439–440
quantum broadening 176
– corrections 75, 120,147
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– crystal 79, 99, 181
– fluctuations 130, 358, 382
– defect 186
– diffraction75, 104, 178
– liquid 89, 246
– molecular dynamics 163
– tunneling 382–389, 399, 431
quark-gluoncouplingconstant 365, 366
– – plasma 210
quark nuggets 410
– stars 303, 310, 343, 370, 422,426,

440, 448, 456, 511
– matter 14, 20, 212, 279, 289, 310,

351–354,364–373, 385–393, 400,
408–423, 430–433, 440, 500, 512,
515

– – droplet 377, 390
quasiclassical approximation 108, 384,

433
quasinucleons 358
quasiparticle 21, 220, 241, 356, 362
quasiperiodic oscillations (QPO) 45,

49, 466,497, 514
radial perturbations 291, 296, 303, 306
radiation radius = apparent radius
random-phase approximation (RPA) 59,

60, 94, 96
Rayleigh-Jeans parameter 494
RBHF approach/scheme 132, 240
reaction matrix 235
real pions 355
reciprocal lattice77, 86
reference proton radius134
relativistic density56
– mean-field model 139, 213,246, 256
– (orbital) parameter 472, 475–481,

484
relativity parameter56, 321, 522
relaxed configuration 159, 329
renormalization14, 366–368, 371, 413
– group equation 367, 368
– point 366, 367, 413

rest mass (of the star) = baryon mass
retardation factor 385
RETF approximation 133
Ricci curvature tensor 282
rigid background 55, 66, 79, 88, 106
– rotation 323, 333, 345
Rossby (r-) mode 28–30, 348, 453
Saha equation 109, 112, 194, 199
saturation density 115, 117, 122, 132,

521
scalar curvature 282
– meson 227–230, 246, 370
Schwarzschild condition64
– coordinates281
– metric284, 319
– radius16, 281
screening function 96, 99
– length58, 59
– wave number58, 61, 171
second-order phase transition 6, 14,

357–359, 364, 382, 383, 391–397
secular instability 347, 446–451
self-energy241, 360
self-interaction 249
semiclassical approximation 99, 102,

130, 147
semiempirical mass formula 124, 162,

517
shear modulus 156, 330, 333
– viscosity 22, 454
shell effect 93, 118, 124, 128, 147–

148, 163
shell-energy correction 148
short-range correlations 246, 262, 352,

364
single-nucleus approximation 162
single-particle potential 236, 247, 254,

362
– – energy 236, 241
– – wave functions 127, 147
Skyrme model 126,210
– Lyon (SLy) model 137, 152, 517
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Skyrme-type interaction 126, 235
– – potential 210
slow rotation approximation323, 341,

441, 446
– – regime 324, 337
smectics A phase 159, 379
small-increment theorem313, 398, 402
soft gamma repeater 43–44, 490
solid π0-condensed matter (π0-solid)

333, 381
solid core (stellar) 333, 351,378
space-time curvature 282–284, 299,

309, 311, 323, 437, 498
spectator nucleon 20, 239, 361
spectral method 441
spin-isospin ordering 353, 379
spin-orbit coupling 222, 249
spin quantization axis 379
spontaneous symmetry breaking 159
SQM (strange-quark matter) 413–416,

423–439, 453
stable equilibrium 208, 290, 291, 299,

360, 397, 451, 499
(static) stability criterion 292, 302
starting energy 237, 242
strain tensor154
strange matter hypothesis 354, 407–

413, 430, 511
strangelet 390, 432, 438, 513–514
strangeness 14, 24, 231, 254, 255, 267,

273, 387–388, 408, 412
– production 364, 386
strangeness-changing processes 361,

413, 438
stress-energy tensor 211, 282
stress tensor 156,328
strong-interaction timescale 410
structure factor74, 85ff, 99ff
– –, static74, 87
Sturm-Liouville problem 291
SU(3) symmetry 232
– breaking 232, 365

subluminality 301, 305, 308
superburst 48
superconductivity6, 18, 365, 371,417,

454, 513
supercritical droplets 383, 389
superdense matter 14, 50,354, 364
– stars 352, 364
– –, branch/family 393–397
– state of matter 360
– strange nuclei 354
superfluid gap 7, 279, 417
superfluid vortex 18, 27, 36,54, 508–

511
superluminal EOS275–279, 310, 328
supermassive configuration337, 344
superstrong magnetic field 43, 50, 167,

177–181, 190, 192, 280
surface gravity 1, 4, 11, 16,309–310,

319,437, 463, 482
– –, upper bound on309
– tension 134–137, 144, 353–389
– thermodynamic potential 135, 144,

387
– redshift 284,303–309, 425, 429,

439,490, 539
– –, upper bound309, 345
symmetry energy 122, 219, 249–252,

259–266, 535
tensor correlations 215
– force 222, 227
– operator 222, 246
thermal average 69,74, 129
– conductivity 22–24
– fluctuation 162, 390, 399, 438
– length62, 67, 108, 175, 177, 197
– regime 386
thermodynamic consistency 65, 289,

398, 530
– limit 233, 243
– stability 176, 181, 204
thermonuclear burning 47, 165, 496
– explosion 47
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third family (of compact stars) – see
superdense stars

Thomas-Fermi approximation (model,
theory)92ff, 97, 102, 116, 175, 180,
187, 189, 193, 195, 220, 388, 430,
433

– – –, extended = ETF
– – EOS 195
– – radius 65
– – wave number58, 171
three-body forces 126, 210, 213, 217,

223, 264, 274, 298
– – interaction223–235, 239, 244,

255, 298
– – clusters 236
– – correlation 233, 255
– – –, irreducible 239
– – scattering 239
three-hole-line diagrams 214
three-nucleon (force) == NNN
threshold condition, hyperons 272
– –, Urca 265
Tolman-Oppenheimer-Volkoff equation

5, 16,283, 300, 308, 422, 456, 537
tidal force 332, 462–467, 513
tightly bound state185ff, 199
time-like components 250, 257
time reversal invariance 323
T-matrix 237, 242
torque, spindown 37, 37, 508
translational invariance, loss of 352,

356, 363, 374
transient — seeX-ray transient
transverse mass191, 202
trial wave function 215, 234, 243
triangular lattice 161
triaxial deformation 340, 446, 451
two-body correlations 235, 239, 241,

244
two-pion exchange 224, 228, 231
type II superconductivity 19, 508

– – supernova 31, 33, 131, 286, 333,
344, 506–508

– – X-ray bursts 47, 48
ud matter 386–390, 408–409, 412–

414
uds matter 388, 408–414, 426
ultrabaric EOS275–278
undercompressed state 376
unit cell 116–134, 138, 142, 150, 161
unpinning = depinning
unstable configuration 306, 307, 315–

316, 336, 393, 396, 423, 427, 451,
538

– equilibrium 314, 343, 343, 360
Urca process, direct19, 25, 265, 358,

362
– – –, threshold 17, 20, 264,265, 535
– –, modified 7,20, 24
variational calculation/method94, 189,

213–216, 234, 245, 246, 261
variational chain summation 246
vector meson 230, 247, 299, 370, 378
vibration mode, lattice 79, 182
– –, nuclear surface 220
virial theorem for stars 27, 287
– – for CLDM 137, 144, 377
virtual mesons 252
– particles 215, 226
– pions 354
– state 247
viscosity, bulk 22–24, 348, 453
–, shear 22, 454
– driven instability347, 445–451
viscous redistribution of angular mo-

mentum 343–348
– timescale 348
weak coupling limit/regime, Coulomb

72, 180
– – –, QCD 364–366, 369, 371–373,

418
white dwarf 2, 5, 10, 33, 54, 208, 281,

294ff, 394, 397



Subject index 619

– – core 71, 90
– –, magnetic 27, 191
– –, maximum mass 2, 5, 33, 208, 477
– –, surface gravity 309
– – – redshift measurements 491
– – in a binary 29, 30–33, 44–49, 298,

346, 456, 467,481–488, 497
Wigner, Wigner-Kirkwood (formula,

expansion, correction) — seequan-
tum diffraction

Wigner-Seitz approximation 130, 135,
143, 147, 193, 387

– – cell77ff, 92, 93, 120, 523–526
– – radius 521–524
X-ray astronomy 8, 212, 463
– binary 9, 27, 29,44–49, 165, 310,

456, 460–467, 488, 496, 514
– burster 29, 45,47–49, 54, 283, 497,

514
– pulsar 34, 35, 45–49, 165, 460, 461,

463, 498, 500
– –, anomalous = AXP
– transient 27, 29, 45–48, 466, 498,

514
Young modulus 159
Zeldovich model 6, 211, 277, 278, 299
zero-point energy 80, 177
– – vibrations/motion 62, 80, 85, 89,

157, 181
zero-sound 355, 357
α-particles 116, 118, 162, 267
δ-meson 227
∆ resonance 215, 215, 224, 228, 230,

233, 257, 353, 360
∆ isobars 215, 226, 378
Λ00, Λ01, Λ11 approximations 242
Λhyperon 13, 211, 215, 216, 221, 254,

255, 269, 412
Λ–Σ conversion 231–233
Ξ hyperons 215, 216, 254, 255, 272
π0-solid = solidπ0-condensed matter
ρ-meson 227–230, 249–252

σ-meson 227, 229, 247
σ-model 420
Σ hyperons 215, 216, 221, 233, 254,

255, 269
Σ− hyperon 13, 211, 216, 255, 270,

272
σ–ω model 247, 248, 249
σ–ω–ρ Lagrangian 133, 146
ω-meson 227, 230, 247, 277


