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Preface

Dear Colleagues,

Welcome to the 21st International Shock Interaction Symposium. I am pleased to meet you
again, this time not in Saint Petersburg, but in Riga — the capital of Latvia. I am grateful to the
International Advisory Committee for their trust to my idea of inviting this symposium to Latvia,
a country new for the majority of the Shock Interaction community. The Ioffe Institute and the
University of Latvia enjoy a long-term scientific cooperation. This time we join our efforts to arrange
a fruitful and enjoyable symposium for shock interaction researchers. The 21st ISIS is organized under
the auspices of the International Shock Wave Institute (ISWI).

Our main goal in holding the symposium is to discuss various aspects of the shock (blast) interac-
tions phenomena. Preparing the event, we were trying to combine the innovations and the traditions
of the previous symposia. On one hand, we had arranged a thorough review procedure according to
the contemporary rules for serious international meetings. On the other hand, we would like to revive
the traditions characteristic for Mach Reflection Symposium ab initio and to have this symposium as
an informal meeting, in which participants will present their work and wide discussion will follow.

All presentations have the same status (oral). Session chairs will be granted additional time
resource and will have freedom to prolong discussion of those papers, whose attract stronger interest
of the audience. For topics of general interest for all / majority of participants, round table / free
discussions will be arranged. The tradition of concluding speech, which is to summarize the symposium
and to highlight the main prospects of research in the field of shock interactions in the near future,
will also be restored.

This Book of Proceedings contain the papers accepted for the 21st ISIS. All contributions were
thoroughly inspected by two independent reviewers - members of the International Reviving Com-
mittee of the ISIS-21. The reviewer’s comments were forwarded to the authors with the request to
respond to them. I anticipate this would result in an scientifically valuable program. An electronic
version of this book will also be provided to the symposium attendees.

Finally, I would like to express my deep gratitude to our partners from the Latvian University for
their support on all stages of the symposium preparation.

I hope that the symposium will be quite good as a scientific event and you stay in Latvia will be
enjoyable. Thank you all for attending ISIS-21.

Irina Krassovskaya,
Symposium chair
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High Order Numerical Methods and Subgrid-Scale Filtering
in LES of Turbulent Flows with Shocks — 239
Z. Jiang, Z. Hu
Investigating into high-temperature flows behind strong shocks — 245
K. Takayama, T. Kikuchi, K. Ohtani, H. Yamamoto, A. Abe
Shock Standoff Distance over Blunt Bodies Projected at Supersonic Speed
into Air, Water and Sand Layer — 246

Author index — 259

Copyright notice

The presented materials are subject to copyright by their respective authors. Please restrict
reproduction to your personal use.

21st Intl. Shock Interact. Symp. vii 3 - 8 Aug. 2014, Riga, Latvia



Hysteresis phenomena in the reflection of shock waves

G. Ben-Dor
Pearlstone Center for Aeronautical Engineering Studies, Department of Mechanical
Engineering, Faculty of Engineering Sciences, Ben-Gurion University of the Negev, Beer
Sheva, Israel

When a supersonic flow, M0 > 1, encoun-
ters a straight compressive wedge a straight
and attached to the leading edge of the re-
flecting wedge shock wave is formed provided
the reflecting wedge angle is smaller than the
maximum flow deflection angle appropriate to
flow-Mach number, M0.

If the reflecting wedge is positioned over a
straight surface the oblique shock wave will
be reflected from the surface resulting in ei-
ther a regular reflection, RR, or a Mach reflec-
tion, MR. Schematic illustrations of an RR
and an MR are shown in figure 1. While
passing through the incident shock wave, i,
the oncoming flow is deflected by an angle of
θ1=θW, to become parallel to the reflecting
wedge surface. The supersonic deflected flow
obliquely approaches the bottom surface with
an incident angle equal to θW. The supersonic
flow can negotiate this obstacle only with the
aids of either an RR or an MR as shown in
Figure 1.

Figure 1. Schematic illustrations of the wave con-
figurations of an RR (a); and an MR (b) in the
reflection of straight oblique shock waves from
straight surfaces in steady flows.

Two out of a variety of conditions, which
were proposed by various investigators, for
the RR↔MR transition,in the past 125 years,
are extreme. They are the detachment con-
dition beyond which an RR is impossible and
the von Neumann condition beyond which an
MR is impossible. Von Neumann (1943) was
the first to introduce these two conditions as

possible RR↔MR transition criteria.

Hornung & Robinson (1982) showed that
the RR↔MR transition criterion in steady
flows depends upon whether M0 is smaller or
larger than M0C, which is the value appropri-
ate to the point at which the transition lines
arising from the von Neumann and detach-
ment criteria intersect. Molder (1979) calcu-
lated the exact value of M0C to be 2.20 for
a perfect diatomic gas and 2.47 for a per-
fect monatomic gas. Based on their exper-
imental results Hornung & Robinson (1982)
concluded that both the RR→MR and the
MR→RR transitions occurs at the von Neu-
mann criterion for M0 ≥ M0C, and at the
sonic condition, which is very close to the de-
tachment criterion for M0 ≤ M0C.

By defining the angles of incidence of the
incident shock wave that are appropriate to
the von Neumann and the detachment condi-
tions as βN and βD, respectively, one obtains
that only RR is theoretically possible in the
range β < βN and only MR is theoretically
possible in the range β > βD. In the interme-
diate range βN ≤ β ≤ βD both RR and MR
are theoretically possible. For this reason the
intermediate domain, bounded by βN and βD

is known as the dual-solution-domain, 2SD.

As shown in figure 2, the (M0,θW)-plane
can be divided into three domains:

• A domain inside which only RR wave
configurations are theoretically possible;

• A domain inside which only MR wave
configurations are theoretically possible;

• A domain inside which both RR and
MR wave configurations are theoretically
possible.

The existence of conditions beyond which
only RR or only MR is theoretically possible
and the existence of a domain inside which
both RR and MR are theoretically possible
led Hornung et al. (1979) to hypothesize that
a hysteresis could exist in the RR↔MR tran-
sition process.

An inspection of figure 2 indicates that two
general hysteresis processes are theoretically
possible:

• A wedge-angle-variation-induced hys-
teresis process, in which the flow-Mach
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Figure 2. Domains of possible shock wave reflec-
tion wave configurations in the (M0,θW)plane.

number is kept constant and the wedge
angle is changed.

• A flow-Mach-number-variation-induced
hysteresis process, in which the wedge an-
gle is kept constant and the flow-Mach
number is changed.

It is noted that since β=β(M0,θW), the
above two hysteresis processes are, in fact,
angle-of-incidence-variation-induced hystere-
sis processes.

Henderson Lozzi (1975 & 1979) and Hor-
nung Robinson (1982) failed in their exper-
imental attempt to record the wedge-angle-
variation-induced hysteresis process and con-
cluded that RR is unstable inside the 2SD and
that as a consequence both the MR→RR and
RR→MR transitions occur at the von Neu-
mann condition.

By using a linear stability technique,
Teshukov (1989) proved that RR is stable in-
side the 2SD. By applying the principle of
minimum entropy production, Li & Ben-Dor
(1996) proved that RR is stable in most of the
2SD.

Chpoun et al. (1995) were the first to ex-
perimentally record both stable RRs inside
the 2SD, and a wedge-angle-variation-induced
hysteresis in the RR↔MR transition.

Vuillon et al. (1995) were the first to nu-
merically obtain stable RRs and MRs for
the same flow-Mach numbers and reflecting
wedge angles but different aspect ratios inside
the dual-solution-domain. Using a Navier-
Stokes solver, Chpoun et al. (1994) were the
first to numerically simulate and thereby ver-
ify the existence of a wedge-angle-variation-
induced hysteresis in the RR↔MR transition.
Unfortunately, since their study was pub-
lished in a French journal it has not caught
the attention of the relevant scientific com-
munity.

The above mentioned experimental and nu-
merical findings that RR is stable inside the
dual-solution-domain and the experimental

finding that a hysteresis in the RR↔MR tran-
sition indeed exists, re-initiated the interest
of the scientific community in the reflection
process in steady flows, in general, and the
hysteresis process in the RR↔MR transition,
in particular. The revived interest led to the
publication of tens of papers that eventually
shattered the state-of-knowledge that existed
until the early 1990’s and consequently led to
a new state-of-knowledge.

In all the above mentioned numerical sim-
ulations of the hysteresis process the ob-
tained transition angles did not agree exactly
with the appropriate theoretical von Neu-
mann and detachment angles. The numer-
ical MR→RR transition angle was about 1◦
degree larger than the theoretical von Neu-
mann angle. This was probably due to the
fact that the very small Mach stem, in the
vicinity of the von Neumann transition angle,
was not resolved in the computations. Grid
refinement studies confirmed that the numer-
ically obtained MR→RR transition angle ap-
proached the theoretical value as the grid was
refined. The RR→MR transition angle did
not depend on the grid resolution for fine
enough grids but strongly depended on the
numerical dissipation inherent in any shock-
capturing solver. Large numerical dissipation
or low order reconstruction could result in
significant differences between the numerical
and the theoretical values of the transition
angles. For example, the RR→MR transi-
tion angle, for M0=4.96, in the computations
of Chpoun & Ben-Dor (1995) who used an
INCA code, was more than 5◦ larger (33◦ in-
stead of 27.7◦). The use of a high-order shock-
capturing scheme gave a transition wedge an-
gle 27.95◦, which was much closer to the the-
oretical value.

Why had the hysteresis phenomenon been
recorded in the course of some experimental
investigations and not in others soon became
a research question. Although the answer
to this question has not been fully resolved,
two possible reasons were suggested and for-
warded:

• The extent of the hysteresis depends on
the type the wind tunnel used for the ex-
periment.
Fomin et al. (1996) and Ivanov et al.
(1998) showed experimentally, that while
in a closed test section wind tunnel the
hysteresis was hardly detected, a clear
hysteresis was obtained in an open test
section wind tunnel. Not surprisingly
Henderson & Lozzi (1975 &1979), Hor-
nung et al. (1979) and Hornung & Robin-
son (1982) who did not detect the hys-
teresis used closed section wind tunnels,
while Chpoun et al. (1995) and Fomin et
al. (1996) who did detect the hysteresis
used open jet type wind tunnels.

• Three-dimensional edge effects affect the

2
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experiment and promote the hysteresis.

Skews et al. (1996), Skews (1997
& 1998), Ivanov et al. (1998) and
Kudryavtsev et al. (1992), claimed and
showed that the experimental investiga-
tions, in which hysteresis in the RR↔MR
transition were recorded, were all con-
taminated by 3D edge effects and hence
could not be considered as purely two-
dimensional. Skews (2000) showed that
3D edge effects are evident in actual wave
configurations associated with the reflec-
tion of plane shock waves over plane
wedges.

It should be noted here that using the same
reflecting wedge (i.e., same aspect ratios) a
hysteresis was observed in an open section
wind tunnel by Chpoun et al. (1995) and
was not observed in a closed section wind
tunnel by Ivanov et al. (1998) in spite of
the fact that almost identical 3D effects were
present in both cases. These results clearly
indicate that 3D effects by themselves are not
enough to promote the hysteresis and that
the type of the wind tunnel (open or closed)
has a significant, not yet understood, role in
the occurrence of hysteresis in the RR↔MR
transition in steady flows. Kudryavtsev et
al. (1999) demonstrated numerically and ex-
perimentally that increasing the aspect ratio
could reduce the influence of the 3D edge ef-
fects. They concluded that an actual MR can-
not be considered as free of 3D edge effects as
long as its Mach stem height is smaller than
that appropriate to a calculated purely 2D
MR. Note, this condition is a necessary but
not a sufficient one.

Ivanov et al. (2001) and Onofri & Natusi
(1999) illustrated numerically that keeping
the wedge angle, θW, constant and changing
the flow-Mach number, M0, could also lead
to a hysteresis process in the RR↔MR tran-
sition. Figure 2 indicates that there are two
possible hysteresis processes for this case:

• If θW > θN
W,max the Mach number can

be changed along the path BB’B from
a value inside the 2SD where both RR
and MR are possible, to a value outside
the 2SD for which only an MR is pos-
sible and then back to the initial value.
If one starts inside the 2SD with an RR
then after transition to an MR the wave
configuration never returns to be an RR
because the MR→RR transition is not
compulsory on the return path. This
loop does not represent a full hysteresis
loop, though both RR and MR can be
observed for the same values of θW and
M0.

• If θW < θN
W,max the Mach number can

be changed from a value for which only

an RR is possible to a value for which
only an MR is possible and then back
to the initial value crossing the θN

W(M)
and θD

W(M)curves (path CC’C in figure
2). In this case, a full hysteresis loop is
obtained.

Li et al. (1999) conducted a detailed analy-
sis of the 2D reflection of asymmetric shock
waves in steady flows. In similar to the inter-
action of symmetric shocks in steady flows,
the interaction of asymmetric shocks leads
to two types of overall wave configurations,
namely; an overall regular reflection, oRR,
and an overall Mach reflection, oMR. An oRR
consists of two incident shocks, two reflected
shocks and one slipstream. These five discon-
tinuities meet at a single point (R). The slip-
stream results from the fact that the stream-
lines of the oncoming flow pass through two
unequal shock wave sequences. In addition
to the incident and reflected shock waves a
Mach stem appears in an oMR. The Mach
stem bridges two triple points from which two
slipstreams emanate.

Li et al. (1999) showed that three different
oMRs are theoretically possible. They are:

• An oMR that consists of two direct-
Mach reflections, DiMR.

• An oMR that consists of one DiMR and
one stationary-Mach reflection, StMR;

• An oMR that consists of one DiMR and
one inverse-Mach reflection, InMR.

See Ben-Dor (2007) for details regarding
the DiMR-, the StMR- and the InMR.

In the course of their study, Li et al.
(1999) identified, two extreme transition cri-
teria, which were analogous to the detach-
ment and the von Neumann criteria. Simi-
larly to the case of the reflection of symmetric
shock waves, the two extreme transition cri-
teria also resulted in a dual-solution-domain.

The (θW1, θW2)-plane for a given M0 can
be divided into three parts:

• A domain inside which only oRR wave
configurations are theoretically possible;

• A domain inside which only oMR wave
configurations are theoretically possible;

• A domain inside which both oRR and
oMR wave configurations are theoreti-
cally possible.

As a result, in similar to the case of symmetric
shocks, two general hysteresis processes are
possible:

3
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• A wedge-angle-variation-induced hys-
teresis process, in which the flow-Mach
number and the wedge angle of one of the
wedges are kept constant and the wedge
angle of the other wedge is changed.

• A flow-Mach-number-variation-induced
hysteresis process, in which the two
wedge angles are kept constant and the
flow-Mach number is changed.

Chpoun & Lengrand (1997) verified experi-
mentally the above mentioned wave configu-
ration and the existence of the wedge-angle-
variation-induced hysteresis process in the
oRR↔oMR transition. Ivanov et al. (2002)
verified them numerically.

It is important to note that the exper-
imental and geometrical set-ups of the re-
flection experiments over asymmetric wedges
were similar to those over symmetric wedges.
Hence, the 3D effects in both cases should
have been probably similar. However, the fact
that very good agreements between the ana-
lytical predictions and the experimental re-
sults were obtained regarding both the tran-
sition and the wave angles might suggest that
the influence of the 3D effects was not too
significant.

In similar to the flow-Mach-number-
variation-induced hysteresis process, in the
reflection of symmetric shocks, which was
numerically illustrated and verified both by
Ivanov et al. (2001) and Onofri & Nasuti
(1999), it is reasonable to assume that a simi-
lar flow-Mach-number-variation-induced hys-
teresis process also exists in the reflection
of asymmetric shocks. Owing to the fact
that conducting experiments in a wind tun-
nel in which the flow-Mach number is contin-
uously changed is extremely complicated the
existence of a flow-Mach-number-variation-
induced hysteresis process in the reflection of
asymmetric shock waves awaits a numerical
proof.

In order to better understand the extent of
3D effects on the hysteresis process Chpoun et
al. (1999) and Ben-Dor et al. (2001) designed
an axisymmetric geometrical set-up, which by
definition was free of 3D effect. A schematic
illustration of the experimental set-up fulfill-
ing this requirement is shown in Figure 3. A
70-mm in diameter and 28-mm wide conical
ring was placed in the center of a 127-mm su-
personic jet, which emanated from the wind
tunnel. The head angle of the conical ring was
θ = 8◦. A curvilinear cone was placed down-
stream of the conical ring. The base diameter
and the length (height) of the curvilinear cone
were 30.4-mm and 40-mm, respectively. The
conical ring generated an incident converging
straight conical shock wave, i1. This incident
converging straight conical shock wave inter-
acted with the incident diverging curvilinear
conical shock wave, i2, which was generated
by the curvilinear cone. Depending on the

angle of interaction between these two inci-
dent shock waves three different types of over-
all wave configurations were recorded in the
course of Ben-Dor et al.’s (2001) experimen-
tal investigation. Two types were similar to
an oRR (one was viscous-dependent) and one
to an oMR.

Figure 3. Schematic illustration of the geometrical
set-up for investigating the reflection of conical
shock waves in an axisymmetric flow.

An inspection of the geometrical set-up
shown in figure 3 indicates that the angle of
interaction between the converging and di-
verging incident conical shocks, i1 and i2, de-
pends on either the axial distance between the
conical ring and the curvilinear cone or the
oncoming flow-Mach number. This gives rise
to the following two possible hysteresis pro-
cesses in the oRR↔oMR transition:

• A geometrical-variation-induced hystere-
sis process. In this process the axial dis-
tance between the conical ring and the
curvilinear cone is changed for a given
oncoming flow-Mach number.

• A flow-Mach-number-variation-induced
hysteresis process. In this process, the
oncoming flow-Mach number is changed
for a fixed axial distance between the
conical ring and the curvilinear cone.

It should be noted again that the changing
angle of interaction between the two incident
shock waves is the mechanism inducing the
hysteresis in both processes.

Ben-Dor et al. (2001) investigated ex-
perimentally and numerically (inviscid) the
geometrical-variation-induced hysteresis pro-
cess. They found that in addition to a ma-
jor hysteresis process in the oRR↔oMR tran-
sition there were minor hysteresis processes
associated with oMR↔oMR transitions pro-
cesses in which the Mach stem heights were
different.

Ben-Dor et al. (2002) numerically in-
vestigated the flow-Mach-number-variation-
induced hysteresis process for three cases that
differed in the location of the curvilinear cone
w.r.t. the conical ring. They found that
there are situations in which two hysteresis
loops overlapped. As a result, three different
wave configurations were theoretically possi-
ble for the same flow-Mach number. It was

4
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shown that the different wave configurations
for identical M0 were associated with signif-
icantly different pressure distributions along
the curvilinear cone surface. Ben-Dor et al.’s
(2002) study also revealed that in all the
cases where the Mach stem of the oMR was
long enough pressure peaks that were 40-50
times larger than the ambient pressure were
reached.

It is important to note here that in spite of
the fact that the early reasons for the inter-
est in studying the hysteresis process in the
RR↔MR transition were purely academic, it
turned out that the existence of the hysteresis
process might have an important impact on
flight performance at supersonic and hyper-
sonic speeds. Consequently, there is a clear
aeronautical and aerospace engineering inter-
est in better understanding this phenomenon.
Some of the geometries that were investigated
in recent years resembled geometries of su-
personic/hypersonic intakes. The findings re-
garding the existence of hysteresis processes,
in general, and overlapping hysteresis pro-
cesses, in particular, can be relevant to flight
performances of vehicles flying at supersonic
and hypersonic speeds. The possible depen-
dence of the flow pattern that is established
inside an intake, in general, and the accom-
panied pressure distribution, in particular, on
the preceding variations in the speed of flight
of a supersonic/hypersonic aircraft should be
accounted for in designing intakes and flight
conditions for supersonic and hypersonic vehi-
cles. Especially due to the fact that different
flow fields would result in different flow con-
ditions that can significantly affect the com-
bustion process and the entire performance of
the vehicle.
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High spatial and temporal resolutions experimental shock
tube system for studying transient shock reflections.

O.Ram, M. Geva, O. Sadot, G. Ben-Dor
Pearlstone Center for Aeronautical Engineering Studies, Department of Mechanical
Engineering, Faculty of Engineering Sciences, Ben-Gurion University of the Negev, Beer
Sheva, Israel

1. Introduction

When dealing with the transient evolution of
the shock wave reflection and related physical
phenomena, one must employ very fast imag-
ing systems (Skews 2008). One of the inter-
esting problems in this field is the transition
from regular reflection (RR) to Mach reflec-
tion (MR) and vice versa (Skews and Kleine
2008, Geva et al. 2013, Gruber and Skews
2013 and Kleine et al. 2014). While high-
speed photography has obvious advantages, it
has some significant drawbacks. High-speed
imaging system can be extremely expensive,
with prices ranging from tens of thousands up
to several hundreds of thousands of US dol-
lars. These prices are often beyond the reach
of researchers working in academia. Further-
more, the available high-speed imaging sys-
tems offer a relatively low spatial resolution.
In low-end cameras such as the Photrons SA-
X2 and Phantoms V1610, which offer 1,024
by 1,024 pixels at 12,500 frame per second
(FPS) and 1,280 by 720 pixels at 18,100 FPS,
respectively, the resolution declines dramat-
ically when increasing the number of FPS.
Whereas high-end high-speed cameras such as
Shimadzus HPV-X offer as much as 10 mil-
lion FPS at only 400 by 250 pixels and a 256
frames limitation. This is a major issue which
effectively restricts the ability to track fine
features in experiments. As an alternative
means of capturing the shock wave diffrac-
tion, Skews and Blitterswijk (2011), and Gru-
ber and Skews (2013) obtained high-spatial
resolutions by using SLR cameras (12 and 6.2
megapixel, respectively). While Skews and
Blitterswijk (2011) examined each image sep-
arately, Gruber and Skews (2013) overlaid a
few images one on top of the other to obtain
a more complete description of the transient
reflection process. In the base of this study,
the diaphragm separating the driver and the
driven sections of a conventional shock tube
was replaced by a fast opening valve (FOV)
and the operation of the entire system was au-
tomated and computer controlled. The imag-
ing system uses a digital SLR camera and one
high-resolution frame is captured in each ex-
periment. The frame capturing is precisely
timed and yields a 1-2 m temporal resolution
while the FOV provides extremely repeatable
experiments in terms of the incident shock
wave Mach number. The system enables cap-
turing an astonishing amount of high resolu-
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Figure 1. A schematic illustration of the experi-
mental facility and the data acquisition system.

tion images, which are then used to track the
finest features in the transient evolution of the
shock wave reflection.

2. Experimental apparatus

2.1. Experimental apparatus

The experimental facility is located at the
shock tube laboratory in the Protective Tech-
nologies R&D Center of the Faculty of Engi-
neering Sciences of the Ben-Gurion Univer-
sity. A vertical, 4.5-m long shock tube with
an internal cross-section of 80 mm 80 mm
was used. The shock tube was fitted with
a 2-m long driver section. The driven and
driver sections were separated by a KB-40A
fast opening valve (FOV) manufactured by
ISTA Inc. Based on the manufacturer, its
opening time is less than 2 ms. After fill-
ing the driver section with compressed air,
the FOV was activated using a remote con-
trolled servo motor. The shock wave inter-
acted with a model placed in the test section
of the shock tube. The pressure histories were
recorded along the driven section at two loca-
tions by means of ENDEVCO (model 8510B-
500) piezoresistive pressure transducers (PT)
and an ENDEVCO amplifier (model 136).
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After converting the pressure to voltage a dig-
ital oscilloscope (LeCroy LT344 WaveSurfer)
captured and recorded the data. The ex-
perimental facility and the data acquisition
system are shown schematically in figure 1.
The shock wave and the data acquisition sys-
tem were synchronized using an external, in-
house designed, trigger box. The operation
of the entire system was computer controlled
through a self-developed LabView applica-
tion. The control system was based on PCI-
6602 and PCI-6035E National Instruments
I/O cards. The driver gas (air) was filled au-
tomatically to a predetermined pressure. The
fast opening valve and the driver pressure au-
tomated control provided a repeatability in
the incident shock wave Mach number that
was within 0.03%. The incident shock wave
Mach number was measured using two pres-
sure transducers that were flush mounted 500-
mm apart upstream of the test section. The
test section was fitted with two optical win-
dows machined out of a clear 50-mm wide
PMMA plastic.

2.2. Optical diagnostics apparatus
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Figure 2. Schematic presentation of the schlieren
system used in the experiments. The optical dis-
tance of each component of the system from the
pinhole is marked in red.

The optical diagnostics apparatus is shown
schematically in figure 2. The main diagnos-
tic system is based on schlieren flow visualiza-
tion. The light source for the schlieren system
was a Quantel Brilliant Nd: YAG laser (532
nm) capable of producing one strong laser
pulse following an external trigger. The laser
produced a 6-ns long pulse with energy of
180 mJ/pulse. Since this amount of energy
is too high to be transferred in the optical
fiber, the laser beam was directed through a
45, 4/96 beam splitter so that only about 4%
of it was channeled through an optical fiber
towards the experimental apparatus. Some
of the remaining 96% light was captured by

a photodiode, which enabled monitoring the
exact timing of the laser pulse. The images
were captured using a NIKON D7000 digi-
tal SLR camera. The use of the digital SLR
camera enabled capturing only one frame in
each experiment. However, it provided a 16.2
mega pixel resolution. Owing to this fact, a
set of experiments had to be conducted over
and over again, over a given model where the
only difference between the experiments was
the capturing time of the shock wave over the
surface with which it interacted, i.e., the mo-
ment the laser was fired. With this setup the
spatial resolution obtained was better than
0.06 mm.

2.3. The system operation

The operations of the above described ex-
perimental facility and the data acquisition
system were fully automatic. A set of any
number of experiments could be conducted,
one after the other, without any manual in-
tervention. In the following the operation
sequence of the fully automated shock tube
is described. At the beginning of each set
of experiments (about 200), a list of the re-
quired experimental parameters, i.e., the ini-
tial pressure in the driver section (the driven
section is kept at an atmospheric pressure for
all the experiments) and the time of firing the
laser and capturing the process on the cam-
era is prepared on an excel sheet. The ex-
perimental system loads the specific param-
eters for each experiment from the spread-
sheet, fills the driver section with high pres-
sure air and automatically opens the FOV.
When the shock wave reaches the test sec-
tion, the laser is triggered at the predeter-
mined time and the image and pressure mea-
surements are stored. Following each exper-
iment the system sequence restarts with the
next experiment parameters.

3. Results

The experimental system described enabled
us to study a situation in which a shock wave
reflects from a coupled cylindrical surfaces (in
a concaveconvex configuration). In this sce-
nario a transient transition from Mach to reg-
ular reflection occurs and is followed by a
reverse transition from regular to Mach re-
flection. It was found that a dynamic hys-
teresis which is different from the hysteresis
phenomena previously studied (Geva, et al.
2013) takes place. Figure 3 shows the prin-
ciple reflection configuration portraying the
transient transition between different reflec-
tion configurations. The height of the Mach
stem was very accurately measured from the
images that were acquired from experiments
for various incident shock wave Mach num-
bers. The measured results that led to the
determination of the existence of a dynamic
hysteresis are shown in figure 4 in which the
transition angles are marked by filled circles.

2

21st Intl. Shock Interact. Symp. 8 3 - 8 Aug. 2014, Riga, Latvia



Figure 3. The three principle stages of the tran-
sient reflection of a shock wave over a coupled
concave-convex surface: (a) Mach reflection, (b)
transitioned regular reflection, (c) Mach reflection
(Geva, et al. 2013).

4. Summary and conclusions

The experimental system presented is based
on a fully automated operation of a conven-
tional shock tube apparatus fitted with a fast
opening valve and a single frame capturing
schlieren system. The system provides both
very high spatial and very high temporal
resolutions of the investigated reflection phe-
nomena, which consequently can provide a
very good statistical assurance of the results.
This experimental method is especially suited
for studying highly repeatable phenomena.
Such is the case in shock wave transient
reflection, which does not require visualizing
the evolution of a single experiment.

Figure 4. Triple point distance from the reflect-
ing surface at Mach numbers (a) 1.2 (b) 1.3 and
(c) 1.4. θw is the surface angle at the point of
reflection (Geva, et al. 2013).
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Examination of parameters influencing the non-stationary
hysteresis reflection Phenomenon

M. Geva, O. Ram, O. Sadot, G. Ben-Dor
Pearlstone Center for Aeronautical Engineering Studies, Department of Mechanical
Engineering, Faculty of Engineering Sciences, Ben-Gurion University of the Negev, Beer
Sheva, Israel

Abstract: Unlike the steady-state hystere-
sis reflection phenomenon the non-stationary
process occurs at lower and more common
Mach numbers. Proper evaluation of the flow
condition depends not only on the initial and
boundary conditions of the problem but also
on the history of the process. In this study,
an experimental investigation of the param-
eters governing this recently-discovered phe-
nomenon was performed. The incident shock
wave was reflected over a model that consists
of a concave profile followed by a convex pro-
file. This type of model enabled monitoring
the MR→RR and also the following reverse
RR→MR transition under the same flow con-
dition. By changing the radii dimensions of
the model and by separating the convex seg-
ment from the concave segment, the effects
of the rate of change and the relaxation time
were investigated. An extensive analysis of
the reflections processes was achieved using a
combination of a high temporal and spatial
resolution experimental set-up, together with
an automatic image processing procedure.

1. Introduction

Studies of the dynamics RR↔MR transitions
were performed for over 30 years. Accord-
ing to those studies, the dynamic transitions
criteria do not agree with the known steady
and pseudo-steady criteria. The MR→RR
transitions occur at larger angels than those
predicted by the von-Nuemann criterion;
whereas the reverse RR→MR transition oc-
cur at smaller angels than those predicted
by the detachment criterion (Takayama &
Sasaki 1983, Skews & Kleine 2007, 2009, 2010
and Skews & Blitterswijk 2011). The tran-
sient change, controlled by the surface ra-
dius of curvature, causes the transitions to
be delayed. Decreasing the radius leads to
a higher rate of change that deviates consid-
erably the transition angles from the known
criteria (Ben-Dor 2007). Attempts to de-
rive simple analytical models were limited
to weak incident shocks wave (Ben-Dor &
Takayama 1985, Ben-Dor et al. 1987 and
Takayama & Ben-Dor 1989). Only one model
aimed at including the rate of change was
suggested; unfortunately this model is incom-
plete (Ben-Dor & Takayama 1986/7). Signif-
icant research efforts were invested over the
years. Yet, many discrepancies were found
between the transient and pseudo-steady and

the steady transitions (Ben-Dor 2007, Felthun
& Skews 2004, Skews & Blitterswijk 2011,
Naidoo & Skews 2011 and Skews & Kleine
2007, 2009 and 2010)

Stimulated by those inconsistencies, Geva
et al. (2013) tested the existence of transient
hysteresis phenomenon. They utilized a spe-
cial model which consisted of a concave cylin-
drical segment followed by a convex cylindri-
cal segment. The model enabled monitoring
both the MR→RR transition followed by the
RR→MR transition. For the same radii and
incident shock wave strengths, it was demon-
strated that the hysteresis does occur at tran-
sient reflections. The second RR→MR transi-
tions angles substantial differed from the first
MR→RR transition. In addition, the phe-
nomenon occurred at lower shock wave Mach
numbers than those in steady shock wave re-
flection hysteresis (Ben-Dor et al. 2002).

Obviously, it is inadequate to compare
the non-stationary transitions to the pseudo-
steady and the steady transitions. In the
transient process, the reflection configuration
and transitions strongly depend on the rate
of change. Therefore, this significant pa-
rameter was chosen to be extensively inves-
tigated in the present study. Two types of
models were investigated experimentally. The
concave-convex cylindrical models having dif-
ferent radii and models with different separa-
tion length between the concave and the con-
vex segments. Fully automatic experimental
set-up enables high temporal and spatial res-
olutions analysis. The experiments were per-
formed with an incident shock-wave having a
Mach number of 1.185 in air having a specific
heat capacities ratio of 1.4. The results were
analyzed by an automatic image processing
procedure. Further details regarding the ex-
perimental setup and image processing proce-
dure can be found in Geva et al. (2013).

2. Methodology

Profound understanding of the complex pro-
cess must be based on high resolution re-
sults. High spatial resolution enabled an op-
timal classification of the reflection configu-
ration and transition. Temporal resolution
was required to monitor properly the evolu-
tion of the process. Thus, the data were ex-
tracted from high-resolution schlieren images
obtained by means of a fully automatic oper-
ated shock-tube system. Using an SLR cam-
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era, each experiment produced a single image
and was repeated many times while guaran-
teeing high repeatability. This method en-
abled the high spatial and temporal resolu-
tions.

Each image was analyzed automatically us-
ing our in-house image processing procedure.
The program located the Mach stem and the
incident-shock wave. From the intersection of
both lines the triple point location was ex-
tracted. The automatic extraction enabled
the elimination of human selective interpre-
tation and measurement error. Tracing the
triple point location along the reflection pro-
cess enabled determining the transitions loca-
tions.

All the models consisted of coupled cylin-
drical concave segment followed by cylindri-
cal convex surface (figure 1). The MR→RR
and the RR→MR transitions were obtained
over the concave and convex segments respec-
tively, at the same experimental setup. Two
types of models were used. The models of the
first type had no separation between the con-
cave and convex segments. They differed only
by the radii dimensions. Two different radii
were tested 40 mm and 57.5 mm (figure 1).
The models of the second type consisted of
40 mm concave-convex segments which were
separated by 20 mm spacing (figure 2). Uti-
lizing these models enabled investigating how
the rate of change and the relaxation time af-
fect the non-stationary hysteresis process.

3. Results and discussion

The reflections over the models were investi-
gated in air having specific heats ratio of 1.4.
The incident shock wave Mach number was
1.185. The rate of change was examined by
using models differing in the radii. The relax-
ation time was tested by analyzing the reflec-
tion over a model in which the concave and
convex segments were separated.

3.1. Different radii

Two concave-convex models having a radius
of curvature 40 mm and 57.5 mm were tested.
Utilizing the fully automatic experimental
setup, experiments for both models were re-
peated many times, resulting in a sequence of
almost 200 images for the 40 mm model and
a sequence of almost 300 images for the 57.5
mm model. Figures 1a-1c present three im-
ages from the reflection process over 40 mm
model and figures 1d-1f present three images
from the 57.5 mm model reflection process.
At the first stage the reflection over the con-
cave segment is an MR as can be seen in fig-
ures 1a and 1d. Then, as the surface angel
increases the triple point approaches the sur-
face and the reflection transform from an MR
to an RR (figures 1b and 1e). Later, the wave
is reflected over the convex surface and the
angel is decreasing. As a result the reflection
transforms to an MR (figures 1c and 1f). For

(a) (d)

(e)(b)

(c) (f)

Figure 1. Experimental results showing the entire
process: (a)-(c) 40 mm model and (d)-(f) 57 mm
model. (a) and (d) Mach reflection at 44◦, (b) and
(e) Transitional regular reflection at 55◦, (c) and
(f) Mach reflection at 20◦.

the sake of simplicity, the MR configuration
over the concave segment will be referred to as
stage I. The RR configuration will be referred
to as II and the second MR configuration as
stage III.

In each image the triple point location was
identified. Then, the image processing pro-
cedure extracted the angel of the surface and
the distance of the triple point from the sur-
face. The data of the triple point location
from the total reflection process were assem-
bled and are presented in figure 3. The
MR→RR and the RR→MR transition an-
gles were derived from the intersection of the
curves. The first transition, is the intersec-
tion of the curves I and II that correspond
to stages I and II, respectively. The second
transition is the intersection of curves II and
III that correspond to stages II and III. In fig-
ure 4 the transitions angles are compared to
the steady state criteria and to previous data
of reflections over single concave models and
single convex models.

As the radii increase, results should ap-
proach the steady-state criterion. The transi-
tion angle from RR back to MR, at the con-
vex segment, at 57.5 mm is indeed larger than
the transition angle at 40 mm. This trend
however is not that clear at the concave seg-
ment. It is important to note that the scatter
of the triple point location is large. This is
due to experimental limitation in the shock-
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(a)

(b)

(c)

Figure 2. Figure 2 Experimental results showing
the entire process: 40 mm model 20 mm separa-
tion (a) Mach reflection at 44◦, (b) Transitional
regular reflection at 55◦, (c) Mach reflection at
20◦.

tube setup. The incident shock wave was gen-
erated using a fast opening valve separating
the high and low pressure chambers. Appar-
ently, the low Mach number that was chosen
was produced by low pressure which was the
lower limit of this valve. Hence, experiments
will be repeated with higher pressures and the
trends observed in this current study will be
further investigated.

3.2. Different spacing length

Comparison was made between two models
having the same 40 mm radius of curvature
but different spacing between the concave and
convex segments. The first model had no
spacing. Hence the convex segment followed
immediately the concave segment. While the
second model had a 20 mm separation be-
tween the concave and convex segments (fig-
ure 2). For the latter model, a sequence of
almost 200 images were analyzed. The order
of reflection configurations is similar to the
MR, RR and MR which was described ear-
lier. These configurations will be referred to
as stages I, II and III, respectively.

The data of the triple point location for
the 20 mm spacing are presented in figure 5.
Again, the curves are marked by I, II and III
representing stages I, II and III of the process.
The transition angles are found in the same
manner which was previously described.

The resulted transition angles are com-

Figure 3. Concave-convex cylindrical surface
triple point location: (a) 40 mm radius model and
(b) 57.5 mm radius model.

Figure 4. Examination of different radii versus ac-
tual transition angles measured over concave and
convex cylinders. Previous data are from Ben-Dor
(2007) and Skews & Kleine (2010).

pared with previous data of reflections over
single concave and single convex cylindrical
surfaces (figure 6). At the concave segment,
the transition angles of the model with no
spacing and the model with 20 mm spacing
are nearly the same. Indeed there is no rea-
son that the transition angles will differ. In-
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teresting result however is in the second RR→
MR transition over the convex section. At the
convex segment, the second transition back to
MR is delayed at the 20 mm spacing in com-
parison to the model with no spacing. This
can be seen in figure 6, where the angel is
smaller than the one obtained at the model
with no spacing. When spacing is introduced
the transition angel approaches the angels ob-
tained at reflections over single convex cylin-
ders. This implies that when the process has
time to settle it results in a similar situa-
tion as reported in studies of non-stationary
transitions. We note again, that these ex-
periments should be repeated at higher Mach
number due to high scatter.

Figure 5. Concave-convex cylindrical surface
triple point location: 40 mm radius with 20 mm
separation model.

Figure 6. Examination of segments separation
versus actual transition angles measured over con-
cave and convex cylinders. Previous data are from
Ben-Dor (2007) and Skews & Kleine (2010).

4. Conclusions

Understanding the recently discovered tran-
sient hysteresis reflection is crucial for proper
evaluation of complicated flow fields. This
study is an initial investigation of two param-
eters, which can influence the phenomenon.
The tested models consist of coupled concave-
convex surfaces. The rate of change was

tested utilizing concave-convex cylindrical
models having different radii. The relaxation
time was examined by analyzing reflections
over models where the concave and convex
segments were separated. The experiments
were performed in air at incident shock wave
strength of 1.185 Mach. Using a fully auto-
matic experimental setup enabled high spa-
tial and temporal resolutions. As the radius
of curvature increases the transition angel ap-
proach the steady state criterion.We demon-
strated that when the segments are separated
and the configuration has time to settle, the
transition approaches the reported transition
angels over cylindrical convex surfaces. It
is worth noting that further research with
higher pressures is required in order to val-
idate the findings.
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Mutual reflection of conical shock waves in a supersonic flow

R.T. Paton, M. Whalley, B.W. Skews
Flow Research Unit, University of the Witwatersrand, Johannesburg, 1 Jan Smuts Avenue, WITS,
2050, South Africa

Introduction

Previous studies have been conducted exploring
the reflection of the conical shock wave formed at
the nose of various bodies of revolution from a
plane surface at various stand-off distances. Due
to the expansion wave generally formed aft of the
nose of the body, the angle of attack of the shock
wave relative to the surface is changed by the dis-
tance between the centreline of the body and the
reflecting surface. As with any shock wave re-
flection, suitable combinations of wave incidence
angle and Mach number may result in Mach re-
flection from the surface. However, the transition
point between regular and Mach reflection of these
shock waves has not been clearly identified previ-
ously. This point occurs in the ground plane at
the most upwind point of the dark blue Mach stem
in figure 1.

Figure 1. Schematic representation of the general re-
flection of a conical shock wave from a ground plane
(Incident shock wave - blue; reflected shock wave -
red; Mach stem - dark blue).

Apparatus

The study was undertaken in a blow-down type
supersonic wind tunnel with a cross-section of 4”
x 4” (approximately 102 mm x 102 mm). The
tests were conducted at a stagnation pressure of
250 kPa and for Mach numbers ranging between
2.5 and 3.1.

The models tested were bodies of revolution 12
mm in diameter with conical, hemispherical, and
ogive nose profiles. These were supported on a
single sting hung from a key in the top wall of the
wind tunnel to which was attached a plate which
supported the two bodies at axial separations be-
tween 25 mm and 35 mm. Four stings to support
this plate were designed so that the plate (and
hence the plane in which the two bodies lay) could
be placed at 0◦, 10◦, 80◦, and 90◦ to the normal
optical axis of the wind tunnel. This allowed the
models to be rolled for various tests.

In addition to rolling the models, the schlieren
optical system was arranged so that it could be

yawed relative to the axis of the wind tunnel.
This was to enable clear visualisation of the tran-
sition point given that the strong optical shearing
immediately downstream of the most upstream
shock reflection point often results in the tran-
sition point being obscured. This was achieved
by placing the schlieren system on an overhead
gantry which can be translated along the wind
tunnel and yawed and rolled, as described in
Skews and Irving Brown (2004).

Figure 2. Model support sting assembled (top) and
fitted into the wind tunnel (bottom).

In addition to the experimentation, a computa-
tional model using the commercial package AN-
SYS Fluent 14.5 was developed with which to
compare the experimental value of the transition
points. These models were set up incorporating
two planes of symmetry: one in the plane de-
fined by the model axes, and one in the symme-
try ground plane midway between the two mod-
els. The models all consisted of 1.2 - 1.5 million
tetrahedral cells divided into four blocks such that
there was a block approximately the shape of the
expected shock wave and 5 - 10 mm thick placed
at the nose of each model in which a refined initial
cell size of 0.5 mm was employed while the other
two blocks had uniform cell sizes of approximately
2 mm. Examples of the mesh blocking and initial
mesh can be seen in figure 5.

Analysis

Initially the approach was taken of tracking the
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position of the top and bottom of the Mach stem
in images at roll of 0◦ to determine the transition
point. An example of such an image is given in
figure 4. It was soon realised that a small roll
of the model due to inaccurate setup or aerody-
namic loading of the model during the test made
this approach infeasible because in such a case
the regular reflection lines would also appear as
two lines in the images and it would make clear
identification impossible. Also, the point at which
the Mach stem disappeared was difficult to resolve
and was sometimes occluded by the high optical
shear immediately downstream of the normal re-
flection. It was therefore decided to rather esti-
mate the start position of the shear layers origi-
nating in the triple point as an indicator of the
start of the Mach reflection.

Figure 3. Schlieren support gantry allowing the opti-
cal axis to be rolled and yawed relative to the wind
tunnel.

Figure 4. Model at 0◦ roll showing the growth of the
Mach stem for conical models at Mach 2.5.

In all presented experimental images the appar-

ent position of the transition from regular to Mach
reflection is circled in black. The position of tran-
sition was judged to occur at that point in the
flow where the shear layers trailing from the triple
point lines came together at a single point for a
roll angle of 90◦. The reflection line was not evi-
dent in the tests for the ogive nose profile and so
these are excluded. The regular reflection line is
also not very clear in the images presented here.
Rather, the contrast was significantly increased
for analysis but made the images unsuitable for
presentation.

Figure 5. Mesh blocks (top) and initial mesh (bottom)
for the hemispherical model.

For the computational model, the position of
the transition point was estimated by superimpos-
ing plots of contours of Mach number in planes
placed longitudinally every 5 mm from the nose
of the model. The position of the triple point (in
images where it was evident) were noted for each
of these. From this the height of the Mach stem
at each position above the centre plane could be
calculated. From this, a linear estimate of the lon-
gitudinal position at which the Mach stem height
is zero was made. An example of the method em-
ployed for estimating the transition point from
CFD is given in figure 6 for the hemispherical
model at a Mach number of 2.5.

2
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Figure 6. Graphical method used for estimating the
transition point from CFD.

Discussion

As would intuitively be expected, as the Mach
number of the incident flow increases the included
angle of the shock cone decreases. This is notice-
able in the images for the conical bodies presented
in figure 7 where the inclination of the shock edge
is shallower in the image for the Mach 3.1 flow
than in that for the Mach 2.5 flow. In addition,
as the Mach number increases the strength of the
conical expansion wave that occurs immediately
downstream of the nose of the model increases in
strength. This is demonstrated by the fact that
there is a increasingly noticeable change in the
slope of the shock wave downstream of the inter-
action of the expansion fan with the shock wave.

Figure 7. Cones at Mach 2.5 (top), 2.8 (middle), and
3.1 (bottom) with roll of 90◦ and yaw of 0◦ showing
the transition point from regular (upstream) to Mach
(downstream) reflection.

Figure 8. Hemispheres at Mach 2.5 (top), 2.8 (mid-
dle), and 3.1 (bottom) with roll of 90◦ and yaw of 0◦

showing the transition point from regular (upstream)
to Mach (downstream) reflection.

These factors combined mean that the relative
angle of the two shock cones at their intersection
decreases with increase in Mach number. Hence
it would be expected that the transition point
from regular to Mach reflection would occur far-
ther upstream for high Mach numbers than for
lower ones.Although the first and third images in
figure 7 seem to bear this out, the second image,
for a flow Mach number of 2.8, does not. Rather
the transition point for the Mach 2.8 flow seems to
be farther downstream than that for the Mach 2.5
flow. The reason for this discrepancy is currently
unknown and requires further investigation.

The results for the normal visualisation of the
flow field for the hemispherical nose are shown in
figure 8. The first noticeable point of difference
between these results and those for the conical
nose is that the change in inclination of the shock
cone with increase in Mach number is more clearly
visible. Since a detached bow shock forms for a
hemispherical nose, there is no noticeable point of
change in slope of the shock cone due to increasing
strength of the expansion fan with Mach number.
This is also expected as the continuous change of
surface slope means that a centred expansion wave
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will not form for this flow.

Again, although a general shift upstream of the
transition point with increase in Mach number
would be expected due to the shallower mutual
incidence of the shock waves, no such trend is ev-
ident in the experimental images. Rather, as in
the case of the conical nose profile, the transition
point for the Mach 3.1 flow appears ahead of that
for the Mach 2.5 flow but the transition point for
the Mach 2.8 flow appears farther upstream than
either of these.

Figures 9 and 10 show the comparison between
the estimated transition points for the the Mach
2.5 flow for the conical and hemispherical nose
geometries respectively. The estimated reflection
lines for Mach 2.5 and 3.1 has been included from
the CFD model to indicate the limits of the ex-
pected transition points.

In figure 9 the experimental and computational
estimates for the transition point for Mach 2.5 do
not coincide and, even accounting for an uncer-
tainty in the experimental and computational po-
sition of approximately 1 mm and 2mm respec-
tively, there is a significant difference in position.
In general it can be noted that the experimental
transition points seem to occur closer to the sym-
metry plane between the two bodies than in the
CFD. Also, the transition points identified in the
CFD seem to move farther away from the symme-
try plane as the Mach number increases while the
experimental points seem to move closer. There
are a number of possible causes for this.

Figure 9. Comparison of the estimated transition
point for the conical geometry for a Mach number of
2.5.

First is that the method of estimating the ex-
perimental transition point was that of looking for
the point where the shear layers shed by the Mach
reflection converge to a single point, primarily in
the images in which the test pieces were rolled 90◦

to the visualisation axis (since the normal shock
wave reflection line produces a very small optical
gradient in the images). The problem with this
method is that, as is well known amongst those
tracking the development of Mach reflections, at

stages when the Mach stem is very short it is of-
ten difficult to resolve the shear layer and Mach
stem due to these features being of the order of
the spatial resolution of the visualisation system.
Hence the high uncertainty in the position of the
transition point as marked in figure 7.

The second factor for the discrepancy is that the
method of estimating the position of the transition
point in CFD involved the use of normal sections
through the model at longitudinal positions sepa-
rated by 5 mm. Consequently the linear estimate
used to estimate the transition point would have a
fairly coarse resolution due to the somewhat large
separation between points. Also, the use of a lin-
ear estimate could have been adequate had the
planes selected been closer together but given the
spacing and no definite proof that the growth of
the Mach stem is linear, it is likely that a non-
linear method should have been used to estimate
the position of the transition point. Although
such a method would have increased the uncer-
tainty of the estimate if it was extrapolated, it
would have captured the possibility of the growth
of the Mach stem being a shallow parabolic one
better and may have resulted in better correlation.
Also, the points used in the calculation were man-
ually estimated from the images extracted from
the CFD model and this adds to the uncertainty
of these positions.

Figure 10. Comparison of the estimated transition
point for the hemispherical geometry for a Mach num-
ber of 2.5.

Also, the reflection lines in figure 9 are neither
smooth nor normal to the flow axis at the sym-
metry plane. This suggests that the symmetry
boundary condition in this model has not accu-
rately captured the flow physics and that a com-
plete model is required to improve this resolution.

Despite these problems, the data for the models
with hemispherical nose geometry, shown in figure
10, do display better correlation. Both the exper-
imental and computational transition points seem
to move downstream (and consequently away from
the symmetry plane) as the Mach number in-
creases, although the correlation between the ex-
perimental and computational estimates of the
transition point still demonstrate poor correla-
tion individually. The improvement in the general
quality of the computational model is attributed
to the fact that detached bow shock generated
around a hemispherical nose is stronger than the
conical shock wave formed at the nose of a coni-
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cal body, and is normal on the axis of the body.
These two factors mean that the shock wave is
often better resolved in CFD.

Experimentally, these properties of the shock
wave and the fact that the general shape of the
shock wave is simpler (when compared to the con-
ical case where there are various, and sometimes
nearly discontinuous, changes in slope in the longi-
tudinal direction) mean that the initial hypothesis
for the change in position of the transition point
with Mach number may be a more accurate as-
sessment of the flow physics than in the conical
case. In the conical case it is the Mach number of
the flow normal to the shock wave at each position
which would be the strongest driver of reflection
behaviour and this is difficult to estimate in gen-
eral given the complex change in shape of each
shock cone with longitudinal and radial position.

Conclusion

A novel approach has been taken to estimate
the transition point between regular and Mach re-
flection of the mutual reflection of generally coni-
cal shock waves in the ground plane which occurs
at the symmetry plane between them. Although
both the experimental and computational esti-
mate show some promise, significant additional
work is needed to improve these estimates and
generalise the result. Recommendations for fu-
ture work include the use of alternative methods
of flow visualisation for the experiments and more
resolved and complete computational models.
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Flows from two perpendicular shock tubes with a common

exit edge.

B.W. Skews, J.J. Bentley

Flow Research Unit, School of Mechanical, Industrial and Aeronautical Engineering, University of
the Witwatersrand, Johannesburg, PO WITS 2050, South Africa

Introduction

The two-dimensional flow field generated by the
diffraction of a plane shock wave around a cor-
ner is well documented and the flow charac-
teristics of the perturbed region (Skews 1967)
and those of the spiral vortex that is shed
(Sun and Takayama 2003) are well known.

Work into the behaviour for the three-
dimensional case is less extensive. Some experi-
ments, however, have provided interesting insight
into the behaviour of the flow field behind a nor-
mal shock wave as it diffracts over an shaped
edge. The most notable experiment was per-
formed by Reeves (Reeves and Skews 2012). He
conducted both empirical and numeric experi-
ments whereby a shock wave was diffracted over
a series of parabolic and V-shaped edges in order
to generate three-dimensional vortices. He found
that the three-directional vortex formed was sim-
ilar in nature to the two-dimensional vortex when
considering a cross section through the line vor-
tex perpendicular to the diffraction edge. How-
ever the vortex was found to bend and compress
in the region where the parabolic diffraction edge
met the observation windows. This vortex bend-
ing was as a result of the shed vortex attempting
to meet the window (a solid boundary) at right an-
gles (in order to satisfy Helmholtzs theorem that
a vortex cannot end in a fluid, it must end at a
boundary and the axis of the vortex must be per-
pendicular to the boundary in order to maintain
Kelvin-Stokes theorem. Figure 1 below shows the
conical vortices resulting from shock diffraction
over a V-shaped edge (Reeves and Skews 2012).
The picture on the left is just before the vortices
meet and that on the right shows their merging.
It is significant to note the effect of vortex bend-
ing evident at the outer edges of the vortex and
in the centre. This is a characteristic unique to
three-dimensional vortex flows.

Figure 1. Vortex shed from shock diffraction over a
V-shaped edge (Reeves and Skews 2012)

Experiment and Simulation

Experimental facility

The bifurcated shock tube facility
(Barbosa and Skews 2002) splits the shock
wave from a conventional shock tube into two

legs which are then brought together in order to
examine the wave interactions when the waves
from the two legs interact. In the current pre-
liminary study the end sections of the tubes are
situated perpendicular to one another resulting
in two plane waves exiting which are normal to
each other as shown in Fig. 2. At the exit of each
tube, one edge is common with that of the other
tube, one is continuous with the test section
window surface and the other two edges allow
shock diffraction into the test section volume.
This results in an L-shaped vortex to be shed
from the free edges of each tube, which then
intersect each other as shown schematically in
the figure.

Figure 2. Experimental setup and test section
schematic.

Computational Fluid Dynamics

The fluid domain was set up in Fluent v13 accord-
ing to the geometry of the actual test section used
for the experiments. The mesh was generated
and a mesh sizing function used in order to refine
the mesh around the important zones of analysis.
This was around the vortex interaction vertex be-
tween the two inlets. The mesh was refined in a
sphere of influence around the interaction vertex.
A total of 1 794 519 elements resulted. The fluid
was modeled as viscous and two levels of adaption
was employed. In order to show the behaviour of
the flow the results were output for cross sections
through the regions of interest in the flow domain,
as shown in Fig. 3.

Results

Experiments

Figure 4 shows the development of the shock
waves as they diffract into the test section. The
apparent thickening of the shock front is due to
the fact that the shock was also diffracting to-
ward the camera, i.e. curving toward the surfaces
on the left, in three dimensions).

In the first frame the main section of the two
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Figure 3. Visualisation planes for CFD.

waves are plane, not yet having been influenced by
the diffraction around the edges of the shock tube
exits. The curvature due to this edge diffraction is
clear at the outer edges of the plane section. The
plane sections of the two waves intersect at 90◦ in
a typical regular reflection.

In the second frame the curvature encroaches
on the plane section and the mutual reflection re-
mains regular. A linear feature emanates from the
reflection point toward the corner formed by the
common edge of the shock tubes. This line is the
trace of the regular reflection trajectory between
the curved diffracted parts of the waves which are
not visible because of their inclination to the op-
tical axis. The black blob toward th centre of the
curved diffracted wave is that part of the vortices
positioned parallel to the optical axis. There is a
very faint indication in the original images of the
the part that is perpendicular, i.e. parallel to the
plane of the paper. In the third frame the angle
between the waves has become much larger, to the
extent that the reflection transitions to a Mach re-
flection, although the projection of the separation
of the triple point trajectories is partly obscured
by the black band of the shock profile. Indica-
tions of the perpendicular section of the vortices
also becomes evident. In the final frame the Mach

stem continues to grow as the angle between the
waves increase.

Figure 4. Schlieren images at 30µs intervals.
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CFD

The resolution obtained in this preliminary study
was insufficient to clearly resolve the shock waves
and will be extended subsequently, However, it
supplies sufficient information to get an apprecia-
tion of the overall behaviour.

Figure 5. Density (left) and Mach number (right)
plots in the XY plane. Times from the top: 40, 100
and 160µs

The vortices passing though the XY plane are
visible as a dark, small circular area in the density
plot of Fig. 5 but the influence of those parallel to
the plane is only visible in the upper frame since
in the lower frames it has moved away from the
visualisation plane. There is a slight indication of
the transition from regular to Mach reflection in
these plots. On the other hand the Mach number
plot clearly shows the influence of these parallel
vortices even though the vortex core does not lie
in the plane, and also the influence on the flow as
they turn in the direction of the Z axis as indicated
in Fig. 2. The effect of the turning of the vortex
core through 90◦ is to extend the region of higher
Mach number further into the adjacent flow.

The flow in a series of YZ planes at different
distances from the test section wall is indicated in
Fig. 6, which predominantly show the vortex flow
generated from shock tube 2 (Fig. 3). The vortex
core is clearly visible with density and Mach num-
ber changes on either side of the vortex and asso-
ciated shear layer. At the bottom of these frames
the influence from the vortex shed from the ma-
jor axis of the tube is visible, whilst on the left of
the frames that from the minor axis. Particularly
noted is the complex interaction from the merging
of the minor axis vortices from the two tubes. The
induced low pressure region does not reach all the

Figure 6. Density (left) and Mach number (right)
plots in the YZ plane at 160µs, Plane spacing from
the common vertex: 1.25mm (top), 2.5mm (middle),
5mm (bottom).

way to the wall as the vortices interact but appear
to amalagate in a complex twisting fashion.

Figure 7. Density (left) and Mach number (right)
plots in the 45◦ plane. Times from the top: 40, 100
and 160µs

The flow patterns in the inclined 45◦ plane are
shown in Fig. 7. This essentialy serves as the sym-
metry plane for the interaction between the flows
from the two tubes. What it shows is a strong
shear layer arising from the common vertex rolling
up into the complex vortex interaction.

In order to get a three-dimensional assessment
of this interaction, iso-surface plots of density su-
perimposed on flood plots of pressure in the XY
plane is shown in Fig. 8 at different times. The
vortex topography is reasonably clear although
much higher resolution and more detailed inter-
rogation will be necessary to understand the in-
teraction more fully. It is noted that as the vortex
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Figure 8. ISO-surface for density of 1.00kg/m3 shown
against the vertex XY plane, at 70, 100, 130 and 160µs

passes through the XY plane the bend follows a
radial curve and the vortex diameter decreases. It
first moves away from the plane and then straight-
ens out and runs parallel to it. It then increases in
diameter until it meets with the one coming from
the other tube. The interaction is clearly complex
and the vortices merge and do not pass through
each other as indicated in the sketch of Fig. 2.

It is of interest to determine the shape of the
vortex produced, especially in the region where
the two vortices interact. The use of an ISO-clip
for density proved to be an effective way to view
the volume of fluid in the vortex region. This
ISO-clip surface is shown in Fig. 9. The den-
sity range clipped out of the fluid domain was
between 0.69 and 1.15 kg/m3. This proved sat-
isfactory in locating the entire extent of the vor-
tex without including other unrelated regions of
the fluid domain which may have shared the same

density value. The jagged edge of the density ISO-
clip is caused by the solver assigning a particular
volume-averaged density to each of the mesh el-
ements and then using a cut-off value to decide
whether this element would fit appropriately into
the ISO-clip or not. The relevance of the ISO-clip
is to give a general interpretation of the overall
vortex shape in different regions of the flow do-
main.

Figure 9. ISO-clip generated for the density range of
the vortex. Z axis orthographic front view (top), side
view (middle), plan view (bottom)

In Fig. 9 the Z-axis front view of the vortex
and associated shear layer is shown. The straight
edges at the top indicate the faces along which
the fluid meets the walls of the domain. Below
this the vortex follows a smooth radius from the
left edge to the right edge. This is a further indi-
cation that the two arriving vortices have merged
to form a single vortex. This has an important
consequence as the bending of this wound-up vor-
tex means that it must pull away from the vertex
above it to follow a curved path. This merging is
evident in the side and plan views. The density
distribution is not uniform from the wall leading
to the innermost extent of the vortex, indicating
a highly complex flow field in this region. The
ISO-clip views show the same vortex bending as
observed by Reeves (Reeves and Skews 2012) only
now with a more extreme angle.
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Conclusion

The use of the bifurcated tube allows the study of
the interaction between flows produced from in-
dependent shock tubes. This preliminary study
of the interaction of vortices shed from two per-
pendicularly placed tubes shows a very complex
merging process which requires further study.

The authors acknowledge support received from
the South African National Research Foundation.
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Experiment on the stability of oblique shock reflection in the

dual-solution regime

S. Kobayashi, T. Adachi Saitama Institute of Technology, 1690 Fusaiji, Fukaya, Saitama,
369-0293, Japan

There are two configurations in oblique shock
reflection, regular reflection (RR) and Mach re-
flection (MR). The reflection configuration is gen-
erally determined by a combination of incident
shock Mach number Mi and reflecting wedge an-
gle θw, when the specific heat ratio κ is fixed.

However, in the parameter space (Mi, θw)
there are regions where both RR and MR are the-
oretically possible (Courant and Friedrichs 1948).
These regions are called dual-solution regimes.
Nevertheless, experiments in shock tubes
have demonstrated that only regular re-
flection is generally realized. However,
Mouton and Hornung 2009 recently succeeded
in causing a transition from RR to MR in
a supersonic wind-tunnel under dual-solution
conditions.

Figure 1. Pressure-deflection-angle shock polar for (a)
strong (Mi = 1.915, ωi = 38◦) and (b) weak (Mi =
1.20, ωi = 45

◦) oblique shock reflections for air.

Figure 1 plots pressure-deflection-angle shock
polars for strong (Mi = 1.915) and weak (Mi =
1.20) oblique shock reflections. The abscissa rep-
resents the deflection angle across the shock wave,
and the ordinate is the ratio of pressure p behind
the shock to the pressure ahead of incident shock

p1. RR occurs at the intersection of the reflected-
shock polar (R-polar) with the pressure axis, since
the net flow deflection becomes zero there. When
RR is possible, there are generally two intersec-
tions with the pressure axis, but experiments have
shown that only the lower-pressure solution is re-
alized. However, MR is possible at the intersec-
tion of the incident-shock polar (I-polar) and the
R-polar.

Both conditions in Fig. 1 indicate that RR and
MR are possible at the same time and that these
conditions lie in the dual-solution regime. For
strong oblique shock reflection with a given inci-
dence angle ωi, the pressure behind the reflected
wave for RR is higher than that for MR. For weak
oblique shock reflection, however, the pressure be-
hind the reflected wave for RR is lower than that
for MR.

Thus an interesting question arises; if the pres-
sure behind the reflected wave is controlled by
some means, is it possible to induce a transi-
tion from RR to MR? If this is possible, then the
oblique shock reflection is unstable against pres-
sure disturbance, otherwise it is stable.

In our past investigation
(Kobayashi and Adachi 2010), we used a concave
double wedge (Fig. 2(a)) to decrease the pressure
behind the reflected wave of a strong oblique
shock reflection. The set of parameters (Mi, θw2)
lies in the dual-solution regime. RR develops
on the first slope, and, when the incident shock
proceeds over a second slope, a rarefaction wave
issues from the corner of both slopes, thus de-
creasing the pressure behind the reflected shock
generated by the first slope. This experiment
device has merit in its simplicity. No special
device is necessary to reduce the pressure behind
the reflected wave.

Similarly, a convex double wedge was used to
increase the pressure behind the reflected shock
(Fig. 2(b), Kobayashi and Adachi 2011). A re-
flected wave generated when the incident shock
encounters the second slope merges with the re-
flected wave from the first slope. Since the re-
flected wave from the second slope is compressive,
the pressure behind the first reflected wave will in-
crease. In both experiments, we were unsuccessful
in bringing about the transition. We consider that
the pressure difference caused with these models
was not enough to induce the transition.

In the present experiment, we devised a new
model that increases the pressure behind the re-
flected wave without any special equipment. It is
a blunt wedge as seen in Fig. 3. With this model,
a head-on collision of the incident shock occurs
at the flat nose, and an oblique reflection at the
slope. The normally reflected shock increases the
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Figure 2. Two model wedges used in past experi-
ments.

Figure 3. Blunt wedge used for the present experi-
ment.

pressure just ahead of the nose rather higher than
by using a second slope as in Fig. 2(b). A strong
compression wave follows the obliquely reflected
shock wave, thus increasing the pressure behind
the reflected wave.

A conventional shock tube at the authors’ in-
stitute was used for the present experiment. The
driver gas was air at high pressure, and the driven
gas was air at room temperature and atmospheric
pressure. The incident shock Mach number Mi =
1.35 ± 0.005. The reflecting wedge angle θw was
designed as 47.3◦, but the actual value proved to
be 47.6◦ when installed in the test section. This

Figure 4. Pressure-deflection-angle shock polar (Mi =
1.35, ωi = 42.7

◦).

minute error in reflecting wedge angle made it less
suitable for the present purpose. Figure 4 is the
corresponding shock polar, where RR and MR are
theoretically possible at the same time.

Figure 5. Coordinate system and definition of sym-
bols.

the coordinate system and definition of sym-
bols for RR are presented in Fig. 5. Taking the
upper corner of the flat nose as the origin O, the
x-axis is defined in the direction of the incident
shock propagation, and the y-axis is defined as
perpendicular to it. The ξ-axis is taken along the
reflecting surface and the η-axis is perpendicular
to it. The reflection-point coordinate (ξ, η) and
the angle ωir made by the incident and reflected
shocks at the reflection point were measured di-
rectly from photographic negatives enlarged by
a factor of fifty using a profile projector (V-12,
Nikon, Inc.). The transformation from (ξ, η) to
(x, y) is easily performed. Since the visualized
shock fronts have finite thickness, the location of
the reflection point is defined as the intersection
of the high-pressure-side of the incident shock and
the low-pressure-side of the reflected shock. Thus,
η is not necessarily zero even when the reflection
is RR. For MR, the location of the triple point is
similarly defined.

Figure 6 illustrates the development of the wave
configuration near the wedge tip. In Fig. 6(a), a
normally reflected shock from the flat nose con-
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Figure 6. Development of wave configuration near the
wedge tip. (a) ξ = 1.53mm. (b) ξ = 3.03mm. (c) ξ =
4.46mm. (d) ξ = 6.55mm.

nects with the obliquely reflected shock where
a rarefaction wave front over the flat nose over-
takes it. Later, in Fig. 6(b), the wave configura-
tion enlarges almost similarly. It looks as though
there are some rarefaction wave fronts, but the
two thick dark curves are only smears in the ob-
servation window (compare with Fig. 6(d)). The
reflecting surface in the shocked region sinks be-
low that ahead of the incident shock. The model
wedge is made of metal and is not deformable un-
der the present pressure. Anys “deformation” of
the reflecting surface is due to optical distortion,
meaning that there is a strong density gradient.
Although this optical distortion is not apparent
in Fig. 6(c), it becomes obvious once again in
Fig. 6(d).

An enlarged and contrast-enhanced version of
this figure is presented in Fig. 7. The left-side
of the incident shock does not reach the reflect-
ing surface in either figure. It might be that an
existing Mach stem is too short to be observed.
It is noticeable that there is a slightly-light tri-
angular region just below the foot of the incident
shock. In our experience, a slipstream is generally
observed even if a Mach stem is not observable.
In the present case, the existence of slipstream is
suggested by the triangular region, but it is not
actually observed. The present reflection config-
uration cannot be regarded as ordinary Mach re-
flection, but rather as another type of reflection.

Figure 8 indicates the location of the reflection
point. Near the wedge tip, its location is about
0.15 ± 0.05mm, and later it decreases to around
0.10mm. The compression wave was thus effective
in increasing the height of the reflection point.
Later the effect of the compression wave gradu-
ally decays and the reflection becomes RR. This
means that the weak oblique shock reflection is
stable against pressure disturbance.

Figure 9 plots the variation in the wave angle

Figure 7. Enlarged photographs of Fig. 6(b) and 6(d).

Figure 8. Location of the reflection point.

between the incident and reflected shocks. The
error in angle measurement is as large as ±5◦ for
x < 2mm, but it is about ±1◦ for x > 10mm. Just
after incidence, the angle ωir is large, but soon it
decreases and is about 87◦ at x ≈ 30mm. Such
variations in the wave angle are common to every
oblique shock reflection phenomenon in a shock
tube.

We examine the effect of a minute error in the
reflecting wedge angle θw. For RR, θw = 47.6◦
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Figure 9. Variation of the wave angle between incident
and reflected shocks.

Figure 10. Pressure-deflection-angle shock polars
(Mi = 1.35) for (a) ωi = 42.7

◦, (b) ωi = 42.4
◦

means that ωi = 42.4◦. Figure 10 compares the
shock polars for ωi = 42.7◦ (designed) and ωi =
42.4◦ (actual). The shock polar for ωi = 42.7◦

indicates that the net deflection angle of MR is
about 0.5◦, while that for ωi = 42.4◦ the net de-
flection angle is as small as 0.2◦. Furthermore,
if the transition to MR occurs, the angle of inci-
dence ωi decreases by the quantity of the triple-
point trajectory angle χ. This means that the net
deflection angle for MR decreases further; such re-
flection will be difficult to observe as MR. It will
be difficult to observe MR even if the designed
experiment condition is fulfilled, . In future in-
vestigations, it will be necessary to select more
appropriate experiment conditions.

We carried out a series of shock-tube experi-
ment using a blunt-nose model to induce a transi-
tion from RR to MR in the dual-solution regime
by increasing the pressure behind the reflected
shock. At an early stage of reflection, the inci-
dent shock does not reach the reflecting surface,
and the reflection configuration resembles MR. Al-
though a light-triangular region at the foot of the
incident shock suggests the existence of a slip-
stream, the slipstream does not appear, thus the
reflection is not an ordinary MR. The compres-
sion wave generated at the flat nose was effective
in raising the location of the reflection point at
the earliest stage of reflection. Later the reflection
becomes RR. The present experiment was unsuc-
cessful in inducing a transition from RR to MR.
The weak oblique shock reflection is stable against
pressure disturbances. The angle made by the in-
cident and reflected shocks decreases as the inci-
dent shock proceeds, and this behavior is common
to every oblique shock reflection in a shock tube.
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Shock Wave Interaction Experiments Using Double-Driver
Shock Tube

A. Sasoh, T. Tamba, N. M. Nguyen, K. Takeuchi, K. Nagata and Y. Sakai ∗

School of Engineering, Nagoya University, Futo-cho, Chikusa-ku, Nagoya 464-8603, Japan

The interaction between a shock wave and tur-
bulence is an important and challenging problems
in shock wave research. The experimental valida-
tion of numerical results warrant further efforts.
A shock tube is a basic and useful device for com-
pressible fluid dynamics studies. When an object
is set in the low-pressure section, the interaction
between a planer shock wave and the object can be
diagnosed. Moreover, a shock tube can easily gen-
erate a high-temperature/pressure state behind
the reflected shock wave from the end wall, which
is useful for studying chemical kinetics. If a shock
tube has two counter drivers, it can generate two
shock waves and accompanying post-shock flows,
and their interaction can be diagnosed. In this
paper, a ’counter-driver shock tube (CD-ST),’ in
which two independent counter driver produce the
respective shock waves and post-shock flows has
been developed, thereby their interactions can be
investigated at the test section. The demonstra-
tion of its operation and the application to the
study of shock wave-turbulent interaction will be
presented.

Figure 1 illustrates the concept of CD-ST. The
both ends of the driven tube are connected to
a left driver and right driver tubes, respectively.
The separation openings are actively controlled
so that the interaction between shock waves and
post-shock flows from both ends can be diagnosed
at the test section.

In this study, the pneumatic pistons are used
as a diaphragm rupture device. A layer of cel-
lophane diaphragm is sandwiched by two shock
tube flanges, and set at the driver-driven connec-
tion. On both ends of the diaphragm, O-ring seals
are done. A pneumatic cylinder is set with struts
on the center line of the shock tube. A piston
rod is held in the cylinder with a smooth contact
and sufficient sealing capability. At the tip of the
piston rod, a stainless steel needle is connected.
The piston rod is driven by an air pressure of 700
kPa with a nominal full stroke motion within 60
ms. The driver air is supplied through two plas-
tic tubes from an end flange of the driver tube.
Outside of the drover tube, the two pneumatic
lines are connected to a high-pressure air reser-
voir via. a three-way electromagnetic valve. The
nominal state of the piston is ’OFF’; the piston
rod is pushed with the inner spring, thereby its
stroke being kept a minimum. Once the piston
is activated by supplying the high-pressure air,
the piston rod is pushed forward to its largest
stroke. The needle at the tip ruptures the di-
aphragm. This event is initiated by an electrical
trigger signal to the electromagnetic valve. If the
effective delay time for the diaphragm rupture is
calibrated, this diaphragm rupture operation can
be synchronized with other electrically controlled

∗Nagoya University, Nagoya 464-8603, Japan

instruments including the other diaphragm rup-
ture device.

Figure 2 shows the counter-driver shock tube
and associated control and measurement systems.
Originally, the shock tube was manufactured as an
ordinal single-driver device with a circular cross-
section (inner diameter; 70 mm), right part in-
cluding the right driver and the 4.0-m-long, cir-
cular tube. As its extension, tubes with an in-
ner cross-section of a 62 mm × 62 mm square
are added to the end of the circular tube with a
200-mm-long transition section. The square tubes
part is subdivided into a ’left’ driver section (515
mm in length) and a test section. At the test
section, a pair of acrylic windows is set for flow
visualization. Six piezoelectric pressure transduc-
ers are flush-mounted on the shock inner wall so
that local shock speeds and overpressure histories
are measured.

The operation signals to the diaphragm rup-
ture devices are generated by the pulse generator.
A relative time delay is estimated from the cal-
ibrated operation characteristics, and set to the
pulse generator. Each output TTL pulse is sent
to a photo-coupler, which in turn output a 24 V
pulse to drive an electromagnetic valve, in turn to
activate a diaphragm rupture device. Control and
measured signals are recorded in a digital memory
scope.

Figure 1. Concept of counter-driver shock tube

Figures 3 and 4 present a wave diagram and
pressure histories obtained in a counter-driver op-
eration. The relative delay time from the left
driver to the right was set to be 24 ms. The tran-
sitions from compression waves to a shock wave
from the left and right drivers are both done in
the test section. The shock Mach numbers of the
incident shock waves from the left and the right
driver are 1.04 and 1.30, respectively. These two
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Figure 2. Experimental system

incident shock waves collide with each other at x
= 3.33 m and t = 58.5 ms. At x = 1.80 m (G2)
and x = 2.83 m (G4), two pressure jumps, first by
the incident shock wave from the left driver, sec-
ond by the transmitted shock wave are observed.
In G2, after the second overpressure jump, the
overpressure is settled to a constant value of 34.8
kPa, then starts to decrease due to the expansion
fan from the left end.

In G4, the pressure decrease after the two jumps
are caused by the expansion fan from the left end.
In the plateau pressure after the second jump, at
t = 63.7 ms, contact surface generated in the col-
lision between the incident shocks pass the loca-
tion. The region is the useful operation regime to
observe the interaction between the shock wave
and the post-shock uniform flow behind the other
shock wave. If a well-characterized disturbance is
in input to the post-shock flow at x = xd (=1.5
m in this example), for example, the interaction
is observed through the shock wave passage from
A to B.

In the pressure history at x = 3.33 mm (G5),
the first and second pressure jumps are due to the
incident shock wave from the right driver and the
transmitted shock wave from the left driver.

Figure 5 presents the example of measured his-
tories of the pressure and flow velocity in the in-
teraction between the grid turbulence and a shock
wave. The left and right driver pressures are 100
kPa and 80 kPa, respectively. The pressure in the
driven section is 63 kPa. The time scale between
two vertical grids is 2 ms. The overpressure sig-
nal and the flow velocity signal were obtained in
different experiments. The first rise both in the
overpressure and the flow velocity correspond to
the arrival of the right-running shock wave; the
dip in the hot wire signal 2.3 ms the shock wave
arrival to the arrival of the grid turbulence; the
next decrease in the flow velocity to the arrival of
the left-running shock wave.

In this study, the counter-driver shock tube has
been developed, and applied to the shock wave-
grid turbulence study. Results of parametric stud-
ies will be presented in the symposium.
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Figure 3. Example of x-t diagram
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Figure 4. Pressure histories

Figure 5. Example of pressure and flow velocity his-
tories
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Shock interactions with reacting and non-reacting particles
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1. Introduction

In this paper we wish to study shock propaga-
tion through particle clouds, and look closer at
the shock ability to displace, heat, and burn par-
ticles. We look at both inert and reactive parti-
cles, although our combustion model at this stage
is somewhat simplified. Both for the inert and
reactive particles we assume properties equal to
that of aluminium. In a review paper on alu-
minium combustion Beckstead(2003) has gath-
ered and systemised some of the most complete
experimental data-set published from various au-
thors. The experimental data is classified based
on the ignition technique used, such as propellant,
gas burner, laser, flash and shock ignition. Unfor-
tunately, since we are interested in shock ignition,
the number of experimental studies are limited,
and the experiments difficult to simulate numer-
ically, since the complete parameter set often is
not given. This is also the case for the work of
Roberts et al.(1993) which we use for comparison
with our numerical work.

2. Problem description

Experimentally, shock ignition of particles are
performed in shock tubes. The shock tube for
these problems, consists of a driver section of
highly compressed gas, which is separated from
the driven section by a membrane. A test sec-
tion is usually positioned close to the end wall.
A sketch of the shock tube used for our numeri-
cal simulations, is given in Figure 1. For practi-
cal purposes we have chosen a tube of larger di-
ameter than in Roberts et al.(1993). When the
membrane burst, a shock is generated, propagat-
ing to the right, whereas a rarefaction wave prop-
agates to the left, into the driver section. The
shock tube in these experiments is assumed to be
closed on the right hand side, allowing the shock
to reflect and further increase the temperature of
the gas behind the reflected shock. In our numer-
ical work, we assume homogenous gas-aluminium
mixture cloud of finite height and length. This
is a simplification of the experiment described in
Roberts et al.(1993), where the particles are posi-
tioned on a knife edge, and brought into suspen-
sion by the shock.

The void fraction of the gas and aluminium, is
defined such that the total void sums up to unity

θg + θAl = 1. (1)

In the given experiments, the determination of the
void fraction is uncertain.

The temperature in the area behind the re-
flected shock, is given in Roberts et al.(1993),

T5 ≈ 2225 K. From this estimate and using
the relation for the T5/T1 ratio as given in
Gaydon and Hurle(1963) for a pure gas case,

T5

T1

=
[2M2

s (γ − 1) + (3− γ)]

M2
s (γ + 1)2

· (2)

[M2

s (3γ − 1)− 2(γ − 1)]

together with standard shock tube relations (see
for example Anderson(1990)), the Mach number
and initial shock tube conditions can be approxi-
mated, also for the dusty gas case. T1 represents
the initial temperature in the driven section. The
initial parameters for the current test are given in
Table 1. Possible real gas effects at high temper-
atures have been ignored.

3. Numerical description and result
presentation

In the current work we use the numerical method,
Regularized Smoothed Particles Hydrodynamics
(RSPH) to simulate shock interactions with in-
ert and reactive particles. RSPH has recently
been extended to include a multiphase description
(Omang and Trulsen(2014)) where each phase is
described through a separate set of equations of
motions. The equations are coupled through the
source terms, which, in case of an inert gas, are
the drag and heat terms. In the multiphase de-
scription we have assumed a void fraction small
enough that particle-particle collision can be ne-
glected. In the case of particle combustion, radi-
ation and mass exchange between the two phases
must also be taken into account.

In Figure 2 we present results from a 2D-shock
propagating through an inert particle cloud, ini-
tially shaped as a square. The left hand side of
the figure shows the density at two different time
steps t = 3.0 and t = 6.0 ms, whereas the right
hand side shows the dust density at the same time.
The initial shock Mach number in this example is
Ms = 2 with a dust void fraction θd = 0.0005.

The front of the particle cloud is initially po-
sitioned at x = 1.0, but is shifted to the right
due to the passing shock. Inside the dust cloud,
the speed of the shock is decreased, resulting in a
deformed shock front leaving the dust cloud. The
curved shock exiting the dust cloud is reflected, on
the rear side of the dust cloud, thus leading to the
formation of Mach reflections, symmetrically po-
sitioned relative to the horizontal symmetry line.
As illustrated in figure 2, the passage of the shock
leads to a compaction of the dust, which has now
been formed into the shape of a mushroom.

For practical purposes, in experimental work,
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Figure 1. Shock tube configuration

Figure 2. Gas and particle density at t=3.0 ms and 6.3 ms for an inert particle cloud.

shock ignition of reactive particles involves a re-
flection of the shock from the end wall. This leads
to an increase in gas temperature behind the re-
flected shock, and consequently to a heating of
the aluminium particles. In order to investigate
the mechanism of shock ignition, we introduce
a mass burning rate for aluminium, as given in
Khasainov and Veyssiere(1987),

σ̇ =
2θAlρ̂

τ
(1 + 0.276

√
Re) for T > Tign. (3)

Here Re is the Reynolds number, ρ̂ = ρθ is the
mass density per unit volume, and τ is a charac-
teristic combustion burning time, given as

τ = Kd2d. (4)

K is a burning rate constant set to 1.5 · 106, and
dd is the initial particle diameter. In experimen-
tal work, time of ignition is used as a measure of

the time interval between the incident shock hits
the wall and the first particle ignites. Since nei-
ther the exact position of the particles, nor the
void fraction is known, this is however a rather
imprecise measure.

As discussed in the inert particle example, the
passage of the shock leads to a rather complicated
shock reflection pattern, as well as a compaction
of the cloud. If the shock is reflected and passes
through the cloud a second time, further com-
paction will take place, as well as heating of the
cloud. In Figure 3 we present preliminary results
from a low resolution simulation of an aluminium
particle ignition. In the upper plot, a temperature
plot at t = 6.3 ms is presented for the gas (left
hand) and aluminium particles (right hand). At
this time the shock front is positioned inside the
dust cloud. As the figure illustrates, the shock is
passing through the cloud, and a compaction has
already started. In the lower plot, we present re-
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Table 1. Shock parameters

Ms P1, [MPa] ρ1, [kg/m3] T1, [K] P4, [MPa] ρ4, [kg/m3] P5, [MPa] T5, [K]

1 3.8693 0.101325 1.3 300 5.29 4.0 10.33 2225

Table 2. Aluminium particle properties

ρAl, [kg/m
3] dAl,[µm] Cvd Tign, [K] xAl, [m] yAl, [m] θAl

1 2700 20 1010 1350 (11.2,11.4) (0.4,0.6) 0.00020
2 2700 20 1010 1350 (11.0,11.2) (0.4,0.6) 0.00020
3 2700 20 1010 1350 (10.8,11.0) (0.4,0.6) 0.00020
4 2700 20 1010 1350 (11.2,11.4) (0.4,0.6) 0.00010
5 2700 20 1010 1350 (11.2,11.4) (0.4,0.6) 0.00005
6 2700 20 1010 1350 (11.2,11.4) (0.4,0.6) 0.00030
7 2700 20 1010 1350 (11.2,11.4) (0.4,0.6) 0.00040
8 2700 20 1010 1500 (11.2,11.4) (0.4,0.6) 0.00020
9 2700 20 1010 1750 (11.2,11.4) (0.4,0.6) 0.00020
9 2700 20 1010 2000 (11.2,11.4) (0.4,0.6) 0.00020
9 2700 20 1010 2250 (11.2,11.4) (0.4,0.6) 0.00020

sults at t = 6.6 ms. At this time the shock has
reflected off the end wall and has almost passed
through the cloud a second time. As the figure il-
lustrates, a significant increase in post-shock tem-
perature is observed in the area closest to the wall,
both for the gas and dust.

A preliminary parameter study was made to in-
vestigate the effect of the three most uncertain pa-
rameters in the experimental work, the aluminium
cloud position xAl and yAl, the aluminium void
fraction θAl, and the ignition temperature Tign,
as summarised in Table 2. The diameter dAl, den-
sity ρAl, and specific heat capacity at constant
volume Cvd is also given in Table 2. As illustrated
in Eq. 3 the ignition is assumed to take place, as
soon as the temperature increases above a certain
threshold value. The effect of increasing the ig-
nition temperature is an increase in the ignition
time up until a certain level. For the Ms = 3.8693
problem studied here, a threshold ignition tem-
perature of Tign = 2250, does not lead to ignition
of the cloud. In the experimental work the dust
cloud was positioned on a knife edge at only 4
mm distance to the wall. Particle collision with
the end wall is therefore expected to occur, lead-
ing to energy loss. This effect has not been taken
into account in the numerical work. The most
optimal position of the cloud would therefore be
to increase the distance to avoid particle collision
with the wall before the shock has reflected and
passed through a second time. As expected, the
effect of increasing the initial cloud position rel-
ative to the wall, is an increase in ignition time
as defined in the experiment. If the particle void
fraction is increased, an increased retardation of
the shock inside the cloud is observed, the effect
on the particle temperature is however limited, for
the dilute clouds studied here.

In this paper we demonstrate the capability of
our numerical method RSPH to simulate shock
interaction with cloud of inert and reactive par-
ticles. The parameter study gives valuable infor-
mation about the importance of the different pa-

rameters, and the numerical results are promising
for further particle combustion studies, when new
and more complete combustion models are to be
implemented.
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Figure 3. Low resolution plot of a reactive aluminium particle cloud.
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Abstract

A novel, unstructured, shock-fitting algorithm ca-
pable of simulating steady flows has being further
developed to make it capable of dealing with un-
steady flows. The present paper discusses and
analyses the early efforts made to extend to un-
steady flows the existing algorithm. The proper-
ties of the unsteady version of this novel unstruc-
tured shock-fitting technique are tested by refer-
ence to a simple, but not trivial, test case that
confirms that the proposed shock-fitting technique
preserves second-order accuracy downstream of a
moving shock wave.

1. Introduction

In recent years, the authors have de-
veloped an unstructured, shock-fitting
algorithm capable of simulating steady
flows in two (Paciorri and Bonfiglioli 2009,
Paciorri and Bonfiglioli 2011) and three
(Bonfiglioli et al. 2013) spatial dimensions.
The fitted shocks are treated as interior bound-
aries of zero thickness that are free to move
throughout a triangular/tetrahedral mesh that
covers the entire computational domain and
locally adapts to follow the shock motion. The
Rankine–Hugoniot jump relations are used to
compute the Lagrangian motion of the discon-
tinuities and the unstructured, shock-capturing
solver described in Bonfiglioli 2000 is used to
discretize the governing PDEs in the smooth
regions of the flow-field.

The aforementioned methodology is being fur-
ther developed to make it capable of dealing with
un-steady flows. This can be accomplished by
introducing three new ingredients: i) the shock-
capturing code must be capable of working in an
Arbitrary Lagrangian Eulerian (ALE) setting; ii)
the order of accuracy of the Lagrangian shock mo-
tion must be raised to second order; and iii) the
algorithm must be capable of automatically de-
tecting changing flow topologies, such as those
that occur when a shock meets another shock or
a solid wall.

The former two issues are addressed in this pa-
per, whereas the latter is left for future work.
Because of this, the current version of the un-
structured, shock-fitting algorithm can only be
used to simulate un-steady flows that do not un-
dergo topological changes. Its current capabili-
ties are demonstrated by reference to a piston-
driven flow: the moving shock wave generated by
a piston which is impulsively set into motion in-
teracts with the expansion that forms once the
piston starts decelerating. This one-dimensional,
un-steady problem is solved on a truly unstruc-

tured two-dimensional planar grid.

The analysis of the numerical results shows that
the proposed shock-fitting methodology is capable
of computing high quality solutions of unsteady
flows with shocks while preserving the design or-
der of accuracy of the fluid dynamic solver also in
the region downstream of the moving shock.

2. Numerical method

The unstructured shock-fitting algorithm consists
of two key ingredients: 1) a local remeshing
technique that constructs a time-dependent mesh
in which the fitted discontinuities are internal
boundaries of zero thickness and 2) an algorithm
for solving the Rankine–Hugoniot jump relations
that provide the Lagrangian velocity of the discon-
tinuity and an updated set of dependent variables
within the downstream side of the fitted shock.

More precisely, in two space dimensions, the fit-
ted shock fronts are made of polygonal curves, i.e.,
a connected series of line segments (which we call
the shock edges) that join the shock points. These
shocks are free to move throughout a background
triangular mesh that covers the entire computa-
tional domain (see Fig. 1).

Downstream Upstream

Shock 

Figure 1. Background mesh and fitted shock.

At a given time level n, a local, constrained De-
launay triangulation is applied in the neighbor-
hood of the shock front to ensure that the edges
that make up the shock front are also part of the
triangular grid that covers the entire computa-
tional domain (see Fig. 2).

The shock speed and downstream state are
computed according to the Rankine–Hugoniot
jump relations and each of the shock points is
moved in a Lagrangianmanner, see Fig. 3. A more
detailed description of the shock-fitting algorithm
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Figure 2. Remeshed grid.

w∆t

w∆t

Figure 3. Shock motion and cell deformation.

can be found in Paciorri and Bonfiglioli 2009,
Paciorri and Bonfiglioli 2011.

It is important to underline that the shock-
fitting algorithm described in aforementioned ref-
erences is only capable of accurately computing
steady flows. There are two reasons for this.

First, it does not take into account that the
triangular cells that abut on the shock front have
one of their nodes that moves with the shock, thus
deforming the cell. This is schematically shown
in Fig. 3 where dashed lines are used to show the
edges of the triangular cells when the shock front
is at time level n and solid lines to show the same
sides when the shock has reached time level n+1.

Second, the position Pi of the shock points is
updated using the first-order-accurate Euler ex-
plicit scheme:

Pn+1

i = Pn
i + wn

sh∆t

where wn
sh is the shock speed evaluated at time

level n and ∆t is the time step size.

Ignoring the deformation of the cells and us-
ing a first-order-accurate formula for computing
the shock trajectory does not affect the correct-
ness and the spatial accuracy of steady state cal-
culations, but completely jeopardize the compu-
tation of un-steady solutions. Therefore, the min-
imum requirements for making time-accurate the

steady version of the shock-fitting algorithm con-
sist in implementing an ALE technique in the gas-
dynamic solver and a second-order-accurate time
integration of the shock trajectory.

The shock-capturing solver described
in Bonfiglioli 2000 now uses the second-
order-accurate (in both space and time)
ALE Lax-Wendroff (LW) scheme described
in Lefrançois et al. 1999. Discrete conservation
and the fulfillment of the Geometric Con-
servation Law is accomplished as described
in Michler et al. 2003.

The spatial and temporal accuracy of the ALE-
LW scheme has been verified using an exact solu-
tion of the un-steady Euler equations which con-
sists in a vortex convected by a uniform stream,
see Bonfiglioli and Paciorri 2013. Starting from a
coarse Delaunay grid and time-step length, five
levels of nested grids have been created by recur-
sive subdivision of the coarsest one. The time-step
length has also been halved when passing from a
given grid level to the finer one. The mesh ex-
pands and the shrinks while the vortex is con-
vected over a distance approximately equal to 1.5
times the vortex size. Table 1 shows the L2-norm
of the discretization error at the final time for each
component of Roe’s parameter vector along with
a global measure of the order-of-convergence (ñ)
for each pair of consecutive grid levels; it can be
seen that design order is recovered.

The order of accuracy of the shock trajectory
has been raised to second order by implementing
a two-steps time integration scheme. More specif-
ically, the predictor step estimates the position of
the shock at time level n+ 1/2 using the explicit
Euler scheme:

P
n+1/2
i = Pn

i + wn
sh∆t/2.

The shock speed w
n+1/2

sh at time level n + 1/2 is
then computed using the intermediate shock posi-

tion P
n+1/2
i and, finally, the position of each shock

point is updated at time level n+1 in the corrector
step:

Pn+1

i = Pn
i + w

n+1/2

sh ∆t.

3. Test case definition

In order to assess the properties of this novel
unsteady shock-fitting technique, a simple, but
not trivial, test-case has been numerically simu-
lated. A planar, piston-cylinder assembly is ini-
tially filled with air (treated as an inviscid, perfect
gas) at rest. The piston, which bounds the cylin-
der on its left end, is impulsively set into motion
with speed vp/a1 = 0.735, a1 being the isothermal
speed of sound of the quiescent air. The evolution
of the flow is sketched in the x− t plane in Fig. 4:
a moving shock wave is generated, which trav-
els towards the closed (right) end of the cylinder.
At time tL/a1 = 0.24, the velocity of the piston
is gradually decreased until it stops; a continu-
ous expansion wave is generated and reaches the
shock, which reduces its strength and speed.

2
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Table 1. Inviscid vortex convected by a supersonic stream: L2-norm of the discretization error and measured
order of convergence.

grid
√

ρ
√

ρH
√

ρu
√

ρv

level L∆t/U∞ L2 ñ L2 ñ L2 ñ L2 ñ

1 .0147902 0.1255E-01 - 0.2843E-01 - 0.2289E-01 - 0.3052E-01 -
2 .0073951 0.6002E-02 1.06 0.1275E-01 1.16 0.9630E-02 1.25 0.1376E-01 1.15
3 .0036975 0.1863E-02 1.69 0.3725E-02 1.78 0.2839E-02 1.76 0.4139E-02 1.73
4 .0018488 0.4886E-03 1.93 0.9512E-03 1.97 0.7179E-03 1.98 0.1072E-02 1.95
5 .0009244 0.1228E-03 1.99 0.2361E-03 2.01 0.1780E-03 2.01 0.2691E-03 1.99

2 

1

Expansion fan

Sampling position

x=0.3 x=0.67 x=4.42 x=4.43

t=2.8

t=0.24

t=0

Vp

Piston

Shock
t

x

Figure 4. Unsteady problem: shock wave generated
by a right-running piston moving in a planar, piston-
cylinder assembly.

When the numerical simulation begins t = 0, the
computational domain is a rectangle having di-
mensions 5L × L in the stream-wise and cross-
flow directions and the shock wake has already
traveled a distance x/L = 0.3 from the piston.
With reference to Fig. 4, The initial states, re-
spectively upstream and downstream of the mov-
ing shock, are denoted as 1 and 2 and are reported
in Tab. 2. The simulation is run up to a final time
tL/a1 = 2.8. At this time, the shock has almost
reached the closed (right) end (x/L = 4.43). Even

Table 2. Initial states.

state a/a1 p/p1 u/a1

1 1 1 0
2 1.159 2.2577 0.735

though this test case could be simulated using a
one-dimensional flow model, the numerical simu-
lation has been performed on a two-dimensional
mesh. This background mesh is made of 6369
grid-points and 12448 triangular elements and the
shock front has been discretized using 41 shock
points. The background mesh has been generated
so as to avoid any alignment among the cell sides
and the wave front so that the numerical simula-
tion is truly two-dimensional. The computational
domain is shown in Fig. 5, where the region sur-
rounding the shock front at tL/a1 = 2.8 is shown
in detail with the computational mesh.

During time evolution, the streamwise size of the
computational domain is reduced because of the
piston’s motion. All nodes of the background
mesh move as the time elapses, but the topol-
ogy of the mesh does not change. Therefore, at

Figure 5. Computational domain: detail of the mesh
in the neighborhood of the shock.

each integration step, all the cells of the compu-
tational mesh are deformed and not only those in
the neighborhood of the shock.

4. Results

Figure 6 shows the pressure distribution on the
field at t = 2.8 obtained by the shock fitting
solver. The structure of the flow field is rather
simple. The shock wave divides the computational
domain into two regions: the upstream region (the
right region) where the gas is at rest and the down-
stream region where flow is not uniform due to the
expansion caused by the piston deceleration.

Figure 6. Pressure flow-field at t = 2.8.

Figure 7 plots the time evolution of the pressure
ratio (p/p1) inside the duct as the piston proceeds
in its motion. The pressure distributions were ex-
tracted along the line plotted in Fig. 6 by different
time step solutions spaced out by a same time in-
terval (∆t = 0.2).

The position of the shock wave is clearly distin-
guishable at all the times because of the pressure
jump. The effects of the expansion fan on the
shock wave strength are also evident. Indeed, the
pressure jump decreases continuously as the shock
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Figure 7. Pressure ratio time-history.

moves towards the right side. Spurious distur-
bances observed in figs. 6 and 7 on the pressure
distributions are an effect of numerical error and
related to the two-dimensional nature of the sim-
ulations. Indeed, the absence of alignment among
the cell faces and the wave fronts avoids to ob-
tain numerical solutions that are in practice one-
dimensional, i.e. with no differences in the distri-
butions extracted at different ordinates.

In order to assess the order of accuracy in
time for the present test case, the Richardson ex-
trapolation technique described in Roache 1997
has been adopted. For the same discretization
grid level, three time levels have been considered,
namely: △t1 = 2△t2 and △t2 = 2△t3, where
△t3 = 0.001. The observed order of accuracy (n)
in time is obtained by the following relation

n =
log

(

φ1−φ2

φ2−φ3

)

log (2)

where φ represents the generic variable and the
subscripts refer to the solutions computed with
different time step ∆t. As for the present analysis,
φ =

√
ρ, the solutions at t = 2.8 were sampled at

five different locations immediately downstream
of the shock wave (see fig. 8) at x = 4.42. The
ordinate sampling locations, the values φi and the
observed order of accuracy are reported in Table 3.

Table clearly shows that the order of accuracy
downstream of the shock is very close to the for-
mal order of the gasdynamic solver (i.e. 2). This
result makes evident one of the main advantage of
shock-fitting technique. Indeed, on the contrary
of the shock-capturing technique the shock-fitting

Table 3. Observed order of time accuracy for the un-
steady problem of a shock wave traveling in a closed
channel.
y φ1 φ2 φ3 n
0.0000 1.48912 1.48963 1.48975 2.0875
0.2739 1.48995 1.49123 1.49155 2.0000
0.5746 1.49602 1.49702 1.49727 2.0001
0.7514 1.49804 1.49828 1.49833 2.2630
1.0000 1.49702 1.49805 1.49827 2.2271

o

o 

o 

o

o 

x=4.42 x=4.43

sampling
locations

shock

Figure 8. Sampling points for convergence analysis.

is able to preserve the formal order of accuracy of
the gasdynamic solver in the region downstream
of the shock wave.

5. Conclusions

A preliminary version for unsteady flows of the
unstructured shock-fitting was successfully devel-
oped. The present technique allows to treat
flows with moving shocks but without that topo-
logical changes occur. The capability of au-
tomatically identifying changing topologies will
be subject of future work. In a recent work
(Paciorri and Bonfiglioli 2012), the authors have
started investigating the use of fuzzy logic and al-
gorithms originally developed in image analysis to
accomplish this task.
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Detailed investigation of Guderley shock wave reflections in steady flow
E.I. Vasilev
Volgograd State University, Volgograd, 400062, Russia

The well known problem for the self-similar
Mach reflection of the weak shock waves, called the
von Neumann paradox, is associated with the
impossibility of adequate description of shock wave
configuration near the triple point by the classical
three-shock theory (3ST). Comparison with
experimental data for weak shock waves shows that
the solution of the 3S-theory either does not exist or
does not agree with that experimental data. For a
detailed description of the matter see Skews &
Ashworth (2005) and Ben-Dor G. (2007) for
example.

Calculations performed by Vasilev (1999) using
a computational grid with a very high resolution and
new front tracking technique confirmed the
principal points of Guderley’s solution. The
numerical calculations revealed the existence of an
expansion fan emerging from the triple point with a
supersonic patch behind it. These results allowed
formulating a four-wave theory (4WT) which
completely resolved the von Neumann paradox. The
numerical results and theoretical analysis showed
that a very small logarithmic singularity with very
large (infinite) gradients of the flow variables was
formed near the triple point. The curvature of the
reflected shock wave at the triple point also
approached infinity. Because of the large curvature
of the reflected shock wave, the subsonic flow
behind it converges and becomes supersonic. Owing
to a small sizes the supersonic zone could not be
detected in experiments with affordable resolution,
and probably, this was a main reason for the
emergence of von Neumann paradox.

Skews & Ashworth (2005) achieved the
remarkable result. The above-mentioned expansion
fan was clearly detected in their unique experiments
using a large-scale installation. Tesdall et al. (2006)
performed similar calculations using the model of
the nonlinear wave system. They discovered a
complex series of alternating expansion fans and
weak shock waves that connects the supersonic flow
regions. The recent experimental results Cachucho
and Skews (2012) again have attracted attention to
weak shock reflection features. It is detected that
the G-reflection meets in more broad class of shock
wave flows, than was considered earlier. However a
microscale of features very much complicates the
researches over wide range of input parameters.

We consider the steady reflection of a shock
wave from a straight wall in channel, arising in the
supersonic perfect gas flow (figure 1). The basic
data of a problem are the incoming flow Mach
number, M, the angle of the incident shock wave, β,
and the height of exit cross-section, L.

The steady reflection wave configuration exists
only at condition L ≥ Lm , where Lm is some minimal
altitude of exit cross-section. In this requirement the
center of the rarefaction wave is located above the
reflected shock wave (see figure 1).

To decrease number of input data we investigate
the reflection configurations with minimum value
L = Lm, i.e. configurations, at which the reflected
shock wave passes immediately below center of the
rarefaction fan. It complicates the used computa-
tional technology, but reduces number of input data
up to two: M and β.

Figure 1. Density contours in a steady shock reflection

The basic numerical W-method (Vasilev, 1996)
and the front tracking technique for shock waves
and slipstream line (Henderson et al, 2003) are used
in calculations. Each calculation consists of two
stages. 1) Obtaining of steady flow at minimum
L = Lm. 2) Applying of a special mesh refinement
procedures for extra accuracy in the triple point
neighborhood. As a rule the series of improved
local grids are used to achieve high accuracy in the
triple point neighborhood at the stage 2. However
this technique badly adapts to moving grids, has
difficulty with boundary conditions and requires a
lot of computer resources. As a whole it is not
suitable for mass calculations.

The new more effective computational
technology using one moving grid was applied in
present work. Since initial steady flow we compress
a grid to the triple point so that the flow on outflow
boundaries of a grid was supersonic in relation to a
grid. This technique (named as supersonic zoom-in)
has not of the above mentioned defects and allows
executing a multiple calculations by limited
computing resources. Simultaneously execution of
zoom-in and the front tracking procedures allows
getting the quantitative information about geometry
of shock waves and slipstream.

Object of researches is the wave configurations
of Guderley reflections. Domains of the various
shock wave reflection configurations at γ = 5 3/  in
(M, β)-plane are shown in figure 2. In regions A and
B the reflections are not exist. In A-region the
incident shock wave does not exist because of
M Mn = <sin β 1. In B-region the flow behind

incident shock is subsonic and, hence, the reflected
shock does not exist. In white 4W-region with
boundaries β β β*

*( ) ( )M M≤ ≤  the classical three-
shock theory has not the physical solution. The
four-wave scheme of flow with the supersonic patch
behind the triple point is realized in this region.
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Figure 2. Domains of the various shock wave reflection
configurations, γ = 5 3/ .

4W-region is divided into two parts GR-region
and VR-region. In this paper the computations was
performed only in GR-region.

Figure 3. Set of the calculated cases in (M, β)-plane

The set of the all calculated cases in (M, β)-plane
is shown in figure 4. Each point is one variant of
calculation for different M and β. In total about 200
variants were calculated and analyzed. The main
attention in present investigation was directed to
cases hereabouts from the upper bound β*( )M .

Calculations were performed for a perfect gas
with γ = 5/3 . The grid 280×400 was used in most
cases. Zoom-in process was terminating when top
of patch reached boundary of computational grid.
Thus the final zone of the supersonic patch has
contained about 100×200 cells. The CPU time for
the each variant was about 50 hours on one core.

Figure 4. Mach number contours in the supersonic
patches near the triple point for GR.
(a) M = 1.5, β = 61.6°;    (b) M = 1.808,  β = 60.1°.
(c ) M = 1.58, β = 58.1°;  (d) M = 1.772,  β = 59.0°.
The contour step is 0.5⋅10-4 (a, b) and 2⋅10-4 (c, d)

Mach number contours near the triple point for
four cases of G-reflections are shown in figure 4. In
all cases the complex series of supersonic patches is

21st Intl. Shock Interact. Symp. 43 3 - 8 Aug. 2014, Riga, Latvia



well seen above the slipstream line. The vertical
size Hp of supersonic patch is defined as distance
from the triple point T to top of patch C, Hp = TC.

Configurations 4a and 4b are obtained for
parameters near to upper boundary β*( )M  for
different Mach numbers of incoming flow. The
supersonic patches represent a narrow zone with
close vertical sizes Hp about 3% of Lm . The density
differential across slipstream is very small in these
cases: ∆ρ/ρ ≈ 3⋅10-4.

Configurations 4c and 4d are obtained for
parameters near to low boundary, at which the
supersonic zone below slipstream line vanishes.
This effect is well demonstrated via the Mach
number contours. The decrease of the β angle is
accompanied by fast decreasing of the patch sizes.
For example vertical sizes of patches in figure 4a
and 4c differ more than in 1000 times. In this cases
the density differential across slipstream is greater
approximately at ten times. The ratio Wp/Hp of patch
width to height grows. The patch width Wp is
defined as distance from the triple point T to the
first terminated shock.

Figure 5. The patch size Hp as function of β β*−

The patch sizes for the all calculated cases were
measured. In figure 5 the vertical size Hp as
function of angle difference β*

 − β is presented. The
fast decreasing of sizes for all values of Mach
number has place.

To systematize these results we introduce
additional linear parameters

Y Y Lstm ref m+ = ,                              (1)

where Ystm is height of Mach stem, Yref is vertical
size of the reflection shock wave. The value Ystm
with all cases in figure 3 is varying in diapason
(0.52÷0.6)Lm and weakly grows with Mach number.
The common logarithm of ratio of the patch sizes to
Yref is presented in figure 6. In these variables the
distinctly expressed regularity takes place for small
value of argument. The patch sizes at β*

 − β <0.25°
are situated on a unified curve for all Mach
numbers. Note that the vertical size Hp at β*

 − β → 0

tend to the finite limit size, which one does not
depend on a Mach number. The same dependence
has place for the patch width Wp , however the
maximum width is reached at the some distance
from boundary β*( )M . For β*

 − β >0.25° this
regularity is broken.

Figure 6. Sizes of patches as function of β β*−

The same results are represented at another
transformation of variables in figure 7. Here the
common logarithm of ratio of the patch sizes to
height of Mach stem Ystm is represented as function
of complex parameter ψ. Parameter takes into
account the input data position in 4W-region as a
whole.

Figure 7. Sizes of patches as function of ψ  (2)

Independent variable

ψ β β
β β

= −
− −

*

*
*

1

12Mn

,   here M Mn = sin β . (2)

The factor includes the normal component of the
incoming Mach number and characterizes the input
data position in relation to boundary of A-region in
figure 2. In new variables the results for the patch
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size Hp are situated on a unified curve for all Mach
numbers in range ψ > 0.03. For the width of patch
Wp such transformation works a few worse.

Thus two tendencies in the unified relation are
observed that speaks about the different mechanism
of an influence. Near the upper boundary of 4W-
region the reflection shock demonstrates the
property more peculiar for a coming shock wave.

Figure 8. Tangent slope angles along fronts for the
reflected shock (1), Mach stem (2), and the slipstream
(3) as functions of natural parameter

In more detail the geometrical characteristics of
the shock wave fronts and the slipstream line were
studied for case М = 1.706 and β = 59.5° by using
the fine computational grid. The slope angles to
coordinate axes of the reflected shock, Mach stem
and the slipstream line as functions of natural
parameter are presented in figure 8. The zero point
for the natural parameter, s, is the triple point.
Natural parameter is normalized by the zoom-factor
0.008. The slope angles of the shock waves to the
vertical axis are presented by the dot curves 1 and 2.
The slope angle of slipstream line to the abscissa
axis is presented by the dot curve 3. Each dot
corresponds to a separate cell of computational grid.

Jump on slipstream (curve 3) at s = 0.1 is
produced by intersection with the first terminated
shock. The track from the terminated shock is
observed on the Mach stem also. Note that the
derivatives of the functions in figure 8 equal the
curvatures of the shock waves and slipstream. The
large reflected wave curvature increasing to the
triple point (i.e. at s → 0) is visible clearly. The
Mach stem and the slipstream line have not the
similar property. Moreover, the behaviour of curve
2 and 3 is close to linear dependence inside the
patch. It means that curvature of the Mach stem and
the slipstream inside the patch is finite and almost
constant. Note the Mach stem curvature outside of
patch (i.e. at s > 0.2)  is more than within the patch.
The constancy of curvature means that the forms of
applicable front parts are close to arcs of circle.

It is evidently that the finite curvature of fronts
accompanies the finite gradients of parameters in
these zones. Thus the singularity with infinite
gradient for Guderley reflection is located only in a
narrow zone between the reflected front and
expansion fan. In other sectors of patch the
singularity does not exist. Note the similar property
was supposed by Vasilev (1998), however, later it
was put under doubt (Vasilev & Kraiko, 1999).
Now we establish that the original point of view
was correct.

Within the suggested framework:
1. The new effective computational technology

was demonstrated ("zoom-in" technique).
2. It was found the upper limit of the patch in the

steady GR does not depend on the incoming Mach
number, the maximal patch size reaches 6,5% of the
vertical reflected wave size.

3. The universal relations for the supersonic
patch sizes were detected.

4. It was confirmed the slipstream and Mach
stem have a finite curvature in a triple point.

5. It was shown the maximum curvature of the
Mach stem in the steady GR is reached outside of a
supersonic patch.
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Impact of the interplanetary magnetic field on collision of

solar wind and Earth’s bow shocks
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General and Applied Mathematics Department, Moscow State Industrial University, Avtozavodskaya
16, Moscow, 115280, Russia

Up-to-date spacecraft measurements of the so-
lar wind and the interplanetary magnetic field
Bsw in the neighborhood of the Lagrange point
L1, at which the Sun and Earth’s gravity forces
are in equilibrium, and measurements of the
magnetosheath parameters near the Earth’s bow
shock Sb and magnetopause are actively used
to identify sharp sudden changes in the Earth’s
magnetosphere related with interplanetary shock
waves (Přech et al. 2008, Pallocchia et al. 2010).
These investigations are used to predict the cos-
mic weather manifesting on the Earth in the
form of sudden storm commencements, magnetic
substorms, and sudden geomagnetic impulses
(Keika K. et al. 2009, Samsonov et al. 2011).

Numerical simulations are used to analyze
the flow developed when an interplanetary
shock wave Sf propagates along the surface of
the Earth’s bow shock (Pallocchia et al. 2010,
Samsonov et al. 2011). However, the finite-
difference methods have insufficient spatial reso-
lution and, as a result, several MHD waves merge
and cannot always be identified, for example, slow
and Alfvén waves can be combined with a contact
discontinuity (Samsonov et al. 2006).

Exact solutions of the 3D problem of interac-
tion between Sb and Sf when the wave flow pat-
tern is a function of the running coordinates (lat-
itude and longitude) of a point on the surface of
Sb are necessary to interpret adequately space-
craft’s measurements. The global 3D pattern of
this interaction between Sf and Sb has been con-
structed as a mosaic of solutions of the Riemann
problem (breakdown of an arbitrary MHD discon-
tinuity on the line LSfSb of intersections of Sf

and Sb) (Pushkar 2009). These solutions can be
treated as the boundary conditions for calculating
the flow generated in the magnetosheath and the
successive impact on the magnetosphere.

In the present paper the results Pushkar 2009
are represented as visual dependences of gasdy-
namic parameters and magnetic fields convenient
for applications. They are used to analyze the flow
developed near the bow shock and in the magne-
tosheath. The global distributions of the density
and magnetic field strength are constructed for all
the waves developed on the surface of Sb.

1. Formulation of the problem

We will consider the problem of impingement of
the plane front of an interplanetary MHD fast
shock wave Sf traveling from the Sun with a ve-
locity VSf with respect to the solar wind on the
Earth’s bow shock Sb in the magnetohydrody-
namic model (Kulikovskii and Lyubimov 2005).
We will treat Sb as an MHD fast shock wave

of variable intensity which is standing off from a
blunt obstacle, the magnetopause m, represent-
ing the boundary of the Earth’s magnetosphere
(Fig. 1,a). The shape of Sb is determined by the
state of the solar wind and Bsw and conditions
of flow past the magnetopause and assumed to be
given. The vector Bsw is assumed to be inclined
to Vsw by an angle ψsw and, to be specific, lies
in the plane of ecliptic, while the normal nSf to
the front of Sf is directed along the Sun-Earth
radius and aligned with the vectors Vsw and VSf

(Vsw‖VSf).

Figure 1. Positions of the front of an interplanetary
shock wave Sfi (i = 1, 2) and curves LSfSb of inter-
section of Sf with the surface of Earth’s bow shock Sb

when Sf travels. The magnetosheath is the zone be-
tween Sb the magnetopause m. Negative and positive
values of y correspond to the dawn and dusk flanks,
respectively. The tangential discontinuity catastrophe
KT takes place on the curve KT (a). Wave pattern
(regular solution) developed in the neighborhood of a
point of intersection of Sf and Sb (b).

The bow shock is assumed to be steady-state
and each of its elements, approximated by a tan-
gential plane to the surface Sb with the normal
nSb, is given by two angular coordinates, namely,
the latitude α (angle of inclination of the ele-
ment of Sb to Vsw) and the longitude τ (angle
of inclination of nSb to the plane of the eclip-
tic) so that nSb = (cosα, sinα cos τ, sinα sin τ)
(Fig. 1,a). The subsolar point on Sb is the vertex
of a paraboloidal surface whose latitude is equal
to 90◦. The lines of constant longitude τ = const
are meridians on the surface Sb passing through
the vertex. The density ρsw, the pressure psw,
Vsw , and Bsw are assumed to be known in the
undisturbed solar wind stream ahead of Sb; there-
fore, all the flow and magnetic field parameters
in the magnetosheath (downstream of Sb) can be
determined as functions of α and τ from relations
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on the steady-state inclined non-plane-polarized
MHD shock wave (Pushkar 1999). For this pur-
pose it is necessary to go over to an instantaneous
local coordinate system moving with a point (α, τ)
on curve LSfSb (Fig. 1,a) (Pushkar 2009).

After contact of the fronts of Sf and Sb at the
subsolar point, a discontinuity between the states
downstream of Sf and Sb is formed at each point
on LSfSb. The impinging shock wave Sf travels
along the surface Sb with a supersonic velocity;
therefore, the process of Sf and Sb collision can
be considered locally. The flow is assumed to be
established in a fairly short time that can be ne-
glected as compared with the characteristic shock
displacement time.

A regular solution downstream of LSfSb con-
sists of two combinations of self-similar steady-
state flows containing a fast shock wave (shock S+

or rarefaction wave R+), non-plane-polarized
Alfvén (rotational) discontinuity A, and a slow
wave (S− or R−) (Pushkar 2009) separated by a
contact discontinuity C (Fig. 1,b). Six indepen-
dent boundary conditions must be fulfilled on C,
namely, these are the no-flow condition and the
condition of continuity of the velocity, pressure,
and magnetic field (Pushkar 1999).

Since the normal nSf is assumed to be aligned
with Vsw , the entire problem is determined by
five dimensionless parameters. These are the gas-
dynamic Mach number of the solar wind Msw =
|Vsw|/a0, where a0 =

√

γpsw/ρsw, the ratio of
the gaskinetic and magnetic pressures in the so-
lar wind β = 8πpsw/B

2

sw (or the Alfvén number

N = aA/a0 ≡
√

2/γβ, where aA = |Bsw|/
√
4πρsw

is the Alfvénic velocity), the angle ψsw between
the vectors Vsw and Bsw, the Mach number of
the interplanetary shock wave MSf = |VSf |/a0,
and the specific heat ratio γ = 5/3. The state
downstream of Sb at the point of interaction be-
tween Sf and Sb (local problem) is given by the
angles α and τ .

We will specify parameters corresponding to
mean values in the quiescent solar wind in the
Earth’s orbit, namely, Vsw = 390 km/s, |Bsw| =
6.2 nT, the proton temperature 1.2·105 K, the par-
ticle concentration 11 cm−3, and aAsw ≈ 55 km/s
from which we can find the dimensionless quanti-
ties Msw = 8,N = 1.1 (β ≈ 1), and ψsw = 45◦.
The solar wind shock wave Sf can appear as
a result of different events on the Sun, namely,
flares, chromospheric coronal mass ejections, etc.,
the observed values of MSf lying on the interval
1.3 ≤ MSf ≤ 10. In order to investigate the pro-
cess of interaction between Sb and Sf we take the
gasdynamic Mach numbers MSf = 2, 3, 5, and 8
which are typical for weak, medium, and strong
interplanetary shock waves.

2. Change in the gasdynamic param-
eters and magnetic field in Sb

Variations in the physical parameters and mag-
netic field in Sb shown in Fig. 2 correspond to the
projection of the surface Sb to the plane Y Z (view
on the surface Sb from the Sun in Fig. 1,a). Here

and in all subsequent figures the pictures are plot-
ted in the polar coordinate system as functions of
the latitude α and the longitude τ of a point on
the surface Sb. Parallels α = const are concentric
circles with the center at the origin (at the subso-
lar point α = 90◦). The values of α (in degrees)
are plotted on the boundaries along the extreme
vertical and horizontal pictures. The meridians
τ = const are not plotted, they correspond to
radii issuing from the origin located at the sub-
solar point on Sb. The scales of the quantities
divided by the corresponding values in the solar
wind are shown in each of the pictures to the right.

Figure 2. Parameters of the medium and mag-
netic field downstream of Sb: dimensionless density
ρSb = ρ/ρsw, pressure PSb = p/psw, and magnetic
field strength |B|Sb = |B|/|B|sw (a–c), −Bx, By, Bz

divided by |B|sw (d–f), and velocity components
−|V|Sb/a0sw , Vy/a0sw , Vz/a0sw (g–k).

The steady states of the medium and the mag-
netic field are significantly inhomogeneous and
anisotropic on the leeward side of Sb (Fig. 2). An
approximate equality of the gaskinetic and mag-
netic pressures psw and |Bsw|

2/8π (β ≈ 1) and
predomination of the dynamic pressure pdyn =
ρswV

2

sw , as compared with the gaskinetic (and
magnetic) pressure pdyn/psw = γM2

sw ≈ 106, is
characteristic of the solar wind in the Earth’s or-
bit. Nevertheless, even so small, at first sight,
contribution of the magnetic field (magnetic pres-
sure is less than 1% of the dynamic one) leads
to an appreciable transformation of the distribu-
tions of parameters of the medium behind the Sb

front which are not axisymmetric (Fig. 2). This is
due to the magnetohydrodynamic nature of flow.
The asymmetry of the density variations (Fig. 2a),
which reaches 15–20% on the dawn-dusk flanks
(see also Grib and Pushkar 2006), is confirmed by
spacecraft measurements (Paularena et al. 2001).

The effects of asymmetry of the distributions
of all the quantities shown in Fig. 2 in the dawn
and dusk flanks of Sb are associated with different
action of the magnetic field on the interaction and
flow parameters and self-consistent variations of
the magnetic field (Figs. 2,c–f) by virtue of the
fact that the bow shock is quasi-parallel and quasi-
perpendicular (with respect to the angle between

2
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its normal and the magnetic field strength vector)
on these flanks.

These features of variations in the density, the
pressure, the velocity, and the magnetic field on
Sb are important for understanding the processes
occurring in the interaction between the shock-
compressed homogeneous solar wind behind Sf

and the magnetosheath by virtue of the fact that
the waves and discontinuities developed propa-
gate through inhomogeneous anisotropic plasma
formed in Sb and their qualitative structure, in-
tensity, and variation in the physical parameters
are determined by the state of the magnetosheath
at a point on Sb considered.

3. Change in the density in the mag-
netosheath

When a shock wave Sf of different intensity im-
pinges on Sb (Fig. 3), the density varies in different
ways due to both quantitative and qualitative dif-
ferences between changes in the parameters in the
initial shock Sb on the dawn and dusk flanks and
the nature of interaction of Sf and Sb on these
flanks due to different orientations of Bsw with
respect to their fronts (Pushkar 2009) leading to
strengthening of asymmetry in the density distri-
bution.

Figure 3. Variations in the dimensionless density
∆ρ/ρsw in S

′

f , S(R)−f , on C, in S(R)−b , S
′

b (from top

to bottom in each column) for MSf = 2, 3, 5, 8 (from
left to right in each row).

As compared with the initial Sf , the density
variations in the shock wave S′

f (Fig. 1,b), which
arises during transformation of Sf in the nonlin-
ear process of its interaction with Sb, and will be
called by “refracted” shock, are strengthened, the
jump in density in S′

f increasing significantly at
the very edge of the dawn flank near the boundary
of existence of the regular solution (Pushkar 2009)
in a fairly wide neighborhood of the plane of the

ecliptic 135◦ < τ < 225◦ (Figs. 3, a–d). The
greater MSf , the greater variations in the density
in this zone.

A rotational discontinuityAf moves in the wake
of S′

f toward the magnetopause. On Af the den-
sity does not vary; however, variations in the
magnetic field and the velocity create the state
through which a slow wave propagates. This wave
can be a slow shock S−

f or a rarefaction wave R−

f .

In the case of weak Sf (MSf = 2 and 3, Figs. 3, e
and f) the density increases only slightly in S−

f

and decreases considerably in R−

f . The rarefac-

tion waves R−

f develop in the most part of in-

teraction. Stronger shock waves Sf (MSf = 5
and 8, Figs. 3, g and h) lead to weakening R−

f and

strengthening S−

f . Thus, increase in the intensity
of Sf leads to an additional considerable increase
in the density in S−

f .

When MSf = 2, the tangential discontinu-
ity catastrophe KT (Pushkar 2009), which takes
place on the dusk flank at the edge of the reg-
ular interaction domain, has almost no effect
on the density variations: |∆ρ| < 0.025ρsw
on the curve KT and the width of the zone
downstream of the curve KT is less than 0.6◦

in latitude (Pushkar 2009). When MSf = 3,
changes in the density on KT become apprecia-
ble, flow S′

fAfS
−

f CS
−

b AbS
′

b is replaced by flow

S′

fAfR
−

f CR
−

b AbS
′

b as Sb is crossing the curve KT

(Fig. 1,a) (Pushkar 2009), S−

f being transformed

suddenly in R−

f of finite intensity, the density de-

creases by |∆ρ| ≈ 0.23ρsw in the neighborhood
of the plane of the ecliptic (Fig. 3, f). The width
of the zone with flow S′

fAfR
−

f CR
−

b AbS
′

b is ∼ 3◦

in the latitude and occupies a sector of |τ | < 38◦

in the longitude. The catastrophes KT manifest
themselves ever more clearly when MSf = 5 and 8
(Figs. 3, g and h). It is precisely on the curve KT

(Fig. 1, a) the maximum and minimum values of
∆ρS−

f

and ∆ρR−

f

are reached.

The density distributions in the states behind
S′

f and slow waves show: 1) successive strength-
ening of asymmetry of the density distributions
over the dawn and dusk flanks as MSf increases
from values ∼ 15 − 20% for MSf = 2 to 30%
for MSf = 8; 2) displacement to the dawn flank
and simultaneous increase in the maximum densi-
ties from the value ∼ 5ρsw reached in the latitude
α ≈ 70◦ (τ = 180◦) when MSf = 2 to the value
∼ 10ρsw in the latitude α ≈ 40◦ (τ = 180◦) when
MSf = 8; 3) formation of a zone with a sharp drop
in the density and the pressure as a result of the
tangential discontinuity catastropheKT occurring
on a certain curve on which the self-electric field
reverses sign. With increase in MSf the curve
KT is displaced toward the subsolar point but re-
mains fairly far from it (Fig. 1,a). We note that
this zone, which is narrow in the angular coordi-
nates (α, τ) (Figs. 3), may be quite extended over
the surface Sb on the dusk flank (Fig. 1,a).

3
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The formation of a zone in the magnetosheath
on the dawn flank with considerable (> 25% when
MSf = 5 and 8) increase in the density as com-
pared with the dusk flank is only slightly related
with the dynamic impact of the shock wave S′

f

on the magnetosheath, which has no so strongly
expressed asymmetry. This effect is mainly de-
termined by the presence of the magnetic field
of radically different orientation on these flanks,
different action of the ponderomotive forces ex-
erted on the medium, and redistribution of the
electric currents among the waves. Variations in
the density in the slow waves, which have the mag-
netohydrodynamic nature, are significantly more
tightly coupled with their dynamic impact on the
medium but the dynamic impact is considerably
weaker; therefore, scales of the density variations
are smaller almost by an order of the magnitude.
Change in the action of the ponderomotive forces
manifests itself most clearly in the formation of a
zone on the dusk flank which is narrow in the lat-
itude (angle of inclination of the Sb front to Vsw)
but extended in the longitude and spatial coor-
dinate along the normal to the plane of ecliptic
and related with vanishing the electric field and
reversing its sign. On the boundaries of this zone
the density drops jumpwise in slow waves of fi-
nite intensity (jump ∼ 1.5ρsw) when the type of
the slow waves changes with shock to rarefaction
wave.

Figure 4. Variations in the magnetic field strength
|B|/|B|sw in S

′

f , S(R)−f , S(R)−b , and S
′

b (from top to

bottom in each column) for MSf = 2, 3, 5, 8 (from left
to right in each row).

The formation of the jump in density ∆ρ|C =
ρS(R)

−

f

− ρS(R)
−

b

on the contact discontinuity

separating the waves traveling toward the mag-
netopause and those traveling toward the Sun
(Figs. 3, i–l) represents an important aspect of the
impact of Sf on Sb and the magnetosheath. We
note the transition from ∆ρ|C < 0 (the higher
density in the state 4′ (Fig. 1,b) on the side of
C with the normal directed to the Sun) in a
wide neighborhood of the subsolar point when
MSf = 2, 3, and 5 (Figs. 3, i–k) to ∆ρ|C > 0
over the entire surface of Sb when MSf = 8

(Fig. 3, l). In this connection we can propose a
hypothesis that in the case of a fairly strong shock
wave (MSf = 8), once S′

f and S−

f (or R−

f ) have
crossed the magnetosheath and reached the mag-
netopause, the inverse jump in density −∆ρ|C
can affect the magnetopause and lead to its ex-
pansion, whereas, when MSf = 2, 3, and 5, the
magnetopause can be compressed over the head-
on part of Sb, where ∆ρ|C < 0, and expanded on
the flanks, where ∆ρ|C > 0 (Figs. 3, i–k).

4. Variations in the magnetic field

As S′

f propagates through the magnetosheath,

variations of |B| (Figs. 4, a–d) partially replicate
∆|B| in Sb (it is necessary to subtract unity
from the values of |B|Sb given in Fig. 2, c to find
∆|B|Sb). However, they have considerable differ-
ences since, firstly, ∆|B|Sf ′ does not tend to zero
at the “limb” of the regular interaction domain
and, secondly, which is of importance, the values
∆|B|Sf ′ increase by 1.8–2.5 times as Sf becomes
stronger (MSf increases). The maximum increase
in |B| in S′

f (Figs. 4, a–d) is observed in the same

zones, where |B|Sb reaches a maximum (Fig. 2, c).
Thus, the heavy electric currents induced in Sb are
redistributed during the interaction in these zones
so that they now flow inside S′

f and are carried
away by it toward the magnetopause.

Figure 5. Variations in the component Bx/|B|sw
of the magnetic field strength in the waves
S

′

f , Af , S(R)−f , S(R)−b , Ab, and S
′

b (from top to bot-

tom) when MSf = 2, 3, 5, and 8 (from left to right in
each row).

In this case |B|Sf ′ can become smaller than
|B|Sf

. This also indicates that the electric cur-
rent flowing in Sf is redistributing during the in-

4
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teraction so that it flows after interaction in other
waves and the fact that ∆|B|Sf ′ ≈ 0 on the dawn
flank in the neighborhood of the plane of the eclip-
tic (Figs. 4, a–d) means that the front of S′

f prop-
agates here almost along the magnetic field.

An interesting effect consists in opposite vari-
ations in ρSf ′ and |B|Sf ′ : the density increases
in the maximum extent in the neighborhood of
those zones in the magnetosheath on the dawn
flank, where the magnetic field varies only slightly
(Figs. 3, a–d and 4, a–d). The opposite is also
valid: where the density varies only slightly in the
undisturbed magnetosheath, for example, on the
dusk flank, ∆|B|Sf ′ varies maximally.

The magnetic field strength is the vector quan-
tity. As compared with the density and the pres-
sure, it varies in a more complex way (Figs. 5–7).
For example, nonmonotonic variations of Bx in
S′

f are possible (Figs. 5, a, b). We note that the

component By, generated in S′

f (Figs. 6, a–d) on
the dusk flank, is greater by several times than
Bx (Figs. 5, a–d). The boundaries of variations in
By almost coincides with the boundaries of vari-
ations in |B|Sf ′ , i.e. By makes a main contribu-
tion to |B|Sf ′ . The distributions of Bz generated
in S′

f are qualitatively similar (Figs. 7, a–d) and
their shape almost coincides with the distribution
of Bz downstream of Sb (Fig. 2, f). Only the scales
of the variations are different. They are equal to
±0.5|B|sw, ±1.5|B|sw, ±2.5|B|sw, and ±4|B|sw
when MSf = 2, 3, 5, and 8, respectively.

Figure 6. Variations in the component By/|B|sw of
the magnetic field strength in the waves. The same
notation as in Fig. 5.

An Alfvén discontinuity Af (Figs. 5–7, e–h) and
a slow wave (Figs. 4, e–h and Figs. 5–7, i–l) propa-

gate through the magnetosheath disturbed by S′

f .

The influence of Af and S−

f (or R−

f ) on variations
in the magnetic field is commensurable with the
influence of S′

f and the scales of variations in the

magnetic field components in S′

f (Figs. 5–7, a–d),

Af (Figs. 5–7, e–h), and slow waves (Figs. 4, e–h
and Figs. 5–7, i–l) are of the same order.

Figure 7. Variations in the component Bz/|B|sw of
the magnetic field strength in the waves. The same
notation as in Fig. 5.

The crucial factors for Af and S−

f (or R−

f ) is the
state of the medium and the magnetic field distri-
bution resulting from propagation of S′

f through
the inhomogeneous anisotropic state downstream
of Sb (Fig. 2). It is turned out that, as dis-
tinct from the distribution ρ(α, τ) downstream of
S′

f which becomes more and more asymmetric as
MSf increases and has a sharp increase in the den-
sity at the very edge of the dawn flank (Figs. 3, a–
d), the distributions B(α, τ) downstream of S′

f

practically conserve the shape of B(α, τ) behind
Sb (Figs. 2, d–f) for all the components Bx, By,
and Bz; however, each of the components has its
own “strengthening factor” which increases with
MSf from a value close to unity when MSf = 2 to
≈1.4 for Bx and≈3 for By and Bz when MSf = 8.

Generation of B(α, τ) and variations of the Bx,
By, and Bz components in Af are caused by the
plane-polarized interaction between Sf and Sb in
the plane of the ecliptic and the absence of the
plane-polarized Af up to a certain latitude α∗

(≈ 35 − 32◦ depending on MSf ) and its contin-

uous splitting-off from R−

f of the maximum inten-
sity at α∗ as a result of a local catastrophe KL0
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(Pushkar 2009) (Figs. 5–7, e–h and i–l), which oc-
curs when the velocities of Af and R−

f coincide.

Then |Af | increases along the meridian τ = 180◦,
as Sf propagates along Sb (the latitude decreases:
α < α∗), |Af | reaches a maximum and then de-
creases so that Af disappears due to merging with
R−

f at the edge of the domain of the regular in-
teraction when MSf = 2, 3, and 5 as a result of
the second local catastrophe KL0 (Pushkar 2009)
(Figs. 5-7, e–g and i–k). It is precisely the pres-
ence of the local catastrophesKL0 on the meridian
τ = 180◦ on the dawn flank determines the global
character of variations in the magnetic field on
this flank (Figs. 5–7, e–h and i–l).

Variations in the magnetic field on the dusk
flank has another character. They are caused
by the quasi-parallelism of the magnetic field
and the velocity. When MSf = 2 and 3 the
distribution B(α, τ) varies only slightly in Af ,
whereas when MSf = 5 and 8 the distribution
B(α, τ) changes significantly in Af , but only in
the neighborhood of the boundary of the regu-
lar interaction (Figs. 5–7, e–h). In this zone a
catastrophic flow restructuring (catastrophe KT

(Pushkar 2009)) takes place. It is accompanied
by sudden change in the magnetic field in Af and
slow waves (Figs. 5–7, e–h and i–l).

Conclusions

The constructed diagrams of variations in the
density and the magnetic field strength clearly
represent global variations generated in the pro-
cess of interaction between the Earth’s bow shock
and an interplanetary shock wave propagating
with given velocities along the Sun-Earth radius.

The dawn-dusk asymmetry of the action of Sf

on the flanks of Sb is determined by different ori-
entation of the magnetic field with respect to the
interacting waves. The velocity of Sf and its in-
tensity are of importance for both qualitative and
quantitative flow restructurings. The maximum
increase in the density in the refracted shock wave
S′

f is reached on the dawn flank, where the mag-
netic field strength is almost aligned with the nor-
mal to Sb. The dawn-dusk asymmetry of varia-
tions in the density reaches 30% when MSf = 8.
The increase in the density in S′

f is partially com-

pensated by its variations in slow waves S(R)−f .

Rotational discontinuities and slow waves af-
fect significantly the magnetic field. On the dawn
flank, their behavior and variations in the mag-
netic field are related with the possibility of coin-
cidence of the velocities of Alfvén discontinuities
and slow magnetosonic waves at certain points on
the bow shock in the plane of the ecliptic. On the
dusk flank this is associated with merging of five
waves (Alfvénic, slow magnetosonic, and entropy
characteristics) and vanishing the self-electric field
on a certain curve. This leads to a sudden change
in these waves and physical parameters of the
medium (increase in the density and the pres-
sure and decrease in the magnetic field strength)
in the neighborhood of the contact discontinuity
separating the groups of waves propagating in the
wake of S′

f and those traveling downstream of S′

b,

the contact discontinuity being transformed in a
tangential discontinuity.

The solutions constructed can be used to inter-
pret the measurements, carried out on spacecraft
located between Sb and the magnetopause, of per-
turbations of the medium developed as a result of
the impact of an interplanetary shock wave.
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Numerical and experimental study of shock waves emanating
from an open-ended rectangular tube

E. Koroteeva, I. Znamenskaya, F. Glazyrin, N. Sysoev
Lomonosov Moscow State University, Leninskie Gory, 1, Moscow, 119991, Russia

Flows generated at open ends of shock tube
channels represent a special type of high-
speed impulsive flows and are closely related to
the fundamental problem of the non-stationary
shock wave diffraction. This physical phe-
nomenon is of particular importance for var-
ious gas-dynamic applications and has been
intensively studied since 1950’s by many re-
searchers (Lighthill 1949, Bazhenova et al. 1995,
Golub & Bazhenova 2008). Nevertheless, the de-
tailed flow dynamics associated with the shock
wave diffraction is still far from being totally un-
derstood, especially in a three-dimensional case
and for high shock Mach numbers (M).

When a planar shock wave undergoes a sudden
expansion at an open end its front shape tran-
sits to curved and its strength is subsequently
attenuated. This process is accompanied by the
generation and interaction of compressible vortex
loops, propagation of a trailing jet, development
of Kelvin-Helmholtz (KH) flow instabilities,
etc. At high M the flow is more complicated
due to the emergence of embedded shock waves
within the flow as well as high levels of vorticity
and turbulence. Different experimental optical
techniques have been employed to capture the
resulting non-stationary flow: shadowgraph
and schlieren (Brouillette & Hebert 1997), holo-
graphic interferometry (Abe & Takayama 2008),
interferometric computed tomography
(Maeno et al. 2005), smoke flow visualiza-
tions (Murugan & Das 2010), particle image
velocimetry - PIV (Arakeri et al. 2004), color
(Yu & Groenig 1996) and background oriented
(Mizukaki 2010) schlieren methods. The numer-
ical simulations of the problem have also been
conducted, mostly based on two-dimensional
or axisymmetric gas dynmics equations
(Murugan et al. 2012, Abe & Takayama 2008).

The further flow development upon the
diffraction of the shock wave depends sig-
nificantly on the geometry of the channel
exit. The three-dimensional aspects of the
flow evolution have been studied mainly for
shock waves discharged from square open ends
(Golub & Bazhenova 2008). Despite numerous
studies, very little research can be found covering
non-circular and/or non-symmetrical exit shapes.
In the experiments of Zare-Behtash et al. 2008 el-
liptical and square (in addition to circular) exit
geometries were tested and analysed by means of
the PIV, shadow and shlieren techniques. The in-
vestigation was focused on the various types of
generated compressible vortex loops.

The present study examined the essentially
three-dimensional shock wave diffraction from
a rectangular channel (with 1:2 cross-sectional
aspect ratio) both experimentally and numeri-
cally. The unsteady high-speed flow generated

near the open end of the shock tube was vi-
sualized by two experimental techniques: par-
ticle image velocimetry (PIV) and background-
oriented schlieren (BOS). The focus was not only
on the flow evolution behind the incident shock
but also on the diffracted shock itself. The dy-
namics and spatial characteristics of the flow were
reconstructed by numerical simulations solving
non-stationary equations of gas dynamics (Navier-
Stokes and Euler). The comparison between
the numerical results and experimental data sup-
ported the PIV and BOS flow visualizations and
gave more insight into the properties of the flow
under investigation.

Figure 1. PIV and BOS experimental optical systems.

In experiments, a single-diaphragm shock tube
was used to generate incident planar shock waves
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with initial Mach numbers of M=1.3–2.1. The
shock waves were then diffracted from the open-
end of a low-pressure channel with a rectangu-
lar cross-section (24 mm height x 48 mm width).
Two piezoelectric PCB pressure sensors were
mounted inside the tube for synchronization pur-
poses and calculation of incident shock Mach num-
bers. They also served as a trigger for flow vi-
sualisation systems. PIV and BOS visualization
experiments were carried out separately, i.e. two
different optical set-ups at the end of the shock
tube were used (Fig. 1).

Figure 2. Computational domain.

A double-frame PIV imaging system (LaVision)
was applied to obtain the flow velocity fields near
the tube exit. A Litron Nano-T PIV 180–15 dual
laser (532 nm) was used as a light source, with
pulse energy of 1200 mJ. A vertical laser sheet
was aligned along the plane of symmetry, illumi-
nating the axial cross-section of the flow. For each
shock tube run, one pair of PIV images was ac-
quired, with a field of view of 150x90 mm in the
laser sheet plane. Images were taken by LaVision
Imager Pro X 2M camera, the time between two
laser pulses was set to 1 µs. The seeding parti-
cles were introduced into the volume outside the
shock tube exit and some internal volume of the
low-pressure section prior to each run. Aerosol of
dioctyl sebacate (DEHS), with the approximate
particle diameter of 1 µs, was used as seeding ma-
terial.

BOS flow visualization experiments were con-
ducted to get qualitative information on the den-
sity fields. The displacement of the background
image on the screen behind the investigated flow,
which is caused by the variations of the refractive
index, was measured. The digital CCD camera
Canon 550D with EF-S 18-55 mm objective was
set to a long exposure mode. A flash lamp was
utilized as a white-light source, with 2 µs pulse

duration. The grayscale background image con-
sisted of randomly distributed dots with each dot
size about 4-5 px. The part of the background
used for image processing had a size of 1500x1800
px.

Figure 3. 3D CFD density gradient with super-
imposed velocity vectors in a XY plane.Time after
diffraction - 250 µs; initial shock wave Mach number
M=1.45.

The same principles utilised in both PIV and
BOS image post-processing methods allowed us-
ing an iterative multi-step cross-correlation algo-
rithm provided by the DaVis 8.1 LaVision soft-
ware package to process all the experimental re-
sults. PIV and BOS experiments were conducted
independently, and for each shock tube run only
one stage of the shock wave diffraction process
could be visualized, either with the BOS or the
PIV technique. It was found that both methods
used can clearly resolve main structural features of
the shock wave diffraction process: the diffracted
shock front, two primary counter-rotating vortex
cores, trailing jet, and the development of flow
instabilities at later stages.

Figure 4. 2D and 3D CFD density profiles along the
flow centreline. Initial shock Mach number M=1.4.
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Figure 5. 2D and 3D CFD instant velocity fields
200 µs after diffraction. Initial shock Mach number
M=1.4.

The process of the complex spatial shock wave
diffraction from the exit of a rectangular channel
was simulated numerically. The incident shock
Mach number measured in experiments was set
as initial conditions. A CFD code was developed
based on the full system of compressible two- and
three-dimensional Navier-Stokes or Euler equa-
tions in Cartesian coordinates. The governing
equations were solved using a high-order Godunov
type finite-volume scheme. The convective fluxes
were calculated at the control volume interfaces
by the HLLC approximate Riemann solver. The
MUSCL approach with the minmod limiter was
used to interpolate the primitive variables at the
interfaces. The time integration was performed by
the 2nd-order Runge-Kutta routine. The work-
ing gas (air) was assumed calorically perfect with
γ=1.4. For viscous simulations the Sutherland’s
law was used.

The 3D computational domain (Fig. 2) was one-
forth the physical domain, with the corresponding
symmetry boundary conditions. It was divided
into three zones: 1 - a part of the shock tube
low-pressure section, 2 - a solid wall, 3 - ambi-
ent air outside. The incident shock wave (M) was
initially located in zone 1 and propagated in the
positive x-axis direction. Ambient initial condi-
tions were used except for the flow behind the
incident shock wave. To perform well-resolved
three-dimensional viscous simulations the paral-
lel computing approach was inevitable. The code
was parallelised using Message Passing Interface
(MPI) approach based on the geometric domain

decomposition. The numerical results shown in
Fig. 3 demonstrate a 3D field of density gradient
with superimposed velocity vectors in a XY plane
(250 µs after the diffraction of a M=1.45 shock
wave).

To explore the effect of exit geometry and three-
dimensionality on the flow development the differ-
ences between 3D and 2D numerical simulations
(conducted for the Z=Zmax plane) were studied.
The comparisons between 2D and 3D density pro-
files along the centreline and between 2D and 3D
instant velocity fields are given in Fig. 4and 5, re-
spectively. The results show that the strength of
the diffracted shock wave is slightly lower whereas
the maximum flow velocity value behind the shock
front is 5-10 % higher in the 3D case.

Figure 6. Numerical images of a toroidal vortex ring
evolution illustrated by isopycnic surfaces ρ/ρ0=0.5
for M=1.5.

The isopycnic surfaces of ρ/ρ0=0.5 calcu-
lated at different time stages illustrate the
evolution of the toroidal vortex loop gener-
ated behind the main shock front (Fig. 6).
Due to the rectangular, and therefore, asym-
metrical geometry, the vortical flow exhibits
more complex dynamics compared to round
or square nozzles (Murugan & Das 2010,
Zare-Behtash et al. 2008). During the flow
evolution the vortex core consequently changes
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its shape due to repetitive horizontal and vertical
stretching and shrinking. This process is followed
by the development of flow instabilities.

The experimental flow images obtained either
by the PIV or BOS method are the images of a
fully three-dimensional flow; the best practice is
to compare this experimental data with the 3D
numerical results. For this purpose different kinds
of numerical flow visualization procedures of 3D-
data were tested.

Figure 7. PIV-velocity vectors superimposed on the
PIV-raw image and CFD velocity vector field. Time
after diffraction - 130 µs; initial shock wave Mach
number M=1.3.

Figure 8. BOS and CFD shlireren-type visualisations.
Time after diffraction - 410 µs; initial shock wave
Mach number M=1.5.

Numerical vector fields in the central cross-
sectional plane were compared with PIV-velocity
fields as shown in Fig. 7 (for flow parameters:
time after diffraction - 130 µs; initial shock wave
Mach number M=1.3). CFD results closely match
PIV data both qualitatively (i.e. in the positions
of diffracted shock front, vortex cores, etc) and
quantitatively (in the flow velocity values). BOS
method instantaneous fields of density variations
averaged transverse the flow direction.

Numerical gradients averaged in Z-direction
were calculated to compare the CFD results with
BOS visualizations. An example of comparison
between corresponding CFD and BOS images is
shown in Fig. 8. The flow parameters are: time
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after diffraction - 410 µs; initial shock wave Mach
number M=1.5.

The remarkable agreement between numerical
and experimental results allowed validation of
PIV and BOS flow diagnostic techniques. The
flow visualisation analysis showed that the front
of the diffracted shock wave can be more clearly
resolved on PIV images. PIV results also give
quantitative data on the velocity fields of primary,
secondary and instability vortices. At the same
time, it is hard to distinquish the presence of em-
bedded shocks by PIV technique, but it can be
captured on BOS-images. Based on the 3D un-
steady numerical fluid dynamic simulations, the
full dynamics of the shock wave diffraction from a
rectangular channel is restored.

This work was partially supported by RFBR
(Grant number 12-08-01018).
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The flow gradients in the vicinity of triple points

V. N. Uskov , P. S. Mostovykh Department of Mathematics and Mechanics, St.–Petersburg
State University, Russia

1. Introduction

Steady supersonic planar and axisymmetric vor-
tex gas flows are considered. Regions in the flow
field with large pressure and density gradients are
modeled by the surfaces of gasdynamic discontinu-
ities (GDD). The model of the non–viscous non–
heatconductive gas is used in the flow field ex-
terior to the GDD. The interaction between two
GDD or between a GDD and a solid surface re-
sults in a shock–wave structure formation. In the
present paper, one of such structures — a triple–
shock–wave configuration (TC) in the von Neu-
mann model — is studied. The continuous gas
flow upstream a TC is divided into two parts (Fig-
ure 1). One of these parts passes consecutively
through two shock surfaces (1 — the incident and
2 — the reflected), while the other — through
one shock surface (3 — the bow shock, or the
Mach stem). After passing through the shocks
the streams are separated by a tangential discon-
tinuity τ , mixing of these two streams is neglected.
The common point of the four discontinuity sur-
faces is called the triple point (TP).

The local problem of the shock–wave structure
calculation (Adrianov et al., 1995) can be solved
in two stages. The zero–order problem is confined
to the flow parameters in the vicinity of the TP
calculation. The reflected and the bow shock in-
tensities are also obtained. In the first–order prob-
lem the flow gradients near the TP are found. The
curvatures of the reflected and the bow shocks and
the tangential discontinuity are also determined.
The algorithm of the first–order problem solution
for a nonuniform upstream gas flow was proposed
in (Uskov & Mostovykh, 2012). Its detailed de-
scription is given in (Mostovykh, 2012). Ther-
modynamically imperfect gas was considered. In
this paper using this algorithm the TC geometries
of curved shocks are studied. The gradients of
gasdynamic parameters downstream the reflected
and the bow shocks are calculated.

2. Problem Statement

The zero–order problem is assumed solved, i.e.
the flow parameters upstream the TC and down-
stream all three shocks — pressures pi, densi-
ties ρi, temperatures Ti and velocities ~Vi (i =
0, 1, 2, 3) — and the shocks inclination angles σi
(i = 1, 2, 3) are supposed known. These quanti-
ties for a thermodynamically perfect gas are deter-
mined in (Henderson, 1964), (Kalghatgi & Hunt,
1975), (Adrianov et al., 1995). For different mod-
els of imperfect gas these parameters are found
in (Law, 1970), (Ben–Dor, 1978), (Mostovykh &
Uskov, 2011). The direction indices of the re-
flected and the bow shocks relative to the TP ψ2
and ψ3 should also be prescribed. These indices
are equal to +1 if the flow on the i shock and on
the incident shock turns to the same direction, and
−1 otherwise (Figure 1). Three types of TC listed
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Figure 1. Three types of TC.
1 — the incident shock, 2 — the reflected shock, 3 — the
bow shock (Mach stem), τ — the tangential discontinuity.

~V0 — the flow upstream the TC velocity,
~Vi — the flow velocity downstream the i shock,

σi — the i shock inclination angle relative to the
upstream flow (i = 1, 2, 3)

a — TC–1, b — TC–2, c — TC–3.

in Table 1 were introduced in (Adrianov et al.,
1995) depending on the signs of ψ2 and ψ3. In the
table σSMC denotes the incident shock inclination
angle, corresponding to the stationary Mach con-
figuration (SMC), σTTC — the angle correspond-
ing to the transitional triple–shock configuration
(TTC), σf — the maximum incident shock inclina-
tion angle corresponding to the TC existence. In
this paper we consider only the main (α) solution
corresponding to the maximum reflected shock in-
tensity J2 for the specified free–stream Mach num-
ber M0 and intensity J1 values.

The first–order problem is solved in terms of the
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Table 1. Types of TC
Type of TC ψ2 ψ3 Notion according to (Ben–Dor, 2007) Angle σ1 range

TC–1 −1 −1 Inverse Mach reflection σ1 < σSMC

TC–2 −1 +1 Direct Mach reflection σSMC < σ1 < σTTC

TC–3 +1 +1 — σTTC < σ1 < σf

V0
SMC

TTC

f

1

Figure 2. Modes of TC arising on the concave incident shock wave in a planar uniform upstream flow with the
Mach number M0 = 2.10. Only one of these TC occurs in the gas flow; a number of TC is shown on a single
graph for convenience. Solid lines — shock waves, dash lines — tangential discontinuities, dot lines — tangents to the
discontinuities. Square points — TP of the stationary Mach configuration (SMC), transitional triple–shock configuration
(TTC) and the point corresponding to the maximum possible angle of the incident shock (f). σSMC = 0.731 rad,
σTTC = 1.004 rad, σf = 1.049 rad.
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four factors Nj and the geometrical curvatures of
the GDD (Uskov & Mostovykh, 2012). The fac-
tors Nj are the flow nonisobaric factor along the
streamline N1, the streamline curvature N2, the
flow vorticity factor N3 and the flow nonisoen-
thalpy factor N7:

N1 ≡ ∂ ln p

∂`
, N2 ≡ ∂Θ

∂`
,

N3 ≡ ∂ ln p0

∂n
, N7 ≡ ρ0

p0

∂h0

∂n
.

They are defined in terms of derivatives with re-
spect to the directions of the streamline ~̀ and nor-
mal ~n to it. The index 0 markes the gas flow rest
parameters; Θ is the gas velocity vector polar an-
gle. Space derivatives of all gasdynamic parame-
ters can be expressed through these factors. The
totality of the factors Nj will be called the basic
flow unevennesses. Another set of such factors
for the case of homenergic flows of a thermody-
namically perfect gas is applied in (Mölder, 2012).
In the papers (Rusanov, 1973), (Emanuel & Liu,
1988) the first–order problem concerning a single
shock wave was treated without introducing any
factors at all.

Besides parameters of the zero–order problem,
the input data for the first–order problem con-
cerning a TC are:

1) the basic upstream flow unevennesses N10, N20,
N30, N70 (the first index is the number of the
unevennes, the second index is the number of the
corresponding region),

2) the incident shock curvature Sa1,

3) in the axisymmetric case, the distance y from
the axis of symmetry to the TP.

The curvature Sa > 0, if the shock is concave with
respect to the upstream flow, Sa < 0 otherwise.

The method described in (Uskov & Mostovykh,
2012) and (Mostovykh, 2012), is applied to study
the following issues:

— the reflected and the bow shock and the tan-
gential discontinuity curvatures in uniform planar
and axisymmetric upstream flows and the corre-
sponding TC geometries;

— the isolines of different gasdynamic parameters
in the vicinity of the TP in uniform planar and
axisymmetric upstream flows;

— the influence coefficients of the upstream flow
basic unevennesses Nj0 on the reflected and the
bow shock curvatures and on the basic uneven-
nesses Nj2, Nj3 of the flows downstream these
shocks. The effect of the distance y from the axis
of symmetry to the TP in the axisymmetric case
is also considered.

3. Results

3.1. The TC geometries

Let us consider a concave shock wave in a uni-
form planar or axisymmetric flow. In the limits
of the local GDD interference theory it is impos-
sible to determine the position of the TP, which

arises on this shock. Therefore, for a number of
the possible TP positions on the shock surface the
TC geometries have been obtained. The TP po-
sition gives the shock inclination angle σ1, the
shock curvature Sa1, and the distance from the
TP to the axis of symmetry y. The calculation
was performed for planar and axisymmetric flows
with the free–stream Mach number M0 = 2.10.
Diatomic perfect gas and oxygen in the model of
thermally perfect, calorically imperfect gas with
specific heats depending on its temperature were
considered. The differences between these models
do not appear for such small Mach number.

The shock inclination angle σ1 in the calcula-
tion varied from a minimum value arcsin(1/M0)
by a uniform step. For each σ1 value the outcom-
ing shock inclination angles σ2 and σ3, the ratios
of their curvatures to the incident shock curvature
Sa2/Sa1, Sa3/Sa1 and the tangential discontinuity
curvature ratio Sτ/Sa1 were calculated. The re-
sults are shown graphically in Figure 2 for planar
and Figure 3 for axisymmetric flow. Both figures
show the shock 1 of constant curvature Sa1. From
top to bottom along this shock its inclination an-
gle σ1 and its intensity J1 increase. The shapes
of the outcoming discontinuities are plotted for
each of the calculated positions of the TP. The
lengths of the curves are determined from the con-
dition that the rotation by 20o occurs along them;
i.e. the larger the curvature, the shorter the cor-
responding curve. A number of TC for a single
curved incident shock wave is shown. In reality,
only one of these TC may occur in the gas flow.

Let us examine the possibility for the obtained
TC shapes to take place as a result of the Mach
reflection of the incident shock wave from a solid
surface, plane or axis of symmetry. In Mach re-
flection configuration the bow shock wave (3) is
perpendicular to this plane or axis. The cal-
culation showed that in planar flows (Figure 2)
all TC–1 (σ1 < σSMC) have a concave bow shock
wave (Sa3 > 0) and a convex reflected shock wave
(Sa2 < 0). Assuming that the bow shock curva-
ture remains its sign between the TP and the re-
flection surface, we may conclude that such TC–1
can not be formed as a result of Mach reflection.
TC–1 of this shape may result from irregular GDD
interaction.

In planar flows TC–2 (σSMC < σ1 < σTTC) also
have concave bow and convex reflected shock
wave, but the tangential discontinuity curvature
direction differs from that in TC–1. If the outcom-
ing shock curvatures are large (it takes place in
case σ1 ∈ [0.790; 0.844]), the corresponding TC–2
are practically indistinguishable from regular re-
flection configuration, since the height of the Mach
stem in such TC is very small.

In the axisymmetric flow (Figure 3) the center
of the incident shock curvature is 1/(3Sa1) below
the axis of symmetry. All characteristic points
correspond to the same angles σ1, as in the pla-
nar case. Noticeable difference between the curva-
tures numerical values in planar and axisymmetric
flows was observed in the region close to the axis
of symmetry (σ1 > 0.75 rad). Because of lack
of space, the TC for small σ1 are not shown in
Figure 3. Let us note that two TC–2, correspond-
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SMC

V0

1

Figure 3. Modes of TC arising on the concave incident
shock wave in an axisymmetric uniform upstream flow with
the Mach number M0 = 2.10. The horizontal dash–dot
line — the axis of symmetry. Notations coincide with the
notations of figure 2.

ing to the TP with the biggest angle σ1 values
(σ1 = 0.926 rad and σ1 = 0.969 rad) can not be
formed as a result of Mach reflection of a shock
wave from an axis of symmetry. This statement
was discussed above with reference to TC–1.

3.2. The gasdynamic parameter isolines in
the vicinity of the TP

All space derivatives of gasdynamic parameters in
the vicinity of the TP are determined using the ba-
sic flows unevennesses Nji downstream the shocks
values. Thus, the distribution of gasdynamic pa-
rameters in this vicinity is determined. In each of
the three regions downstream the shocks for each
parameter there are two possible cases:

— the parameter value in the TP is an extreme
one;

— an isoline of this parameter (a line of constant
parameter value) passing through the TP exists in
this region. This line divides the region into two
subregions; in one of them the parameter values
are less than the value in the TP, and in another
one the parameter values are greater than it.

In the latter case the angles between the rele-
vant parameter isolines passing through the TP
and the corresponding shock surface are deter-
mined. The calculation is performed for uniform
planar and axisymmetric flows with the Mach
number M0 = 5.00. The TC has a convex inci-
dent shock wave its inclination angle at the TP is

p < p3
V > V3

V

x

p > p1 p < p1
V > V1

V > V2

V < V2
p < p2

p > p3
V < V3

V

Vp

p

Figure 4. Directions of the gasdynamic parameter isolines
passing through the triple point of the TC–2 in a planar
uniform (parallel to the x axis) upstream flow with the
Mach number M0 = 5.00, p0 = 105 Pa, T0 = 300 K, the
incident shock inclination angle σ1 = 0.70 rad, Sa1 < 0
(the isotach V = V2 terminates on the slipline τ). Black
dot line — diatomic perfect gas, red solid lines — model
of oxygen.

V < V1 p < p1
V > V1 p < p2

V > V2

p < p3
V > V3

V

V

V
p

p

Figure 5. Directions of the gasdynamic parameter iso-
lines passing through the triple point of the TC–2 in
an axisymmetric uniform upstream flow with the Mach
number M0 = 5.00, the incident shock inclination angle
σ1 = 0.70 rad, Sa1 = −1/(10y). Horizontal dash–dot
line — the axis of symmetry.

σ1 = 0.70 rad. A comparison of the isoline direc-
tions for a diatomic perfect gas and for a model of
oxygen is fulfilled. The directions of the pressure
and velocity magnitude isolines passing through
the TP are shown in figures 4–5.
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Figure 6. The dependence of the flow unevennesses downstream the reflected and the bow shocks ratios to the upstream
flow unevennesses on the incident shock wave inclination angle σ1 (a, b, c). The dependence of the unevennesses in an
axisymmetric flow on σ1 (d). The free–stream Mach number M0 = 1.80.
(a): 1 — N12/N10 = N13/N10, 2 — N22/N10 = N23/N10, 3 — N32/N10, 4 — N33/N10;
(b): 1 — N12/N20 = N13/N20, 2 — N22/N20 = N23/N20, 3 — N32/N20, 4 — N33/N20;
(c): 1 — N12/N30 = N13/N30, 2 — N22/N30 = N23/N30, 3 — N32/N30, 4 — N33/N30;
(d): 1 — yN12 = yN13, 2 — yN22 = yN23, 3 — yN32, 4 — yN33.
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3.3. The influence coefficients of the up-
stream flow unevennesses Nj0 on the
downstream unevennesses Nj2, Nj3

The basic flow unevennesses Nj2, Nj3 behind the
reflected and the bow shocks and these shocks cur-
vatures are linear homogeneous functions of the
upstream flow unevennesses, the incident shock
curvature Sa1 and (in the axisymmetric case) the
inverse distance from the axis of symmetry to the
TP 1/y. The coefficients of these dependences
are functions of the flow parameters only. These
coefficients give the influence of each of the in-
put values on the flow unevennesses behind the
shocks, assuming the remaining five values equal
to zero. The ratios of the basic flow uneven-
nesses behind the reflected and the bow shocks
to the upstream flow unevennesses and the in-
cident shock curvatures Nji/Nk0, Nji/Sa1, yNji,
i = 2, 3, j, k = 1, 2, 3, 7, are studied. These in-
fluence coefficients are calculated for a given up-
stream flow Mach number and varying incident
shock inclination angle σ1. Let us note that the
compatibility conditions on the tangential discon-
tinuity give

N12 = N13; N22 = N23.

The calculation results for the free–stream Mach
number in the TP M0 = 1.80 are shown in Fig-
ure 6.

4. Conclusion

In this paper the analysis of the first–order prob-
lem concerning a TC solution is presented. Using
the methods described in (Uskov & Mostovykh,
2012) and (Mostovykh, 2012), the TC geometries
in uniform planar and axisymmetric flows are de-
fined depending on the free–stream Mach num-
ber and the incident shock inclination angle. The
inclination angles and curvatures of the reflected
and the bow shocks and the tangential disconti-
nuity in the TP are calculated. The gasdynamic
parameters distribution in the vicinity of the TP
is described by the isolines of these parameters.
For non–uniform upstream flows the influence co-
efficients of the basic upstream flow unevennesses
Nj0 and the incident shock curvatures on the ba-
sic unevennesses Nj2, Nj3 of the flows downstream
the reflected and the bow shocks are obtained.

This research is financially supported by
the St.–Petersburg State University (project
No 6.50.1556.2013) and the Russian Foundation
for Basic Research (project No 12–08–00826–a).
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The gas flow in the vicinity of the center of a centered
expansion wave

V. N. Uskov , P. S. Mostovykh Department of Mathematics and Mechanics, St.–Petersburg
State University, Russia

1. Introduction

Steady shock waves, weak discontinuities and cen-
tered expansion waves are formed in the flow field
as a result of steady flows of a supersonic gas flow
around solid obstacles having angles, supersonic
jets outflow from nozzles or mouthpieces, station-
ary gasdynamic discontinuities (GDD) interaction
between each other. The exact type of the out-
coming discontinuitities depends on the relation-
ship between the parameters. The notion of a
strong GDD is used with reference to a surface
with different limiting values of flow parameters
on its sides. Such surfaces can model shock waves
and mixing layers. On a surface of a weak GDD,
also called a discontinuous characteristic, the flow
parameters are continuous, but their space deriva-
tives have different limiting values on the sides
of the surface. Calculation of the flow parame-
ters downstream a GDD or a gasdynamic wave is
called, according to (Uskov, 1983), the zero–order
problem. The first–order problem includes calcu-
lation of the first space derivatives of parameters,
downstream these discontinuities and waves. The
first–order problem for a steady shock wave is
solved in (Uskov & Mostovykh, 2012; Mostovykh,
2012). This paper deals with the first–order prob-
lem for a centered expansion wave and a weak dis-
continuity as its limiting case. Such waves arise
in particular as a result of a supersonic gas flow
around a convex corner and an underexpanded su-
personic jets outflow into a region of lower static
pressure.

2. Problem statement

Supersonic planar and axisymmetric flows of a
non–viscous non–heatconductive thermodynami-
cally perfect gas are considered. Both vortex and
irrotational flows are included into consideration.
The system of differential equations (Adrianov
et al., 1995) with respect to the velocity vector
polar angle Θ, the Prandtl–Meyer function ω and
the gas flow stagnation pressure p 0 is formulated
in terms of derivatives with respect to the direc-
tions of the streamline ~̀ and normal to it ~n. This
system has the form:





cot α
∂ω

∂`
− ∂Θ

∂n
=

δ

y
sin Θ,

cot α
∂Θ

∂`
− ∂ω

∂n
+

cos α sin α

γ

∂ ln p 0

∂n
= 0,

∂ ln p 0

∂`
= 0.

(1)

Here the Prandtl–Meyer function ω is uniquely
interdependent with the Mach angle α and the
Mach number M by the formulae

ω =
1√
ε

arctan(
√

ε cot α)− π

2
+ α,

M =
1

sin α
, ε =

γ − 1

γ + 1
;

(2)

here γ is the gas specific heats ratio. The param-
eter δ can take two values: δ = 0 in planar flows,
δ = 1 in axisymmetric flows. The Cartesian co-
ordinates system in the planar case is arbitrary,
in the axisymmetric the x axis is the axis of sym-
metry, the axis y ≥ 0 is the radius; Θ is the an-
gle between the velocity vector ~V and the x axis
(Θ ∈ (−π, π)); the equality ~ex × ~ey = ~̀× ~n is
assumed.

Three families of characteristics correspond to
the hyperbolic system of PDE (1). One of them is
the family of streamlines; the third equation (1)
has the characteristic form for this family. The
two other families of characteristics are the acous-
tic ones; they are denoted by C+ (the family of
characteristics, at each point lying between the
vectors ~̀ and ~n), and C− (the family of charac-
teristics lying between ~̀ and −~n).

The centered expansion wave has the edge E
with the coordinates xE , yE as its center. The
streamline breaks at this point. One family
of characteristics in the expansion wave passes
through the center E; they form a fan–like struc-
ture. Let us denote this family by Cχ, so that χ is
the flow rotation direction index inside the wave,
χ = ±1. The complete system of characteristic
equations for the system (1) has the form:





∂ ln p 0

∂`
= 0,

D±ω ∓ χD±Θ =
δ

y
sin α sin Θ+

+
cos α sin α

γ
D±(ln p 0),

(3)

here
D± = cos α

∂

∂`
± χ sin α

∂

∂n
. (4)

Gasdynamic parameters are continuous in the
whole flow field, except the center E. The index
E marks the gasdynamic parameter limiting val-
ues in the upstream flow; the index E and symbol
̂ mark the limiting values in the flow downstream
the wave. The limiting values of the parameters
inside the wave are different along different char-
acteristics. The flow pattern in a centered expan-
sion wave (Figure 1) in polar coordinates r, ϕ with
the center E (angle ϕ is measured off the x axis
in the flow direction) has the following form: the
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Figure 1. The flow pattern in the vicinity of the nozzle edge E for an axisymmetric jet with the Mach
number ME = 2, the nozzle opening half–angle ΘE = 4o and the expansion wave intensity J = 0.4 outflow
from a conical nozzle. Bold solid lines — solid wall, bold dash line — jet boundary, bold dash–dot lines —
discontinuous characteristics of the family C−, solid lines — the streamlines, dash–dot lines — characteristics
inside the expansion wave, dash line — tangents to characteristics. The horizontal axis of symmetry x at the
bottom of the picture is out of its field.

streamline comes to the point E at the angle

ϕ1 = −χΘE − π

and leaves this point at the angle

ϕ4 = −χΘ̂E .

The leading (discontinuous) characteristic forms
the Mach angle αE with the upstream flow
streamline, the closing (discontinuous) character-
istic forms the Mach angle α̂E with the down-
stream flow streamline. The directions

ϕ2 = −χΘE−αE and ϕ3 = −χΘ̂E− α̂E . (5)

correspond to these characteristics, respectively.
In Figure 1 region I is the flow upstream the ex-
pansion wave, II is the flow inside the wave, III is
the flow downstream the wave and IV is the region
of gas at rest.

In this paper, all gasdynamic parameters of the
upstream flow at E, the rarefaction wave direc-
tion of flow rotation index χ and the flow deflec-
tion angle in the wave or its intensity J (the static
pressures ratio p̂E/pE) are supposed known. The
zero–order problem is confined to determination of
the gasdynamic parameter limiting values in the
wave center E as the observation point approaches
it in any direction. This problem is solved in
(Courant and Friedrichs, 1948).

Space derivatives of all gasdynamic parameters
can be expressed through a set of quantities. They
are: the gas nonisobaric factor along the stream-
line N1, the streamline curvature N2 and the flow
vorticity factor N3 (Uskov, 1983):

N1 ≡ ∂ ln p

∂`
; N2 ≡ ∂Θ

∂`
; N3 ≡ ∂ ln p0

∂n
.

Hereinafter they are called the basic gas flow un-
evennesses.

The upstream flow unevennesses at E and the
expansion wave center coordinate yE are assumed
to be known. An additional relation between the
unevennesses N̂1E and N̂2E of the flow down-
stream the expansion wave is also used; this re-
lation is determined by the specific character of
the flow downstream it.

The first–order problem includes determination
of the gasdynamic parameter distribution in the
vicinity of the rarefaction wave center E. Inside
the centered rarefaction wave the curvatures of
characteristics are determined. The basic flow un-
evennesses downstream it are found.

3. The gasdynamic parameter de-
compositions

Let us present the gasdynamic parameters in the
vicinity of the point E in the form of decomposi-
tions in powers of r:

ω(r, ϕ) = g0(ξ) + g1(ξ)r + O(r2),

Θ(r, ϕ) = ϑ0(ξ) + ϑ1(ξ)r + O(r2),

ln p0(r, ϕ) = k0(ξ) + k1(ξ)r + O(r2),

cot α(r, ϕ) = A0(ξ) + A1(ξ)r + O(r2),

(6)

and for the coordinate ϕ we have the decomposi-
tion

ϕ = ξ + ζ(ξ)r + O(r2). (7)

The parameter ξ remains constant along the char-
acteristics of the family Cχ, outcoming from the
point E inside the rarefaction wave; ξ also remains
its value along the boundary streamline. Thus,
the region ξ ∈ [ϕ1; ϕ2] corresponds to the up-
stream flow, ξ ∈ [ϕ2; ϕ3] — to the rarefaction
wave, ξ ∈ [ϕ3; ϕ4] — to the flow downstream the
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expansion wave. In the regions exterior to the ex-
pansion wave the function ζ(ξ) is supposed linear.
The curves ξ = const curvatures can be obtained
from (7). The incoming and the outcoming from
the point E streamline curvatures are given by:

χN2E = 2ζ(ϕ1); −χN̂2E = 2ζ(ϕ4). (8)

The curvatures of characteristics inside the expan-
sion wave are given by

Sa(ξ) = −2ζ(ξ). (9)

Here Sa > 0, if the characteristic is concave with
respect to the upstreram flow, Sa < 0 otherwise.

The functions of ξ in the right sides of (6)
and (7) need to be determined. In the special
case of irrotational flow (p0 = const in the whole
flow field) the gasdynamic parameters in the form
of decompositions (6), (7) were found in (Shmy-
glevskii, 1957).

The angle between the streamline and the tan-
gent to the characteristic inside the expansion
wave is equal to the Mach angle accurate within
the sign, so

χα(r, ϕ) = χ arccot
(
A0(ξ) + A1(ξ)r

)
=

= −χ (ξ + 2ζ(ξ)r)− ϑ0(ξ)− ϑ1(ξ)r.
(10)

The derivatives of ω(r, ϕ) with respect to the
characteristic directions inside the rarefaction
wave are given by substitution of (10) in (4):

D+ω ≡ cos α
∂ω

∂`
+ χ sin α

∂ω

∂n
= g1 + O(r);

D−ω ≡ cos α
∂ω

∂`
− χ sin α

∂ω

∂n
=

= − sin(2ξ + 2χϑ0)

r
g′0−

−(χϑ1 + 2ζ) cos(2ξ + 2χϑ0)g
′
0−

−
(

(g′1 − g′0ζ
′) sin(2ξ + 2χϑ0)−

−(g1 − 2g′0ζ − χϑ1g
′
0) cos(2ξ + 2χϑ0)

)
+ O(r).

(11)

Expressions similar to (11) are valid for deriva-
tives of the functions Θ, ln p0 and cot α if we re-
place gi by ϑi, ki and Ai, respectively. Let us
substitute them into the system of characteris-
tic equations (3) and equate the factors with r−1.
Two differential equations would be obtained for
the zero–order factors inside the rarefaction wave.
Equality of the factors with r0 in (10) gives an
algebraic equation for A0 and ϑ0. The limiting
values of gasdynamic parameters at E in the re-
gions exterior to the rarefaction wave are known.
The flow parameters are continuous in the entire
flow region, thus, the zero–order factors of the de-

composition (6) have the form

g0(ξ) =





ωE , ξ ∈ [ϕ1; ϕ2]

arccot

(
1√
ε

tan(
√

εξ + C)

)
+ ξ+

+ωE + χΘE , ξ ∈ [ϕ2; ϕ3]

ω̂E , ξ ∈ [ϕ3; ϕ4]

(12)

ϑ0(ξ) =





ΘE , ξ ∈ [ϕ1; ϕ2]

−χ arccot

(
1√
ε

tan(
√

εξ + C)

)
− χξ,

ξ ∈ [ϕ2; ϕ3]

Θ̂E , ξ ∈ [ϕ3; ϕ4]

(13)

k0(ξ) = ln p0E , (14)

here the constant C is given by

ωE + χΘE = ω̂E + χΘ̂E ≡ C/
√

ε− π/2. (15)

The factor A0 is expressed through g0 using (2):

g0 =
1√
ε

arctan
(√

εA0

)− arctan A0. (16)

The solution (12)–(16) is an exact solution for a
Prandtl–Meyer wave in a planar uniform irrota-
tional flow (Courant and Friedrichs, 1948; Shmy-
glevskii, 1957).

4. The first–order problem solution

From the decomposition (6) for ln p0 and the third
equation of the system (1), a differential equation
for the factor k1(ξ) is obtained:

−
(

k′1 sin(ξ + χϑ0)− k1 cos(ξ + χϑ0)

)
= 0. (17)

The boundary condition in the upstream flow for
k1(ξ) follows from the equality

(
∂ ln p0/∂n

)
E

= N3E .

The continuity condition of the gas total pressure
in the flow field, including the discontinuous char-
acteristics, uniquely determines the factor k1(ξ):

k1(ξ) =





χN3E cos(ξ + χΘE), ξ ∈ [ϕ1; ϕ2]

χN3E sin αE

(
1 + ε cot2 αE

)1/2ε×
× cos

1
ε (
√

εξ + C), ξ ∈ [ϕ2; ϕ3]

χN3E
sin αE

sin α̂E

(
1 + ε cot2 αE

1 + ε cot2 α̂E

)1/2ε

×
× cos(ξ + χΘ̂E), ξ ∈ [ϕ3; ϕ4]

(18)

From (18), the flow vorticity factor downstream
the wave is expressed by

N̂3E = N3E
sin αE

sin α̂E

(
1 + ε cot2 αE

1 + ε cot2 α̂E

)1/2ε

. (19)

3
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Derivatives of the Prandtl–Meyer function and
the velocity vector polar angle satisfy the equali-
ties(

∂Θ

∂`

)

E

= N2E ,

(
∂ω

∂`

)

E

= − sin 2αE

2γ
N1E .

in the point E in the upstream flow ξ ∈ [ϕ1; ϕ2].
It can be shown that the first–order factors of the
system (1) solution in the region ξ ∈ [ϕ1; ϕ2] has
the form:




g1(ξ) = − sin 2αE

2γ
N1E cos(ξ + χΘE)−

−χ

(
N2E cot αE +

sin 2αE

2γ
N3E

)
sin(ξ + χΘE);

ϑ1(ξ) = N2E cos(ξ + χΘE)+

+χ

(
cos2 αE

γ
N1E +

δ

yE
sin ΘE

)
sin(ξ + χΘE).

(20)

The derivatives in the second and the third
equations of the system (3) inside the rarefaction
wave can be transformed using (11). One differen-
tial and one algebraic equations are valid for the
first–order factors of the Prandtl–Meyer function
and the velocity vector polar angle:

−(g1 + χϑ1)
′ sin ψ + (g1 + χϑ1) cos ψ =

=
δ

yE

sin ϑ0√
1 + A2

0

+
A0

γ(1 + A2
0)

(−k′1 sin ψ + k1 cos ψ);

(21)

g1 − χϑ1 =
δ

yE

sin ϑ0√
1 + A2

0

+
A0

γ(1 + A2
0)

k1, (22)

here ψ = 2ξ + 2χϑ0. Integrating (21) gives

g1(ξ) + χϑ1(ξ) =

= sin1/2(
√

εξ + C) cos1/2ε(
√

εξ + C)η(ξ),
(23)

here

η(ξ) =

∫
sin−

1
2 (
√

εξ + C) cos−
1
2ε (
√

εξ + C)×

×
(

χδ

2yE

(
− sin ξ −

√
ε cos ξ

tan(
√

εξ + C)

)
− k1(ξ)

2γ

)
dξ.

The relations (22) and (23) give the factors g1(ξ)
and ϑ1(ξ) inside the rarefaction wave.

The solution of the system (1) downstream the
expansion wave (ξ ∈ [ϕ3; ϕ4]) is similar to (20). In
this formulae the gasdynamic parameters and the
basic flow unevennesses at E should be marked
with ̂ .

The factors g1(ξ) and ϑ1(ξ) are continuous in
the whole flow field. The value η(ϕ2) can be ob-
tained from (20) and (23):

g1(ϕ2) + χϑ1(ϕ2) =

=
(
ε cot2 αE

) 1
4

(
1 + ε cot2 αE

)− 1+ε
4ε η(ϕ2) =

= 2

(
χN2E − sin αE cos αE

γ
N1E

)
cos αE−

− δ

yE
sin ΘE sin αE + χ

sin2 αE cos αE

γ
N3E .

(24)

A similar expression holds for the closing charac-
teristic at ξ = ϕ3. Let us note that the relation
(22) holds for values g1(ϕ2) and ϑ1(ϕ2), g1(ϕ3)
and ϑ1(ϕ3) given by the solution (20).

After the quantities k1(ξ), g1(ξ) and ϑ1(ξ) are
determined, the function A1(ξ) is found from (2):

A1(ξ) = g1(ξ)

(
1

1 + εA2
0

− 1

1 + A2
0

)−1

. (25)

It follows from (10) that

ζ(ξ) =





(
(ϕ2 − ξ)ζ(ϕ1) + (ξ − ϕ1)ζ(ϕ2)

)
/(π − αE),

ξ ∈ [ϕ1; ϕ2]

−χϑ1(ξ)

2
+

A1(ξ)

2(1 + A2
0)

, ξ ∈ [ϕ2; ϕ3]

(
(ϕ4 − ξ)ζ(ϕ3) + (ξ − ϕ3)ζ(ϕ4)

)
/α̂E

ξ ∈ [ϕ3; ϕ4].

(26)

The boundary values ζ(ϕ2) and ζ(ϕ3) are deter-
mined from the continuity condition of the func-
tion ζ(ξ), and ζ(ϕ1) and ζ(ϕ4) are determined
from (8).

The formulae (9), (26) allow us to determine
the curvatures of all the characteristics forming
a rarefaction wave. The curvature Sa is deter-
mined, except the flow parameters, by the up-
stream flow unevenesses N1E , N2E , N3E and the
distance from the axis of symmetry yE . Let us
note that unlike the rarefaction wave, the shock
wave curvature does not depend on the parame-
ters and the differential characteristics of the up-
stream flow.

The flow nonisobaric factor N̂1E and the
streamline curvature N̂2E downstream the expan-
sion wave are interdependent by the relation simi-
lar to (24) at ξ = ϕ3. The second relation between
them is determined by the specific character of the
flow downstream the wave. If a free jet is consid-
ered, the jet boundary can be approximately as-
sumed isobaric (N̂1E ≈ 0) and the curvature N̂2E
is calculated on the basis of this hypothesis. If a
flow around an acute angle is being calculated, the
wall curvature N̂2E downstream from the point E
is known. Finally, if a first–order problem for a
shock–wave structure is being solved (Adrianov
et al., 1995), relations between the unevennesses
N̂1E and N̂2E in the gas flows on both sides of
the tangential discontinuity are considered simul-
taneously. A system of two linear equations is
obtained, both unknown unevennesses are found
from its solution.

The formulae similar to (20) give the flow pa-
rameters downstream the wave through the basic
flow unevennesses in this region.

5. The calculation results

The obtained expressions allow us to plot the flow
pattern in the vicinity of the rarefaction wave cen-
ter E. The calculations were carried out for an
underexpanded axisymmetric jet of a thermody-
namically perfect gas with γ = 1.4. The jet flows

4
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Figure 2. Isolines for the flow, shown in figure 1. Dash lines — isotachs with the Mach number values:
M1 = 2.37, M2 = 2.59, M3 = 2.92, M4 = 3.25; dot lines — isoclines with the velocity vector polar angle
values: Θ1 = 0.070 rad, Θ2 = 0.152 rad, Θ3 = 0.238 rad, Θ4 = 0.327 rad, Θ5 = 0.188 rad, Θ6 = 0.049 rad.
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Figure 3. The flow pattern in the vicinity of the nozzle edge E for expiration uneven axisymmetric jet with
Mach number at the nozzle exit ME = 2, the nozzle opening half–angle ΘE = 0, the rarefaction wave intensity
J = 0.5, the upstream flow unevennesses at the nozzle exit N1 = N2 = N3 = 1/yE . Legend of the left and right
figures coincide with the notation of figures 1 and 2. In the right figure dash lines — isotachs with the Mach
number values: M1 = 1.50, M2 = 1.64, M3 = 1.79, M4 = 1.95, M5 = 2.11, M6 = 2.27; dot lines — isoclines,
the velocity vector polar angle values are: Θ1 = 0.131 rad, Θ2 = 0.199 rad, Θ3 = 0.270 rad, Θ4 = 0.342 rad,
Θ5 = 0.413 rad.

out from a nozzle with the Mach number ME = 2
at the nozzle exit section.

Figure 1 shows the flow pattern for a conical
nozzle. The gas flow inside the nozzle is mod-
eled by the flow from a point spherical source. In
this case the streamlines in the nozzle are straight
(N2 = N3 = 0). The streamlines, the charac-
teristics of the family C−, forming a rarefaction
wave, and the jet boundary are shown. Isotachs
and isoclines for the same flow are shown in Fig-
ure 2. Along the isotachs the gas velocity mag-
nitude V is constant; along the isoclines the gas
velocity polar angle Θ is constant. It is shown in
(Mölder, 1979) that the gas temperature, speed
of sound and Mach number also remain their val-
ues along the isotachs. The figure legend indicates
the Mach numbers on the relevant isotachs. In an
irrotational flow (N3 = 0) the gas pressure and
density are also constant along isotachs.

Figure 3 shows a non–uniform flow from a noz-

zle with a central body. The streamlines, the char-
acteristics of the family C−, the jet boundary, iso-
tachs and isoclines are shown for this flow.

The curvatures Sa of characteristics of the
family C− are linear homogeneous functions of
the unevennesses N1, N2, N3 and the curvature
N4 = δ/yE (in axisymmetric flows). Therefore,
the influence coefficients of Nj , j = 1, 2, 3, 4, on
the curvature Sa can be introduced. The ratios
Sa/Nj for the closing characteristic vs. the rar-
efaction wave intensity J = p̂E/pE are presented
in Figure 4. The horizontal lines show the first
discontinuous characteristic curvature; it does not
depend on the intensity J . In case J = 1 the rar-
efaction wave degenerates into a weak discontinu-
ity, and the first characteristic coincides with the
closing one.

If a jet flows from a nozzle into a region with dif-
ferent static pressure a rarefaction wave appears
in case p̂ < p (the jet is underexpanded) and a

5
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ME = 2, in an axisymmetric case ΘE = 0. Dot
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Figure 5. Dependences of the ratios

(1) N̂2/N1E , (2) N̂2/N2E , (3) N̂2/N3E , (4) N̂2/N4E

for an isobaric jet boundary curvature on the rarefac-
tion wave intensity J (in case J < 1) and the shock
wave intensity (in case J > 1).

shock wave appears in case p̂ > p (the jet is over-
expanded). In both cases, the boundary of the jet
can be considered isobaric, N̂1 = 0, and the curva-
ture N̂2 can be obtained as a function of the inten-
sity J = p̂/p of the rarefaction wave or the shock
wave. Figure 5 shows the curvature N̂2 ratios to
each of the upstream flow unevennesses under the
assumption that other unevennesses are equal to
zero (the upstream flow parameters are the same
as in Figure 4). It can be seen that at J = 1
the transition from a rarefaction wave to a shock
wave calculated in (Uskov & Mostovykh, 2012), is
continuous.

6. Conclusion

The first–order problem for a centered rarefaction
wave in planar and axisymmetric vortex flows of
a thermodynamically perfect gas is solved. Gas-
dynamic parameters ω, Θ and p0 are presented in
the form of asymptotic decompositions in powers
of the distance from the center of the wave, with
factors depending on the characteristic parame-
ter. The distributions of gasdynamic parameters
in the vicinity of the center of the rarefaction wave
E are obtained. The curvatures of the characteris-
tics, forming a centered rarefaction wave, and the
basic flow unevennesses downstream it are deter-
mined.The flow patterns, showing the streamlines,
the acoustic characteristics inside the rarefaction
wave and various gasdynamic parameter isolines
are plotted. In the case of potential flow (N3 = 0)
the solution coincides with the results of Shmy-
glevskii (1957).

This research is financially supported by
the St.–Petersburg State University (project
No 6.50.1556.2013) and the Russian Foundation
for Basic Research (project No 12–08–00826–a).
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Specific features of shock-compressed gas flows in railgun

channels
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B.I.Reznikov,K.V.Tverdokhlebov
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1. Introduction

Shock tubes are widely used to form and in-
vestigate shock waves and physical phenomena
in gases at high temperatures. The maximum
possible Mach number of a shock wave in a gas
M0 is determined by the basic theory of shock
tubes. It is reached at an infinite ratio between
pressures of the driver and driven gases P3/P0

and is M0 = (γ0 + 1)a3/[(γ3 − 1)a0], where
a3 and a0 are velocities of sound in the driver
and driven gases and γ3 and γ0 are the heat
capacity ratio in the driver and driven gases. If
the driver gas is hydrogen, and the driven gas
in the low-pressure chamber is argon, maximum
possible Mach number of a shock wave in this
case M0 = 15. At P3/P0 = 103 the Mach number
of the shock wave is much lower, i.e., M0 ≈ 7. To
increase a3/a0 and, hence, M0, energy is fed into
the driver gas (heating by electric discharge or
heat release due to explosive mixture burning) or
the driven gas is cooled (cryogenic shock tubes),
as shown in Physics of Shock Waves (1986).
The strongest shock waves are obtained
in blast-driven shock tubes, as shown in
Encyclopedia of Plasma (2000). The experi-
ment in this case is much more complicated and
much more resource-consuming.

To develop a generator of high-velocity plasma
jets with a high kinetic energy of the flow, we stud-
ied an electromagnetic railgun that accelerated a
”free” (without a dielectric pellet) plasma piston.
The plasma was accelerated in the magnetic field
of the current that flew through rails-electrodes
and the plasma piston. The plasma chemical com-
position was determined by the material of the
electrode surface ejected to the plasma piston due
to the erosion caused by the discharge current.
It was found that (i) the plasma parameters and
plasma piston velocity depended on the working
current in the discharge circuit and pressure of the
gas that filled the channel p1 and (ii) the plasma
piston acceleration was accompanied by genera-
tion of strong shock waves with the parameters
nearly unattainable in conventional shock tubes,
see Zhukov et al. (2007), Bobashev et al. (2010).
By the specific internal plasma energy (per unit
mass) at the channel output, the railgun is in-
ferior only to blast-driven shock tubes, as shown
in Encyclopedia of Plasma (2000). The basic spe-
cific feature of the plasma acceleration in the rail-
gun is that the shock wave generation and flow
of the shock-compressed gas occur under a high
electric field (on the order of hundreds of V/cm)
between electrodes. The goals of our study were to
get information on the shock-wave parameters and
to find an explanation of the phenomena arising
due to the flow of shock-compressed gases along
the railgun channel.

2. Experimental

A railgun with a length of 250 mm and channel
cross section A = 6.5 × 5.5 mm2 was placed
into a special chamber with viewing windows. The
air from the chamber was evacuated to get fore-
vacuum, then the chamber was washed by the
working gas (helium or argon) and filled up to
pressures p1 = 25 . . . 500 Torr. Noble gases (ar-
gon, helium) were chosen as working gases because
of their availability and simple dependences of in-
ternal energy on temperature and pressure. Ad-
ditional arguments speaking in favor of the choice
of argon and helium were an order-of-magnitude
difference in the molecular masses of these gases
and an appreciable difference in their ionization
potentials. As a result, the electron concentration
in argon and helium could differ by several orders
of magnitude at equal shock wave velocities.

An energy bank in the form of an LC line
was connected to the railgun via an ignitron dis-
charger and formed a trapezoidal current pulse
with nearly a flat top across the load. Current
leads which were hermetically embedded into the
chamber flanges provided a supply of pulsed cur-
rents of up to 100 kA to the railgun electrodes
made of copper. The discharge initiation was per-
formed by a high-voltage spark applied to a thin
auxiliary electrode in the channel simultaneously
with application of voltage from the energy bank.
The discharge current I amplitude was varied by
varying the charge voltage U0 across capacitors.
The discharge current was nearly independent of
the gas type and its initial pressure. The discharge
current was also independent of the plasma piston
velocity because it was mainly determined by the
internal resistance of the power supply. Owing
to transparent dielectric side walls of the channel
(plexiglass), a photograph of luminosity propaga-
tion along the channel made by the streak cam-
era could be obtained. The shock wave velocity
was measured by the cutoff of laser irradiation
in two channel cross sections, i.e., in the control
cross section which was at a distance of 45mm af-
ter the output cross section of the railgun channel
and immediately after it. The discharge current
was measured by the Rogowski coil. The poten-
tial difference between the rails in the output cross
section was also measured in the experiment.

3. Results

3.1. The high-voltage spark in the railgun formed
a current bridge, i.e., plasma piston, between the
rails-electrodes through which the energy bank be-
gan to discharge. The magnetic field of the cur-
rent I flowing in the rails affected the plasma
piston with an ampere force FA ∼ I2 and ac-
celerated it in the direction of the channel out-
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put. In the process of motion the plasma piston
compressed the gas in front of it and generated
the shock wave that moved away from the plasma
piston front. Typical streak camera photographs
showing luminosity propagation along the chan-
nel filled with helium and argon are shown in
Fig.1a,b. The experiments were carried out with
nearly equal initial gas densities in the channel
and shock wave velocity D ≈ 7 km/s. It can
be seen from Fig.1 that as soon as the current is
established, the plasma piston velocity no longer
grows, and the motion of the luminosity front oc-
curs with nearly a constant velocity. This can
be explained as follows: as the plasma piston ve-
locity increases, the summary force acting on the
plasma piston decreases due to a growth in the
force arising due to the increase in pressure in the
shock layer Fd and a growth in the decelerating
force resulting from capture (by the plasma pis-
ton) of a part of the erosive flow of mass ejected
into the channel normally to the plasma motion
direction, see Bobashev et al. (2010). It is also
evident from Fig.1a that when the channel is filled
with helium, the position of the shock wave does
not coincide with the luminous front of the plasma
piston, and the luminosity intensity (curve 2) in
the shock-compressed gas is low as compared with
the plasma piston luminosity. The position of the
luminous front in the channel filled with argon co-
incides with the shock wave, and the luminosity
intensity grows immediately after the shock wave.

3.2. The maximum shock wave velocity D =
16.4 km/s was obtained in the channel filled with
helium for an initial pressure of 25 Torr. The
Mach number of the shock wave in this case was
M ≈ 16.3. The plasma parameters in the
shock layer we calculated from the results given in
Gryaznov et al. (1973) and Vorobiev (1977) were:
temperature T2 = 19200 K, pressure p2 =
118 atm, density ratio ρ2/ρ1 = 5.2, electron
concentration ne = 2 · 1017 cm−3, conductiv-
ity σ2 = 50 mho/m. For the argon plasma
(M = 22, p1 = 50 Torr) they are T2 = 17400 K,
p2 = 47 atm, ρ2/ρ1 = 9.1, ne = 4.9 · 1018 cm−3,
σ2 = 92 mho/m.

The measured dependences of shock wave ve-
locity on charge voltage U0 (D(U0)) across the
capacitors of the LC line are shown in Fig.2. The
major experimental observations are as follows:
(1) in the case of a fixed initial pressure the shock
wave velocity grows with increasing voltage U0

and, hence, discharge current; (2) in the case
of a fixed stored energy the shock wave velocity
depends on the initial gas density in the chan-
nel ρ1, it decreases with increasing ρ1; (3) in the
case of equal initial densities (Ar, p1 = 25 Torr,
He, p1 = 250 Torr or Ar, p1 = 50 Torr, He,
p1 = 500 Torr) the D(U0) dependences for the
channels filled with argon and helium nearly co-
incide. Slight differences appear only at shock
wave velocities D > 7 km/s, which is due
to a decrease in the effective heat capacity ratio
γ = (1 + ρ1/ρ2)/(1 − ρ1/ρ2) caused by electron
excitation and argon ionization.

A simple interpretation of the similarity be-
tween the D(U0) dependences in the case of equal
initial densities ρ1 can be obtained if we assume

Figure 1. Luminosity chronograms in the channel.
(a) Helium - 500 Torr, (b) Argon - 50 Torr. 1 -
discharge current, 2 - luminosity intensity, 3 - signal
from the photodetector of laser irradiation placed near
the channel output. The dashed line marks the shock
wave position

Figure 2. Shock wave velocity D (km/s) in argon and
helium vs charge voltage U0 across capacitors

that at the final stage of acceleration the plasma
piston moves with a constant velocity close to the
maximum velocity, see Bobashev et al. (2010). In
this case the approximate equality FA ≈ Fd =
p2A = 2(γ + 1)−1ρ1AD

2 yields the D : I(γ +

1)1/2ρ
−1/2
1

relation which qualitatively describes

2
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all major experimental observations.

3.3. Experiments on shock wave generation in
the channels filled with argon and helium revealed
that the shock wave velocity exerts a considerable
influence on the luminosity intensity distributions
of the shock-compressed gas and plasma piston
along the channel. The curves for argon and he-
lium shown in Fig.3 were obtained for equal initial
gas densities in the channel and close shock wave
velocities. In the case of velocities higher than
5.1 km/s an intense luminosity in argon arises im-
mediately after the shock wave (Fig.3). Its inten-
sity is comparable to that of the plasma piston lu-
minosity, the luminosity intensity B increase with
increasing shock wave velocity. In the channel
filled with helium (Fig.3b), the luminosity arises
at a distance of several centimeters after the shock
wave, and its intensity is much lower. As the shock
wave velocity increases, the boundary of the lumi-
nous region shifts from the boundary between the
plasma piston and gas-compressed layer in the di-
rection of the shock wave, and the luminosity fills
a larger and larger part of the shock-compressed
gas.

Figure 3. Luminosity distribution in the channel
(arbitrary units) at different shock wave velocities
in (a) argon at p1 = 50 Torr and (b) helium at
p1 = 500 Torr. a) D (km/s): 1 - 5.1, 2 - 6.8, 3 -
8.3, b) D (km/s): 1 - 5.1, 2 - 7.3, 3 - 8.9

It is logical to suppose that the mechanism of
luminosity emergence after the shock wave in the
layer of the shock-compressed argon obeys gen-
eral laws of passage of discharge current through
the boundary between a ”cold” electrode and gas
and is associated with the phenomenon of blast
emission. This is similar to the situation with
vacuum breakdown. At low shock wave velocities
the gas in the shock-compressed gas is neutral.
The interelectrode potential difference ∼ 100 V
is not high enough to cause a breakdown across
the entire interelectrode gap, and there is no cur-
rent in the shock-compressed gas. A strong shock
wave heats and ionizes the gas and gives rise to
a high density of charged particles in the shock-

compressed gas layer with the exception of the re-
gions of ”cold” boundary layer near the electrode
surfaces. If the charge carrier concentrations are
∼ 1017 − 1018 cm−3 and higher, the carrier drift
and diffusion result in layers of space charge of
high density with the thickness of the order of
Debye radius. Since the entire interelectrode po-
tential difference is concentrated on these layers, a
region of strong electric fields 106−107 V/cm high
enough to initiate blast emission is formed. This
leads to an arc discharge formation between elec-
trodes in the shock-compressed gas region. This
mechanism is similar to that of the processes at
a multi-electron initiation of breakdown by exter-
nal ionizers used to achieve a self-sustained dis-
charge in gas lasers, as shown, for example, in
Mesyats (1986).

Calculation of electron concentration ne and
specific electric conductivity σ in Ar and He
shows that high concentrations ne ∼ 1017 −
1018 cm−3 and high specific electric conductiv-
ity σ ∼ 50 mho/m in argon are reached at
shock wave velocities exceeding 5 km/s. In he-
lium, such concentrations and electric conductiv-
ity are reached at velocities higher than 15 km/s
because of a high velocity of sound and a high
ionization potential.

4. Conclusion

Experimental results lead to the conclusion that
railguns can be used as generators of strong shock
waves with velocities higher than 10 km/s.

The studies have shown that the presence of
electric field in the shock-compressed gas after the
shock wave decreases the efficiency of plasma ac-
celeration at high shock wave velocities.

The study was partly supported by the Pro-
grammes of Presidium of RAS P02, P25 and
RFBR grant No.12-08-01050.
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Dependence of Parameters Across Slip Stream in Triple
Shock Wave Configuration on Adiabatic Index

L. Gvozdeva, S. Gavrenkov, A. Nesterov Joint Institute for High Temperatures of the Russian
Academy of Sciences (JIHT RAS), 125412, Izhorskaya st. 13 Bd.2, Moscow, Russia

Abstract. The dependence of instability of
slip streams in triple shock waves configuration on
an adiabatic index of a gas has been investigated.
A shock wave impinging upon a flat surface
may be reflected in different ways. It can take
the form of regular or irregular reflection. At
the irregular reflection configuration of three
waves and slip stream arise. Slip streams are
unstable; they collapsed in a chain of vortices due
to the Kelvin-Helmholtz instability. Previously
in the experiments in shock tubes it hapt-getas
been observed that the instability of tangential
surfaces is more pronounced in the gas, in which
physical and chemical transformations occur.
The basic parameters of the mixing across slip
stream in dependence on gas reality have been
analytically determined in the paper. It has been
shown that the observed phenomenon can be
explained analytically.

Introduction.

The Kelvin-Helmholtz instability is of funda-
mental interest. It is of high importance in fields
such as turbulence study, small scale mixing in
the Richtmyer-Meshkov and the Rayleigh-Taylor
instabilities, etc. An understanding of the stabil-
ity characteristics of compressible mixing layers is
also important in view of use of the scramjet en-
gine for the propulsion of hypersonic aircraft. The
Kelvin-Helmholtz instability occurs when two flu-
ids flow with proximity to each other with a tan-
gential velocity difference. This type of instability
occurs in triple shock configurations. Let a shock
wave traveling at Mach number M0 hit a rigid
surface at an angle α0 (Fig. 1).

Figure 1. Scheme of irregular reflection from a flat
wedge. IA - incident wave; AM - Mach wave; AT
- slip stream; AR - reflected wave. ω1 - incidence
angle, ω2 angle of reflection. α0-anlge of the wedge,
A-triple point. ωtr angle between tangential surface
and reflected wave.

The entire system is self-similar with a triple
point A moving at a constant angle χ to the wedge
surface. From geometric consideration it is seen
that relative to the triple point A, the approaching
gas has a Mach number M1 = M0

sin(ω1)
, where ω1 =

90−α0−χ. If gas is passing through the incident
and reflected waves, than it is deflected first by the
angle θ1 and then by the angle θ2 in the opposite
direction. Applying the laws of conservation to
the Mach wave the flow behind the shock wave is
deflected at the angle θ3, so the flow is directed
along AT and θ3 equals θ1 − θ2.

These considerations are the basis of the well-
known three-shock theory (Landau et al. 1987),
(von Neumann 1963).

The slip stream is a surface of the mixing of
two streams flowing in parallel (Fig. 2). Pressure
on both sides of it is the same. Density, tem-
perature, and accordingly viscosity are different.
Thus, the slip stream can be regarded as a free
surface of mixing layer. The evolution of slip-
streams in the triple shock wave configuration in
the unsteady reflection have been first observed in
shock tube experiments (Bazhenova et al. 1969)-
(Bazhenova et al. 1977). Theoretically and nu-
merically the development of flow instabilities and
transition to the turbulence have been studied in
the papers (Ben-Dor 2007)-(Batchelor)

As it became recently known the location of
reflected wave in the three shock configuration
is very sensitive to the value of adiabatic in-
dex. With decrease of the adiabatic index a
new unsteady mode may appear as the solution
of the stationary problem (Gvozdeva et al. 2012)-
(Gvozdeva et al. 2013). Therefore, it is interest-
ing to determine how the change in the adiabatic
index affects the development of Kelvin Helmholtz
instability of the tangential surface.

Figure 2. Transition layer between two parallel flows.
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Prior experiments.

The experiments were conducted in
a shock tube of square section 72x72
mm in argon, air, nitrogen, carbon
dioxide, freon (Bazhenova et al. 1969),
(Bazhenova et al. 1977). Thus, the ratio of
specific heats of gas varied from γ = 1.66 up to
γ = 1.18. The change of the specific heat leads to
the change in gas compressibility and velocity of
sound. Some experimental results are shown in
the Fig. 3, 4.

The Figures show that the contact surface is un-
stable and curls into a chain of coherent vortices,
similar to that studied by Brown and Roshko.
Moreover it is evident that in the carbon diox-
ide the spread angle of the mixing layer is greater
than in nitrogen.

Figure 3. Schlieren picture of shock reflection in ni-
trogen α0 = 24◦, M0 = 2.12, p0 = 50mmHg Torr.

Figure 4. Schlieren picture of shock wave reflection
from a wedge in CO2 gas, M0 = 5.18, α0 = 32◦,
p0 = 20 torr.

Dependence of gas parameters on adia-
batic index.

In the paper the dependence of governing di-
mensional parameters on real gas effect is ex-
amined. In addition an angle ωRT the an-
gle between the reflected shock wave AR and
the tangential surface AT, has been determined
(von Neumann 1963) In order to reveal the effect
of the internal degrees exaltation it is convenient
to introduce the effective heat capacity γef deter-
mined from equation:

h =
γef

γef − 1
· p
ρ

(1)

where h, p, ρ are enthalpy, pressure and density of
the heated gas respectively. This is only a conve-
nient approximation and the calculations become
easier.

The whole system of equations of three shock
theory has been written about the parameters:
pressure p1, temperature T1, the incidence angle
ω1, Mach number M1 and the effective value of
the adiabatic index γef . Basic dimensionless pa-
rameters of the gas mixture contact surface AT
and the angle ωRT have been calculated in depen-
dence on the effective value of the adiabatic index.
The calculations were made for the effective value
of the adiabatic index γef ., in the range from 1.05
to 1.66. Mach number of the incoming flow M1 in
the coordinate system associated with the triple
point is varied from 3 to 9, the initial temperature
T1 = 293K. The results are presented in Fig. 5
for the constant angle ω1. From the calculation it
is seen that in the range of investigated values of
γef the ratio of velocity varies very much (Fig. 5),
and in the direction of increasing with decreasing
the adiabatic index. At the same time the second

parameter
(

ρ3µ3

ρ4µ4

)0.5

doesn’t change. Dependence

of the angle ωRT on adiabatic index is also essen-
tial (Fig.6).

Figure 5. Dependence of the governing parameters

V3/V4 and
(

ρ3µ3

ρ4µ4

)0.5
at the contact surface on the abi-

abatic index γef for different Mach numbers M1.The
angle of incidence is equaled to ω1 = 40◦ = const.
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Figure 6. Dependence of the the angle ωRT between
the reflected wave AR and tangential surface AT at
the contact surface on the adiabatic index γef for dif-
ferent Mach numbers M1. The angle of incidence is
equaled to ω1 = 40◦ = const.

Comparison with experiments.

It has been noted in Introduction the reality
of the gas has a significant effect on the behav-
ior of the tangential surfaces. In order to com-
pare the calculations with experiments a new pro-
cessing of the experiment shown in Figure 4 has
been done. It should be noted that, in the gen-
eral case of strong shock waves, when physico-
chemical reactions occur behind the shock wave,
the self-similarity assumption does not hold true
because of relaxation effects. However, in cases
where either partly equilibrium or complete ther-
modynamic equilibrium becomes established be-
hind the shock, self-similar solutions are in fact
possible. If we consider the carbon dioxide as
an ideal gas so one has to take the adiabatic in-
dex equals to 1.4, because the molecule of carbon
dioxide is linear. But the excitation of molecular
occurs even at room temperature and certainly
behind the incident and reflected waves. In ad-
dition, at the temperatures behind the incident
wave carbon dioxide must dissociate. But the re-
laxation times for the processes of vibration exci-
tation and dissociation are very different. Disso-
ciation will affect the flow not earlier than in 100
µs. after the passage of a shock wave. Vibration
excitation occur faster, less than in µs. Thus, in
the above experiment, one can use the assump-
tion about partly thermodynamic equilibrium. It
has been shown Ben-Dor 2007 that one can use
the effective value of the adiabatic index equals to
1.21 in all areas. The results of calculation of the
experiment in Figure 4 are presented in the Table
1. Two cases are given: ideal gas and vibration
excitation and no dissociation.

Table 1. Results of calculation of the experiment in
Figure 4.

γef = 1.4 γef = 1.21 Exp.

V3/V4 2.5 4.08 -
(

ρ3µ3

ρ4µ4

)0.5
1.05 1.15 -

ωRT 35.5◦ 24.5◦ 24.7◦

Table 1 shows that the reality of the gas
greatly affects the flow parameters. Parameter
V 3/V 4 at adiabatic index equals 1.21 is 1.63
times greater than for the ideal gas with γ = 1.4.
The angle ωRT is approximately 11 deg less than
for the ideal gas. It coincides very well with the
experimental data.

Conclusions.

The analytical calculation of characteristic pa-
rameters for the contact surface in three shock
wave configuration has been made. It has been
found that contact surfaces are greatly influenced
by the reality of the gas. These surfaces are un-
stable and curl up into a chain of vortices, so the
mixing process is much more efficient in gases with
low adiabatic index. It has been shown that with
a decrease in the value of the adiabatic index, the
angle between the tangential surface and the re-
flected shock wave sharply decreases. This conclu-
sion is confirmed by the treatment of experiments
conducted previously in shock tubes.
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Abstract: The noise emission of free jets has
been extensively investigated for many decades.
At subsonic jet velocities coherent structures of
the mixing layer move at subsonic speed and
emit sound waves. Free jets blowing at super-
sonic speeds, however, can emit weak shock waves,
called Mach waves. There, two cases must be
distinguished: the structures move either sub-
sonically or supersonically relative to the inside
and/or outside speed of sound. In the case of su-
personic movement, the Mach waves exist inside
as well as outside the jet. For a long time extensive
studies were done by many researchers for finding
the origin of the Mach waves experimentally and
theoretically. They created numerous theories,
but the mechanism of the Mach wave formation
has not yet been clearly worked out. Recently an-
other theory of Mach waves in supersonic jets was
developed by Oertel sen. et al. 2013 which clearly
establishes the causes for the Mach wave produc-
tion and stability as well as their dynamics. The
theory’s principle is that the Mach waves are initi-
ated by vortices which move downstream at three
speeds w, w′ and w′′ inside of the mixing layer.
These three types of vortices and Mach waves are
described in an elegant manner by the theory and
are called: the w-, w′- and w′′-vortices and w-, w′-
and w′′-Mach waves, respectively.

1. Introduction

Fig. 1 is a schlieren visualization showing the jet
topology of the Mach waves inside and outside
of a supersonic jet as taken by Oertel 1978. He
carried out numerous shock tube experiments for
clarifying the topology of the Mach waves emitted
by supersonic jets and their domain of existence,
Oertel 1980, 1983 . Based on his work, the waves
outside the jet are called the w′-Mach waves and
those inside are the w′′-Mach waves.

Furthermore, many experimental and theoret-
ical studies were done worldwide in the past by
numerous researchers to solve the Mach wave phe-
nomenon properly. Some important contributions
have been published among others by Tam 1971,
Tam 1975, Tam 1980, Tam and Hu 1989, Tam
1995, Tam 2009, by Papamoschou 1991, Pa-
pamoschou 1997, Papamoschou and Bunyaji-
tradulya 1997, Papamoschou and Debiasi 1999,
by Colonius et al. 1997, by Lele et al. 2010, by
Freund et al. 2000 and by Rossmann et al. 2002.
Although they describe the Mach wave dynamics
very extensively, in conclusion there exists no clos-
ing explanation for the mechanisms - i.e. how the
sources for the Mach wave formation are struc-
tured and how the Mach waves are emitted.

∗retired from the ISL

Figure 1. Free jet with Mi = 2.18, sound speed ratio
aa/ai = 0.95, jet (i) and outside (a) gases are air.

2. Summary of Oertel’s theory

Recently another theory has been developed
and extensively described in the publications of
Oertel sen. et al. 2010, 2011 and 2013. The addi-
tional theory’s central idea is the assumption that
vortex pairs are formed by the rolling-up process
of Kelvin-Helmholtz-instabilities taking place at
the beginning of the mixing layer. If the Kelvin-
Helmholtz-instabilities move supersonically they
produce Mach waves, shown clearly in Fig. 2, and
their rolling up is interrupted forming two vortices
by shock/vortex interaction, as depicted schemat-
ically in Fig. 2.

Figure 2. Mach waves interrupt the rolling-up process
in a supersonic jet flow mixing layer.

Fig. 3 shows an idealized and simplified picture
of how the vortices move downstream in two zones
within the jet boundary layer, in the inner zone
with velocity w′ and in the outer one with w′′.
The w′-vortices move supersonically with respect
to the outside gas and the w′′-vortices do the same
with respect to the inner jet gas. Similar to a su-
personically flying body, the vortices create shock
waves in front of each vortex. By the interaction
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Figure 3. Vortex train model of Oertel sen. et al.
2010. Example with w′/w′′ = 3 at aa = ai, Mi = 2

of the vortices with these shock waves Mach waves
appear to the inside and to the outside of the jet.
The vortices propagating with w′ within the inner
zone produce the w′-Mach waves outside. Those
vortices moving with w′′ in the outer zone initiate
the w′′-Mach waves inside. The w′-vortices move
faster than the w′′-vortices and form periodically
vortex pairs, as they pass each other during down-
stream motion. If the overtaking maneuver fails, a
single w-vortex is formed and weak w-Mach waves
can be produced.

Figure 4. Idealized front and tail vortex pair with
Mach waves (left) and relative Mach numbers (right).

The described vortex/shock wave formation is
shown in stylized form in Fig. 4 left by means of
idealized round-shaped vortices. Based upon gas-
dynamic considerations on the stability of vortices
inside the mixing layer, Oertel sen. et al. 2010,
2011, 2013 developed engineering correlations for
calculating the velocities w, w′ and w′′ of the vor-
tices, depending only on the jet Mach number Mi
and the speed of sound of the gas outside and the
jet gas inside: aa, respectively ai. The relations
are obtained by observing the flow past the vor-
tices as they move downstream while acting to in-
ward and to outward as an extension in constrict-
ing the flow cross-section, see schematic of Fig. 4
right. For stability reasons, the gas pressures at
the outward and inward periphery of a vortex
must be the same. This is fulfilled at equal relative
flow Mach numbers. Because the vortices trans-
port fresh gas from outside and from inside the jet
into the mixing layer, see Oertel sen. et al. 2010,
the speeds of sound in the two vortex trains are
constant, i.e. aa and ai. The relative Mach num-
bers for the w′-vortices and the w′′-vortices can
be deduced from Fig. 4 right.

ui − w′

ai
=

w′ − w

aa
(1)

w − w′′

ai
=

w′′

aa
(2)

No gas slippage between the two vortex trains
at the w-plane satisfies the following equation:

w′ − w = w − w′′ (3)

Resolution of these three equation (1) - (3)
yields the solution for the velocities w, w′ and w′′

relative to aa as follows:

w

aa
=

Mi

1 + aa/ai
(4)

w′

aa
=

Mi + w/aa
1 + aa/ai

(5)

w′′

aa
=

Mi − w/aa
1 + aa/ai

(6)

The formulae (4) - (6) can be used to deter-
mine the speeds w, w′ and w′′ of the Mach waves
which move at the same velocity as the vortices.
The w-vortices produce the w-Mach waves, the w′-
vortices the w′-Mach waves and the w′′-vortices
produce the w′′-Mach waves. Using the Mach
number relations (4) - (6), the angles α, α′ and
α′′ of the Mach waves are:

sin α =
aa
w

=
ai

ui − w
(7)

sin α′ =
aa
w′ (8)

sin α′′ =
ai

ui − w′′ (9)

For calculating the Mach wave angle α′′, rela-
tion (6) can be transformed in:

ui − w′′

ai
=

Mi + (aa/ai)(w/aa)

1 + aa/ai
(10)

3. Validation of Oertel’s theory

The validation of the theory can easily be
done by comparing the Mach wave angles cal-
culated with relations (4) - (6) and (7) - (9)
with flow images available from relevant publi-
cations. For this purpose the following publi-
cations were selected: Tam 1971, Papamoschou
and Bunyajitradulya 1991, Freund et al. 2000
and De Cacqueray et al. 2010. The flow images
taken with permission of the authors are shown
in the Figs. 5 - 8. The comparisons in Fig. 5
with Tam 1971 and in Fig. 6 with Papamoschou
and Bunyajitradulya 1991 fit and verify the rela-
tions (4) and (5) given by the vortex theory of
Oertel sen. et al. 2013 very well. For demonstra-
tion the theoretically determined Mach wave an-
gles are made visible by a straight line in each of
the flow pictures in the Figs. 5 - 8.

Freund et al. 2000 published numerical results
obtained by solving the conservation equation in
fluid mechanics. The outcome is shown in Fig. 7
in comparison with our relations (4) and (5). The
comparison suggests that the formulae derived
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Figure 5. Helium jet picture taken from Tam 1971, α′

= 36.2◦, see Tab. 1.

Figure 6. Helium jet picture from Papamoschou and
Bunyajitradulya 1991, α′ = 27.5◦, see Tab. 1.

Figure 7. Numerical jet picture from Freund et al.
2000, α′ = 42.3◦, see Tab. 1.

from the theory described above agree quite well
with the numerical data too.

A strong hint for vortex pair formation in-
side of the jet’s mixing layer is published by
De Cacqueray et al. 2010 for a Mach number 3.3
supersonic free jet. They solved the unsteady
Navier-Stokes equations in cylindrical coordi-
nates. The result is shown in Fig. 8 by a snap-
shot in the (x, r) plane: density gradient in grey,
azimutal vorticity in color inside the jet and fluc-
tuating pressure in color outside. The Mach waves
as a solution of the conservation equations are well
visible outside the jet. A comparison of the Mach
wave angle calculated with relations (4) and (5)
with the Navier-Stokes solution shows basically
the same Mach angles, as seen by the straight lines

overlaid. By observing the vorticity lines at the
mixing layer more closely, it seems that vortices
are formed. Each two seem to be connected, form-
ing probably a vortex pair.

Figure 8. Numerical jet picture from De Caqueray et
al. 2010, α′ = 23◦, see Tab. 1.

Numerical LES- calculations have been done re-
cently by Hruschka 2013. The Fig. 9 above shows
the calculated ”pressure gradient magnitude” in
the jet centerplane at Mi = 2 and aa/ai = 1 and
Fig. 9 below an enlargement of the section marked
in white. The enlargement shows unequivocally
that vortices and Mach waves are present inside
the mixing layer. The vortices do not appear as
regularly as shown in Fig. 3. The reason for that
is that the numerical grid is probably not yet fine
enough to resolve all the relevant small vortical
structures. In Fig. 10 the mixing layer topology
from LES-calculations at Mi = 3 and aa/ai =
1 are observable as well with the ”pressure gra-
dients”. The vortex structures inside the mixing
layer are quite visible as well as the w′-Mach waves
outside and the w′′-Mach waves inside the jet.

Figure 9. LES computed supersonic Mi = 2 air jet,
α′ = α′′ = 41.8◦, mixing layer behaves parallel.

The available literature data agree well with
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Figure 10. LES computed supersonic Mi = 3 air jet,
α′ = α′′ = 26, 4◦, mixing layer behaves parallel.

the above mentioned theory and only small devia-
tions, especially for the angles of the Mach waves,
are visible. This conclusion supports strongly that
the vortex pair theory in which the front vortex
generates the w’-Mach waves outside and the rear
vortex the w′′-Mach waves inside the supersonic
jet is valid. For clarity Tab. 1 lists the jet data
and the calculated angles. The Mach wave an-
gles for the jet in Fig. 1 are also included in Tab.
1 showing good agreement with the Mach waves
experimentally visualized by Oertel 1978.

Table 1. Jet data and calculated Mach angles.

Figure Mi aa/ai α α′ α′′

Fig. 1 2.15 0.95 63.4 36.2 37
Fig. 5 1.44 0.44 90 36.2 50
Fig. 6 2 0.53 49.9 27.5 34.6
Fig. 7 1.92 0.95 no 42.3 43.2
Fig. 8 3.3 0.95 36.2 23 23.4
Fig. 9 2 1 90 41.8 41.8
Fig. 10 3 1 41.8 26.4 26.4
Fig. 11 1.26 1.23 no no no
Fig. 11 1.98 2.44 no no no
Fig. 15 3 1.64 61.6 39.6 32.8
Fig. 16 3.59 0.74 29 17.9 13.8
Fig. 16 3.95 0.66 24.9 15.2 12.1

4. Limits given by Oertel’s theory

There exist supersonic jets which do not pro-
duce any Mach waves. The images in Fig. 11
taken from Oertel 1978 illustrate this statement;
jet data see Tab. 1. No Mach waves can be iden-
tified in both images. In these cases the super-
sonic jets produce no Mach waves and the Kelvin-
Helmholtz-instability rolls up into a single vortex
which moves downstream with the subsonic ve-
locity w. Fig. 12 shows the principle. This fact
means that boundaries must exist, within which
Mach waves occur, and also that they cannot exist
outside of these boundaries.

No w-Mach waves are present, if w/aa < 1 and
(ui - w)/ai < 1. They can exist when these Mach
numbers are > 1. The w′- and the w′′-Mach waves
appear as explained with Figs. 3 and 4 if the fol-
lowing conditions are valid for the w′- and the
w′′-Mach waves: w’ > aa and (ui - w

′′) > ai.

Figure 11. No Mach waves from supersonic free nitro-
gen jets with Mi = 1.26 (top) and 1.98 (bottom).

Figure 12. Vortex train model for a supersonic jet
with no Mach waves. Mixing layer behaves divergent.

Based on the above considerations the w′- and
the w′′-Mach waves can only exist at the follow-
ing conditions, if the vortices move supersonically
relative to the sound speeds outside and inside:

w′ > aa at Mi >
(1 + aa/ai)

2

2 + aa/ai
(11)

ui − w′′ > ai at Mi >
(1 + aa/ai)

2

(1 + 2aa/ai)
(12)

There are two further conditions for the vortex
and Mach wave stability which can be specified by
some Mach number considerations concerning the
spatial extent of the vortex structures relative to
the jet and the gas outside at rest. Each vortex
represents a ”hump” as discussed with Fig. 4 and
again schematically shown in Fig. 13 in a reference
system moving with it. It can only endure if the
static flow pressure sucks at the vortex periphery.
This happens at relative subsonic Mach numbers
with w′′ < aa and (ui - w

′) < ai. In Shapiro 1953
on page 313 can be found: ”On the wavy wall the
pressure is a maximum in the lowest points of the
troughs and is a minimum at the highest points of
the crests”. This pressure effect tends to increase
the amplitude of the vortex chain, i.e. the mixing
layer behaves stable.
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In the supersonic case at relative Mach numbers
> 1 shock waves occur. As shown in Fig. 13, the
vortex forms a bulge, i.e. the flow is forced to
evade this obstacle and thus acts compressively.
The suction is hence replaced by pressing and the
w′- and the w′′-vortices may disappear if w′′ > aa
and (ui - w′) > ai. At least the regularity can
only exist at relative Mach numbers

w′′ < aa at Mi <
ai
aa

(1 + aa/ai)
2 (13)

ui − w′ < ai at Mi < (1 + aa/ai)
2 (14)

If the w′- and w′′- vortex chains cannot be
formed in the mixing layer, a single w-vortex
train occurs immediately, accompanied by w-
Mach waves if the condition (15) is fulfilled:

w > aa at Mi > (1 + aa/ai) (15)

Figure 13. A vortex acts in the flow as a bulge.

The four function lines (11) - (14) are drawn
in Fig. 14 forming a region in which the Mach
waves occur stably, marked in dark color and con-
strained above and below by the boundary lines
inserted. Only in this domain the conditions for
regular Mach waves are fulfilled. Outside no Mach
waves should exist. The conditions of equations
(11) and (12) are strong; those of equations (13)
and (14) are weak.

Figure 14. Range of validity.

Some jet data are introduced in Fig. 14 which
represent the stability diagram. The data of the
jets seen for example in Figs. 1, 5, 6, 7, 8, 9 and
10 produce stable Mach waves and confirm well
the stability domain given by our theory. Fig. 15
shows a nitrogen jet at Mi = 3 which is a further

example for a jet just placed in the middle of the
stability domain. The w′-Mach waves are well es-
tablished and are moving stable downstream. The
free jet data in Fig. 11 show no Mach waves and
this observation is confirmed by the data points in
the stability diagram placed below the lower bor-
der lines. This means that below the boundary
lines w′ = aa and (ui - w′′) = ai absolutely no
Mach waves can occur. We hence call this region
the ”unstable subsonic region”. This is a very
strict condition.

Figure 15. Free jet with Mi = 3, aa/ai = 1.64, jet gas
is nitrogen and outside gas is air.

The transition to the region above the boundary
lines w′′ = aa and (ui - w

′) = ai, which is called
the ”unstable supersonic region”, is smooth. It
is possible that outside but very close to these
boundary limits (13) and (14) Mach waves can
even appear, but only up to some very small dis-
tances from these lines. Candidates for this case
are shown in Fig. 16 with jet data given in Tab. 1.
Comparing visually the angles of the Mach waves
with the data in Tab. 1, then we can observe that
there are practically no w’-Mach waves present,
but the w-Mach waves are dominant. According
to our theory this is possible because these exper-
iments in Fig. 16 are placed above the w = aa
boundary line. Thus, the theory predicts that the
w′- and the w′′-Mach waves start to disappear by
putting more and more energy into the jet.

5. Conclusions

Extensive comparisons of our new theory with lit-
erature data show its excellent applicability and
compatibility with existing measurements and
simulations. Up to now there is no experimental
or theoretical work accessible which contradicts
the theory developed by Oertel sen. et al. 2013
for the vortex and Mach wave behavior. Notwith-
standing, it is necessary to further validate the
theoretical assumptions by additional experimen-
tal research, especially concerning the formation
of the vortex pairs inside of the mixing layer and
their separation in two zones. To further prove the
limitations of the theory, some measurements con-
cerning the existence of the Mach waves near the
borders and outside of the dark colored domain
in Fig. 14 might be necessary. In particular, the
upper red boundaries must be reviewed in more

5
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Figure 16. Weak Mach waves from supersonic free
nitrogen jets with Mi = 3.59 (top) and 3.95 (bottom).

detail. The question is as well to further clarify
what happens with the w′′-Mach waves if there is
no w′-Mach wave existing and vice versa.

A restriction is that equal specific heat for the
jet gas and the outside gas have been used in our
theory for reasons of simplicity. The relations can
also be formulated for gases having different spe-
cific heat ratios. In this case the algebra is some-
what more complex, because then equal pressures
on both sides of a vortex require different Mach
numbers in the system moving with the vortex.
Estimations showed that for gas combinations of
monatomic and diatomic gases, as for instance a
Helium jet in Nitrogen, the difference is small and
can be neglected in a first approximation.
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Turbulent Vortex Dynamics across a Normal Shock Wave

J. Ryu ∗, D. Livescu †

CCS-2, Los Alamos National Laboratory, Los Alamos, NM 87545, USA

Turbulent flows interacting with shock waves
occur in many areas including internal and ex-
ternal hypersonic flight, combustion, ICF, and as-
trophysics. Due to the very large range of spatio-
temporal scales of the problem and complicat-
ing effects such as rapid changes in the thermo-
dynamic state across the shock, a detailed un-
derstanding of this interaction remains far from
reach. In general, the shock width is much smaller
than the turbulence scales, even at low shock
Mach numbers, Ms, and it becomes comparable to
the molecular mean free path at high Ms values.
At larger Ms values, the flow equations themselves
depart from the classical Navier-Stokes equations
and fully resolved simulations of both the shock
and the turbulence with extended hydrodynamics
at practical relevant Reynolds numbers will not
be feasible for the foreseeable future.

When the viscous and nonlinear effects can be
neglected across the shock, the interaction with
turbulence can be treated analytically, by assum-
ing the shock as a perturbed discontinuity and
using the linearized Euler equations and Rankine-
Hugoniot jump conditions. This approach is
called the Linear Interaction Analysis (LIA) [Rib-
ner, 1954, Moore, 1954]. Since it was introduced
in the 1950s, a number of studies have presented
comparisons between LIA and numerical simula-
tions. Due to the high cost of simulations for the
parameter space close to the LIA regime, previ-
ous studies using fully resolved Direct Numeri-
cal Simulations (DNS) [Lee et al., 1993, Jamme
et al., 2002] or shock-capturing schemes [Mahesh
et al., 1997, Lee et al., 1997, Larsson and Lele,
2009, Larsson et al., 2013] showed limited agree-
ment with the LIA solutions. For this reason, the
theory has not been fully appreciated so far.

Recently, Ryu and Livescu [2013, 2014], us-
ing high resolution fully resolved DNS extensively
covering the parameter range, have showed that
the DNS results converge to the LIA solutions as
the ratio δ/η, where δ is the shock width and η is
the Kolmogorov microscale of the incoming tur-
bulence, becomes small. For small values of δ/η,
the time scale of the interaction is much shorter
than the turbulence time scale and the viscous
effects become negligible during the interaction .
Since δ/η ' 7.69Mt/(Re0.5

λ (Ms−1)) for incoming
isotropic turbulence, the ratio can be controlled
using the turbulent Mach number, Mt, and can be
made arbitrarily small even at modest Reynolds
numbers. Small Mt values also minimize the non-
linear effects through the interaction. The results
of Ryu and Livescu [2013, 2014] reconcile a long
time open question about the role of the LIA the-
ory and establish LIA as a reliable prediction tool
for low Mt turbulence-shock interaction problems,

∗Present address: Department of Mechanical Engineer-
ing, University of California, Berkeley, CA 94720, USA

†Corresponding author: livescu@lanl.gov

which are relevant to many practical applications.
Furthermore, when there is a large separation in
scale between the shock and the turbulence, the
exact shock profile is no longer important for the
interaction, so that LIA can be used to predict ar-
bitrarily high Ms interaction problems, when the
Navier-Stokes equations are no longer valid and
fully resolved DNS are not feasible.

In this study, the canonical shock-vortical tur-
bulence interaction problem is studied using the
extended LIA theory developed in Ryu and
Livescu [2014], with the focus on vorticity dy-
namics. First, the results are shown to be con-
sistent with our extensive DNS database for up to
Ms = 2.2 and then used to predict the character-
istics of the vorticity field after the shock and its
downstream evolution at high Ms values. Here,
the incoming turbulence is vortical; results with
incoming turbulence having significant entropic
and acoustic modes will be presented elsewhere.

For the DNS results, the compressible Navier-
Stokes equations with the perfect gas assump-
tion are solved using the CFDNS code [Livescu
et al., 2009a, Petersen and Livescu, 2010]. The
ratio of specific heats is γ = 1.4, the viscosity
varies with the temperature as µ = µ0(T/T0)0.75,
and the Prandtl number is Pr = 0.7. The flow
variables are nondimensionalized by the upstream
mean density, temperature, and speed of sound,
c1. The spatial discretization is performed using
sixth-order compact finite differences [Lele, 1992]
and the variable time step Runge-Kutta-Fehlberg
(RK45) method is used for time advancement.
The mesh sizes are large enough such that all flow
scales (including the shock width) are accurately
resolved without applying any shock-capturing or
filtering methods and the results of the simula-
tions are converged under grid refinement. De-
pending on the target flow state, 128 to 1024 grid
points are used in transverse directions and 512
to 4096 grid points, together with a non-uniform
mesh which is finest around the shock, are used
in the streamwise direction. An accelerating layer
∼ 10% of the domain length is used at the outflow
boundary [Freund, 1997] to ensure non-reflecting
boundary conditions.

In order to provide realistic turbulence up-
stream of the shock wave, auxiliary forced
isotropic turbulence simulations are performed
with prescribed background velocity matching
the shock speed (Fig. 1 (a)). The statisti-
cally stationary state is reached using the lin-
ear forcing method Petersen and Livescu [2010],
which has the advantage of specifying the Kol-
mogorov length scale, η, the ratio of dilatational
to solenoidal kinetic energies, χ, and most en-
ergetic wavenumber, k0, at the outset. In this
study, these values are η/∆y = 1.7 ∼ 2.8, χ =
0.0005 ∼ 0.12 (quasi vortical turbulence), and
k0 = 4, where ∆y is the mesh size in the trans-
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(a) (b)

Figure 1. Numerical set-up: data recorded from
forced isotropic turbulence simulations (a) are fed
through the inlet of a shock tube (b). The red
rectangle is the plane where the flow data are
recorded (a) and the location of inlet feeding (b).
Eddy structures are visualized by the Q-criterion
(Q = 0.0125c2

1k
2
0). The shock location is identi-

fied through the isosurface with dilatation = -0.5
c1k0.

verse direction. Plane data are recorded at a
fixed plane perpendicular to the streamwise di-
rection and the data are fed through the inlet of a
shock-tube with a stationary shock (Fig. 1 (b)).
This method avoids limitations associated with
the Taylor’s hypothesis used in previous studies,
which is required to transform temporally decay-
ing isotropic turbulence data into spatially decay-
ing turbulence.

The simulations cover the parameter space of
the interaction from linear inviscid, close to the
LIA limit, to regimes dominated by nonlinear
and/or viscous effects. The Ms values considered
are 1.1, 1.2, 1.4, 1.8, and 2.2. The Taylor Reynolds
number, Reλ, immediately upstream of the shock
varies between 10 and 45. The turbulence statis-
tics are collected after one flow-through time to
remove the initial transients and the averages are
taken over time and transverse directions. More
than three flow-through times are used to collect
instantaneous data and the results are converged.
The mean location of the shock is at streamwise
position x = 0 and the turbulence quantities are
non-dimensionalized by their values immediately
upstream of the shock.

When there is a large separation in scale be-
tween the shock width and the incoming small am-
plitude disturbances, viscous and nonlinear effects
become negligible during the interaction process.
In this case, the DNS results should be close to
the LIA prediction [Ryu and Livescu, 2013, 2014].
The convergence to the LIA solution is shown for
full turbulent fields in Fig. 2. The DNS amplifi-
cations converge to the LIA result when the ratio
δ/η, which controls the scale separation, becomes
small, even at the low Reλ ' 20 considered in
Fig. 2. Note that the peak location of Ωtr is im-
mediately behind the shock wave and the ampli-
fication is not sensitive to the viscous effects af-
ter the shock, which generally affect the stream-
wise Reynolds stress amplification [Larsson and
Lele, 2009]. Thus, the convergence of Ωtr is faster
compared to other turbulence quantities [Ryu and
Livescu, 2014].

Figure 2. Convergence of transverse vorticity
variance, Ωtr, through a Ms = 1.2 shock to the
LIA solution (magenta lines) as the nonlinear and
viscous effects become small for the interaction.
δ/η = 2.3, 1.3, 0.69, 0.34, and 0.17, as Mt de-
creases from 0.27 to 0.02. Reλ is fixed at 20.

(a) (b)

Figure 3. Convergence of Ωtr amplification to
the LIA solution. Symbols along the vertical axis
represent the LIA solution with the shape and
color matched for the symbol-lines of correspond-
ing Ms. a) For different Ms, as δ/η is reduced by
Mt. b) For different Reλ and Ms = 1.2, 1.4, and
1.8, as a function of Mt. Higher Reλ cases are
located above the corresponding lower Reλ cases,
showing faster convergence to the LIA prediction.

Fig. 3 shows the convergence of the DNS results
to the LIA prediction for the Ωtr amplification at
Ms values 1.1 ∼ 2.2 as δ/η is decreased through
Mt in (a) and for Ms = 1.2, 1.4, and 1.8 as both
Reλ and Mt are varied in (b). For all Ms consid-
ered, the DNS amplifications converge to the LIA
solutions when δ/η is small enough. As most of
the turbulence scales are much larger than δ, the
viscous effects through the shock easily become
negligible, even at the low Reλ ' 20 results pre-
sented in Fig. 3 (a). The results are dependent on
the Reynolds number as well and show faster con-
vergence to LIA at higher Reλ, as seen in Fig. 3
(b). Nevertheless, the amplification is almost con-
verged at δ/η slightly below one and is much less
sensitive to Reλ than other turbulence quantities
(e.g. streamwise Reynolds stress Ryu and Livescu
[2014]).

Using the traditional LIA theory, only the sec-
ond moment statistics have been examined. Ryu
and Livescu [2014] have extended the LIA formu-
lation to be able to calculate complete postshock
flow-fields and higher order statistics. This exten-
sion requires the knowledge of full upstream flow

2
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(a) IT (b) Ms = 1.4

(c) Ms = 2.2 (d) Ms = 6.0

Figure 4. log10 PDF( WijWij

(WijWij)max ,
S∗

ijS∗
ij

(WijWij)max )
is shown with iso-contour lines (six lines from -0.5
to 2.0) and iso-surfaces. Horizontal axis denotes

WijWij

(WijWij)max . All cases use the IT database with
Reλ ' 100, and Shock-LIA for shock results.

fields, unlike the traditional formulation which re-
quires only the upstream spectra. The procedure
is, nevertheless, much cheaper than full shock-
tube simulations so that it allows the study of
postshock turbulence at much larger Ms and Reλ
values than allowed by today’s fully resolved DNS
of shock-turbulence interaction. Below, Shock-
LIA and Shock-DNS refer to the postshock fields
computed using the extended LIA theory and
DNS, respectively. A separate IT DNS database
with Reλ ' 100, Mt = 0.05 , χ ≈ 0, and k0 = 1
was used to generate postshock flow field at sev-
eral Ms values. For comparison, results are also
presented using the IT database and the corre-
sponding DNS shock-tube simulation from one of
the previous runs, with Reλ ' 20, Ms = 2.2,
Mt = 0.12, χ ≈ 0, and k0 = 4. All averages
are calculated over time and transverse directions
immediately behind the shock, for Shock-LIA and
Shock-DNS, and time and all three directions for
IT.

The vorticity amplification and the properties
of the vortical field can be further investigated
using the amplification of the rotation, WijWij ,
and the deviatoric strain, S∗

ijS
∗
ij , components of

the velocity gradient tensor as well as their corre-
lation. Here, W is the rotation tensor and S∗ is
the deviatoric part of the strain rate tensor:

Wij = 1
2 (Aij −Aij),

Sij = 1
2 (Aij + Aij),

S∗
ij = 1

2 (Aij + Aij)− 1
3δijAkk,

(1)

where Aij = ∂ui/∂xj . Depending on the relation
between WijWij and S∗

ijS
∗
ij , the flow can be clas-

sified into regions of high rotational strain, HRS,
where WijWij > 2S∗

ijS
∗
ij , high irrotational strain,

HIS, where 0.5S∗
ijS

∗
ij > WijWij , and highly cor-

related regions, CS, where 2S∗
ijS

∗
ij ≥ WijWij ≥

Figure 5. PDF of the strain-enstrophy angle Ψ
(degrees).

Figure 6. PDF of cosine of the angle between ~ω
and a) ~ex and b) ~ey. Lines are described in Fig. 5.

0.5S∗
ijS

∗
ij [Kevlahan et al., 1992, Pirozzoli et al.,

2004]. Fig. 4, shows the joint PDFs of the nor-
malized WijWij and S∗

ijS
∗
ij magnitudes. The val-

ues obtained for IT are consistent with previous
studies. However, the postshock fields show a sig-
nificant increase of PCS , amplified with Ms. PCS
values are 0.48, 0.59, 0.65, 0.78, for IT, Ms = 1.4,
2.2, and 6.0, respectively. Corresponding PHRS
values are 0.16 0.15 0.12 0.06, and PHIS are 0.36
0.26 0.22 0.16. (WijWij)max increases 1.20, 5.42,
and 19.7 times for Ms = 1.4, 2.2, and 6.0, com-
pared to IT. This increase is due to the preferen-
tial amplification of the transverse components of
the two tensors, which can be inferred from the
LIA equations.

The strain-enstrophy angle, Ψ,

Ψ = tan−1 SijSij

WijWij
(2)

can also measure the relative dominance of strain
or rotation [Boratav et al., 1998]. Thus, large val-
ues of Ψ (> 45◦) correspond to HIS, small values
Ψ (< 45◦) are associated with HRS, and Ψ ∼ 45◦
denotes CS. Fig 5 shows that the IT field is strain-
dominated, which is expected, while the postshock
fields exhibit a significant increase in the CS re-
gions (Ψ ∼ 45◦).

The preferential amplification of the transverse
vorticity due to the compression in the shock nor-
mal direction can be examined with the PDF of
the cosine of the angle between the vorticity vector
(~ω) and the coordinate directions. Fig. 6 compares
the PDF among IT, Shock-DNS (Ms = 2.2), and
Shock-LIA (Ms = 2.2 and 6.0). The PDF is com-
puted immediately downstream of the shock for
Shock-DNS and Shock-LIA. For IT, the PDF is

3
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Figure 7. PDF of cosine of the angle between ~ω
and a) ~α and b) ~β. Lines are described in Fig. 5.

Figure 8. PDF of the cosine of the angle between
~β and a) ~ex and b) ~ey. Lines are described in
Fig. 5.

flat for both shock normal (~ex) and shock parallel
(~ey) directions, showing no preferential orienta-
tion whereas ~ω aligns parallel to the shock surface
downstream of the shock with a probability twice
as much as in a neutral distribution. Such change
across the shock is enhanced at higher Ms values.
Note that Shock-LIA and Shock-DNS show very
similar results at Ms = 2.2.

It is well known that ~ω is most likely to point
in the intermediate eigenvector (~β) direction, least
likely to point in the most compressive eigenvector
(~γ) direction, and is neutral with the ~α direction
for IT [Ashurst et al., 1987], where ~α, ~β, and ~γ are
the eigenvectors of the strain rate tensor, S, with
corresponding eigenvalues α, β, and γ, ordered
such that α ≥ β ≥ γ. Fig. 7 (b) shows that the
shock enhances the alignment between ~ω and ~β,
which is consistent with Kevlahan et al. [1992]. It
is noticeable that the flat distribution of the PDF
for the cosine of the angle between ~ω and ~α for IT
is changed to show strong tendency towards a 90◦
angle orientation, similar to the orientation with
respect to ~γ direction (not shown).

The enhanced alignment of ~ω and ~β after the
shock interaction suggests that ~β may also have a
preferred direction in the downstream of the shock
wave. Fig. 8 shows that ~β indeed has a strong
tendency of alignment with the shock parallel di-
rection ~ey and 90◦ to the shock normal direction
~ex, after the shock interaction; whereas ~β does not
have a preferred direction for fully developed IT
field upstream of the shock. Again, both Shock-
LIA and Shock-DNS show very similar results for
Ms = 2.2, and the change across the shock is more
enhanced for higher Ms cases.

In fully developed turbulence, there is no pref-
erential orientation of the inertial range structures
with the coordinate directions. The results above

show that the shock changes the turbulence at all
scales and that vorticity and strain rate eigenvec-
tors acquire a strong directionality with the coor-
dinate directions. This bias means that the tur-
bulence immediately downstream of the shock is
no longer fully developed. In order to study the
return to a fully developed turbulence state, the
vorticity equation can be projected onto the co-
ordinate directions and divided by the vorticity
magnitude to obtain the transport equations for
the cosines of the angles between vorticity and
the coordinate directions. The relative magni-
tudes of these terms can show the rate of return
to a state unbiased with respect to the coordi-
nate directions. Due to the limited space, here we
consider the transport equation for the vorticity
variance instead:

1
2

∂|~ω|2
∂t + 1

2 (~v · ∇)|~ω|2 = ~ω · S · ~ω − |~ω|2∇ · ~v
−~ω ·

(
∇p×∇ρ

ρ2

)
+ ~ω ·

(
∇× [∇·τρ ]

)
,

(3)
where τ represents the stress tensor. Lee et al.
[1993], Jamme et al. [2002] analyzed this equation
to explain the evolution of the vorticity through
the shock. Here, the focus is on the consequences
of the changes in the turbulence structure be-
hind the shock for the evolution downstream of
the shock. The terms on the right hand side
(RHS) of 3 represent vortex stretching by the
turbulent strain, which is zero in the 2D case,
vorticity-dilatation, production due to the baro-
clinic torque, and viscous dissipation. The baro-
clinic and vorticity-dilatation terms do not play
an important role in 3 for incoming vortical turbu-
lence. Thus, the important changes with respect
to the return to a fully developed state occur in
the stretching term. This term can be expressed
using the eigenvectors and eigenvalues of S as:

Σ = ~ω·S·~ω = |~ω|2
(
α cos2 ζα + β cos2 ζβ + γ cos2 ζγ

)
(4)

where ζ is the angle between ~ω and the indexed
eigenvector. Due to the analogy with the trans-
port equations for the angle cosines, we will be
interested in the normalized value Σ̃ = Σ/|~ω|2.

To better understand the components of Σ̃, the
invariant plane of the strain rate tensor is ex-
amined first. Recently, Ryu and Livescu [2014]
showed that the shock wave changes the topol-
ogy of the turbulent structures compared to other
canonical turbulent flows (e.g. Perry and Chong
[1987], Chong et al. [1990], Wang et al. [2012]).
Here, the changes are further examined by con-
sidering the joint PDF of the second and third
invariants of the deviatoric strain rate tensor, Q∗

s
and R∗

s . Note that S∗ is a symmetric tensor, and
thus the joint PDF can only lie below the null dis-
criminant (Ds = 0). The IT joint PDF exhibits
self-similar contour lines with a strong preference
for Rs > 0, indicating that most data points in the
flow have positive second eigenvalues of S∗. More
than 60% of all points in the flow have β > 0. This
is consistent with Ooi et al. [1999]. In this region,
the flow components are stretched in two orthogo-
nal directions and contracted in the third. Across
the shock, due to the compression, the regions
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Figure 9. Iso-contour lines of log10 PDF(Q∗
s/ <

QW >,R∗
s/ < QW >3/2), where QW =

WijWij/2, for a) IT with Reλ ' 100, b), c) and
d) Shock-LIA with Ms = 1.4, 2.2 and 6.0 and
Reλ ' 100. In each figure, five contour lines at 0, -
1, -2, -3, -4 are shown. The lateral lines denote the
locus of zero discriminant, Ds = 27

4 R2
s + Q3

s = 0.
The percentages of the volumes occupied within
the flow are shown for contracting and expanding
regions.

Figure 10. Amplification of transverse vorticity
variance and Σ̃ relative to the IT values for Ms =
1.2 ∼ 6.0.

with negative β are increased to ∼ 50%. Such
changes in the invariant planes of A [Ryu and
Livescu, 2014] and of S have not been observed
in other flows. The IT results presented are very
similar to those found in other studies of incom-
pressible IT [Ooi et al., 1999], mixing layer [Soria
et al., 1994], channel flow [Blackburn et al., 1996],
boundary layer [Chong et al., 1998], and com-
pressible IT [Pirozzoli et al., 2004, Wang et al.,
2012]. Thus, it is stressed that the shock wave
uniquely modifies the flow structure and this as-
pect needs to be considered for turbulence model
development including subgrid scale modeling.

A symmetric joint (Q∗
s, R

∗
s) PDF means that

the intermediate eigenvalue has a symmetric dis-
tribution. This leads to small Σ̃ values for low
Ms shocked flows, since there is also a strong
cancellation between the first and third contribu-
tions in 4 due to the change in the orientation

Figure 11. ax and b values downstream of the
shock normalized by the upstream Mt and stream-
wise Reynolds stress as −axd√

Rxxu

1
Mtxu

and bd
1

M2
txu

for
Ms = 1.2 ∼ 10.

between ~ω and ~α. For higher Ms, this cancella-
tion is not strong enough to fully counteract the
increase in the magnitude of the eigenvalues af-
ter the shock and Σ̃ may become larger than in
IT. Fig. 10 shows the amplification of transverse
vorticity variance and Σ̃ as a function of Ms. As
expected, Ωtr is amplified significantly with Ms.
Almost proportionally, the amplification of Σ̃ is
also increased. For Ms < 2, this amplification is
smaller than in IT. Thus, the rate of return to a
fully developed state is likely dependent on Ms.

In this study, the upstream turbulence is domi-
nated by vortical modes; however, downstream of
the shock wave, thermodynamic fluctuations due
to acoustic and entropic modes can be energetic.
Therefore, the simulations presented can also be
used to calibrate turbulence models which account
for such phenomena. For example, a second mo-
ment closure which considers these effects [Livescu
et al., 2009b, Schwarzkopf et al., 2011] needs
to include closures for the turbulent mass flux,
ai = ρ′u′

i

ρ̄ , and density-specific-volume covariance,

b = ρ′( 1
ρ )′. Since the incoming turbulence is vor-

tical, the results presented in Fig. 11 are normal-
ized with respect to the upstream thermodynamic
state and perturbation amplitude. Both quanti-
ties, which can be associated with the importance
of non-vortical modes behind the shock, have a
peak at Ms ∼ 3 and slowly decrease to zero at
high Ms.

In conclusion, the recently developed extended
LIA theory [Ryu and Livescu, 2014] and a fully
resolved extensive DNS database are used to in-
vestigate the vorticity dynamics behind the shock
wave. It is stressed that the turbulent structures
are modified considerably by the shock, with an
Ms dependent increase in the correlation between
strain and rotation, a directional bias, with re-
spect to the coordinate directions, of vorticity and
the eigenvectors of the strain rate tensor, and sym-
metrization of the intermediate eigenvector PDF.
The analysis of the stretching term in the vorticity
budget equation suggests an Ms dependent rate of
return to a fully developed state downstream of
the shock. Non-vortical (acoustic and entropic)
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modes are generated behind the shock even for
purely vortical incoming turbulence. The im-
portance of these effects on turbulence quantities
relevant to turbulence models is largest around
Ms ∼ 3 and decreases at large Ms.

Los Alamos National Laboratory is operated
by Los Alamos National Security, LLC for the
US Department of Energy NNSA under contract
no. DE-AC52-06NA25396. Computational re-
sources were provided by the LANL Institutional
Computing (IC) Program and Sequoia Capabil-
ity Computing Campaign at Lawrence Livermore
National Laboratory.

References

H. S. Ribner. Convection of a pattern of vorticity
through a shock wave. NACA TR-1164, 1954.

F. K. Moore. Unsteady oblique interaction of a
shock wave with a plane disturbance. NACA
TR-1165, 1954.

S. Lee, S. K. Lele, and P. Moin. Direct numeri-
cal simulation of isotropic turbulence interact-
ing with a weak shock wave. J. Fluid Mech.,
251:533, 1993.

S. Jamme, J. B. Cazalbou, F. Torres, and P. Chas-
saing. Direct numerical simulation of the inter-
action between a shock wave and various types
of isotropic turbulence. Flow Turb. Comb., 68:
277, 2002.

K. Mahesh, S. K. Lele, and P. Moin. The influence
of entropy fluctuations on the interaction of tur-
bulence with a shock wave. J. Fluid Mech., 334:
353, 1997.

S. Lee, S. K. Lele, and P. Moin. Interaction of
isotropic turbulence with shock waves: Effect of
shock strength. J. Fluid Mech., 340:225, 1997.

J. Larsson and S. K. Lele. Direct numerical sim-
ulation of canonical shock/turbulence interac-
tion. Phys. Fluids., 21:126101, 2009.

J. Larsson, I. Bermejo-Moreno, and S. K. Lele.
Reynolds- and Mach- number effects in canon-
ical shock-turbulence interaction. J. Fluid
Mech., 717:293, 2013.

J. Ryu and D. Livescu. Direct numerical simu-
lations of isotropic turbulence interacting with
a shock wave. Proceedings of the 29th Inter-
national Symposium on Shock Waves, 0246-
000309, 2013.

J. Ryu and D. Livescu. Turbulence structure be-
hind the shock in canonical shock - vortical tur-
bulence interaction. Under review, 2014.

D. Livescu, J. Mohd-Yusof, M. R. Petersen, and
J. W. Grove. CFDNS: A computer code for
direct numerical simulation of turbulent flows.
LA-CC-09-100, LANL, 2009a.

M. R. Petersen and D. Livescu. Forcing for sta-
tistically stationary compressible isotropic tur-
bulence. Phys. Fluids, 22:116101, 2010.

S. K. Lele. Compact finite difference schemes with
spectral-like resolution. J. Comput. Phys., 103:
16, 1992.

J. B. Freund. Proposed inflow/outflow bound-
ary condition for direct computation of aero-
dynamic sound. AIAA J., 45:740, 1997.

N. K. Kevlahan, K. Mahesh, and S. Lee. Evo-
lution of the shock front and turbulence struc-
tures in the shock/turbulence interaction. Proc.
Summer Program, CTR, page 277, 1992.

S. Pirozzoli, F. Grasso, and T. B. Gatski. Direct
numerical simulations of isotropic compressible
turbulence: Influence of compressibility on dy-
namics and structures. Phys. Fluids, 16:4386,
2004.

O. N. Boratav, S. E. Elghobashi, and R. Zhong.
On the alignment of strain, vorticity and scalar
gradient in turbulent, buoyant, nonpremixed
flames. Phys. Fluids, 10:2260, 1998.

W. T. Ashurst, A. R. Kerstein, R. M. Kerr, and
C. H. Gibson. Alignment of vorticity and scalar
gradient with strain rate in simulated navier-
stokes turbulence. Phys. Fluids, 30:2343, 1987.

A. E. Perry and M. S. Chong. A description of ed-
dying motions and flow patterns using critical-
point concepts. Ann. Review of Fluid Mechan-
ics, 19:125, 1987.

M. S. Chong, A. E. Perry, and B. J. Cantwell. A
general classification of three-dimensional flow
fields. Phys. Fluids, 2:408, 1990.

A. Ooi, J. Martin, J. Soria, and M. S. Chong.
A study of the evolution and characteristics of
the invariants of the velocity-gradient tensor in
isotropic turbulence. J. Fluid Mech., 381:141,
1999.

J. Wang, Y. Shi, L. Wang, Z. Xiao, X. T. He, and
S. Chen. Effect of compressibility on the small-
scale structures in isotropic turbulence. J. Fluid
Mech., 713:588, 2012.

J. Soria, R. Sondergaard, B. J. Cantwell, M. S.
Chong, and A. E. Perry. A study of the fine-
scale motions of incompressible timedeveloping
mixing layers. Phys. Fluids, 6:871, 1994.

H. M. Blackburn, N. N. Mansour, and B. J.
Cantwell. Topology of fine-scale motions in tur-
bulent channel flow. J. Fluid Mech., 310:269,
1996.

M. S. Chong, J. Soria, A. E. Perry, J. Chacin,
B. J. Cantwell, and Y. Na. Turbulence struc-
tures of wall-bounded shear flows found using
DNS data. J. Fluid Mech., 357:225, 1998.

D. Livescu, J. R. Ristorcelli, R. A. Gore, S. H.
Dean, W. H. Cabot, and A. W. Cook. High-
Reynolds number Rayleigh-Taylor turbulence.
J. Turbulence, 10, 2009b.

J. D. Schwarzkopf, D. Livescu, R. A. Gore, R. M.
Rauenzahn, and J. R. Ristorcelli. Application of
a second-moment closure model to mixing pro-
cesses involving multicomponent miscible flu-
ids. J. Turbulence, 12, 2011.

6

21st Intl. Shock Interact. Symp. 90 3 - 8 Aug. 2014, Riga, Latvia



Shock Wave / Boundary Layer Interaction: A CFD Analysis
of Shock Wave Propagation in Shock Tube Experiments

L.A. Oliveira∗, L.R. Cancino, A.A.M. Oliveira
Combustion and Thermal Systems Engineering Laboratory - LABCET
Mechanical Engineering Department - EMC
Federal University of Santa Catarina - UFSC
Campus Universitario Trindade, Florianopolis, SC, 88040-900
Brazil

Key words: Shock wave/boundary layer interaction, CFD, Attenuation, Shock tube, Turbulence

Abstract:

Shock-tube experiments are used, among other
applications, to analyze detailed chemical kinetics
processes of practical fuels. In the low to interme-
diate temperature ignition range (700 k to 1100
K) are requires test times of the order of millisec-
onds. The test time available in practical devices
is however limited /affected by several factors: (a)
the arrival of the contact surface (b) the flow and
thermodynamic conditions in the igniting mixture
influenced by the growth of boundary layer, (c)
the driven and driver sections length. This work
presents the numerical results of the non-reactive
shock waves propagation in shock tubes, by us-
ing computational fluid dynamic, as a tool to aid
understanding the influence on boundary layer ef-
fects. The geometry for numerical simulations of
the shock tube was adopted/proposed leaving into
account realizable dimensions like internal diame-
ter, driven and driver sections length. All simula-
tions were performed assuming turbulent flow and
using the Reynolds Stress Model in order to elu-
cidate turbulent effects/influences. Also, the sim-
ulations were performed in order to achieve high
pressure and low to intermediate temperature be-
hind the reflected shock wave.

1. Introduction

The modern concept of shock wave and propaga-
tion of shock waves appears early in the 19th cen-
tury: “A shock wave is a surface of discontinuity
propagating in a gas at which density and veloc-
ity experience abrupt changes. One can imagine
two types of shock waves: (positive) compression
shocks which propagate into the direction where
the density of the gas is a minimum, and (nega-
tive) rarefaction waves which propagate into the
direction of maximum density.”. Zemplen (1905).
Actually, not only on gases, shock wave effects
have been observed in all four states of matter and
also in media composed of multiple phases. It is
now generally recognized that shock waves play a
dominant role in most mechanical high-rate phe-
nomena.

Shock waves can assume manifold geometry and
exist in all proportions, ranging from the micro-
scopic regime to cosmic dimensions. This has led
to an avalanche of new shock-wave-related fields
in physics, chemistry, materials science, engineer-

∗Corresponding author: Mec.Eng. Leandro A. Oliveira,
e-mail: leandroalves@labcet.ufsc.br

ing, military technology, medicine, among other
research areas Krehl (2001). Specifically on fuel
research, shock waves are used to analyze the
chemical kinetics process of fuel ignition, by using
shock tubes or high pressure shock tubes. One
of the most important targets of shock tube ex-
periments is the measurement of ignition delay
time - IDT of reactive mixtures under engines like
conditions, of this form, the mixture and thermo-
dynamic conditions (stoichiometry, pressure and
temperature) of the reactive mixture after the
shocks are like internal combustion engines oper-
ation conditions. On shock tube experiments, the
reactive mixture undergoes two pressure and tem-
perature increases induced by the passage of inci-
dent and reflected shock waves respectively. The
detailed operation of a shock tube have been ex-
plained in Cancino et al. (2009).

In an ideal shock tube, the incident and re-
flected waves propagates without any interaction
with boundary layers, in a real case, the move-
ment of incident waves generates a boundary layer
around the tube wall and when the reflected shock
wave come back, exist a strong interaction shock
wave / boundary layer. This is a really important
phenomenon and there is a big lack of information
and literature about this process. In terms of in-
cident wave / boundary layer interaction, Figure
1 (adapted from Mirels (1963)), presents a ren-
dering of (a) the x − t diagram and (b) the flow
velocity profiles at time ta for an incident shock
wave. The difference between the ideal and the

(b) flow at time ta

ta

(a) x-t diagram
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Figure 1. Boundary layer in shock tube (Adapted
from Mirels (1963))
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real positions of the shock and the contact sur-
face can be noticed.

In figure 1, can be concluded that the pres-
ence of a wall boundary layer causes the shock
to decelerate (shock attenuation), the contact
surface to accelerate, and the flow to be non-
uniform. Shock attenuation, in shock tube ex-
periments is defined as the normalized slope of
the axial velocity as extrapolated to the end wall
(in %/meter), range for 1 to 4 %/m. The inci-
dent shock attenuation is due mainly to boundary
layer buildup and non-ideal rupture of diaphragm
Mirels (1963), Petersen and Hanson (2001).

Rudinger (1961) explain physically the effect
of the boundary layer buildup: “As a result of
boundary layer growth, the strength of the inci-
dent shock decreases as it propagates along the
duct, but the pressure at a fixed location increases
slightly with time.”It means that attenuation of
incident shock wave reflects in seriously conse-
quences on the IDT measurements uncertainties,
the reflected shock wave will meet the reactive
mixture at a pressure level higher than the esti-
mated by ideal shock relations, if pressure increase
because boundary layer, the real pressure (and
temperature) will be higher and subsequently, the
thermodynamic conditions after reflected shock
wave will be different when compared to the val-
ues estimated by ideal shock relations.

One small difference of 7 K in the condi-
tions behind the incident wave will reflect on a
difference of ≈ 50 K in the conditions behind
the reflected shock wave, Cancino (2009). In
chemical kinetics, a ∆T of 50 K can repre-
sent the ignitability of the reactive mixture,
especially at low temperatures, high pressures
and close or inside the Negative Temperature
Coefficient - NTC behavior of straight hydrocar-
bons. This increase on pressure due to incident
shock attenuation have been present in many
experimental results reported in the literature,
Cancino (2009), Petersen and Hanson (2001),
Cancino et al. (2011), Lancheros et al. (2011),
Cancino et al. (2010), Cancino et al. (2008).
What have been done in order to overcome
the uncertainties yields by the incident and
reflected shock attenuation is the use of em-
pirical/experimental correlations in order to
“correct”the values of temperature, pressure
and measured ignition delay times, as proposed
by Petersen and Hanson (2001) and used by
Cancino et al. (2010).

The focus of this work is to use a computational
tool in order to understand and virtually visualize
the shock wave / boundary layer interaction in
shock tubes. This is the second work presented
by the authors in this research area.

Next section will present the numerical mod-
els (simulation set-up). Section 3 will present the
numerical results and some CFD visualization of
the reflected shock wave / boundary layer inter-
action. Finally on section 4 are pointed out the
main conclusions about the numerical approach of
this work.

2. Numerical approach

2.1. Geometry and mesh

A shock tube is formed basically for two tubular
sections, and assuming radial symmetry, the nu-
merical simulation can be performed by using a
full 2D axisymmetric geometry. For simulation
purposes two shock-tube geometries were used:
the first one (ST-G1), with driver and driven sec-
tions of 1.5 m and 2.0 m length, respectively and
internal diameter is 60 mm. The geometry and
meshes were generated by using the commercial
ANSYS-FLUENT R⃝Software. Figure 2 shows the
geometric conception of the computational do-
main. Three computational mesh resolutions were

Figure 2. Shock tube - computational domain used in
this work

used in this work, as shown in table 1. Three
computational mesh resolutions were used in this
work, details about mesh resolution and nodes
number are shown in table 1. Note that, the mesh
resolutions used in this work correspond (in per-
centage) to 75, 50 and 25% of the mesh resolutions
used by Cancino et al. (2009). The second shock

Table 1. Mesh parameters for ST-G1

Parameter mesh 1 mesh 2 mesh 3

Volumes 1.85x10+6 0.46x10+6 0.21x10+6

Nodes 1.86x10+6 0.47x10+6 0.21x10+6

Min. vol, m3 4.9x10−11 6.2x10−8 1.5x10−7

Ma.x vol, m3 1.4x10−8 2.5x10−7 5.6x10−7

Max. asp. ratio 4.772 3.841 3.505
Cell size, mm 0.25 0.5 0.75

tube geometry (ST-G2) mimics the real dimen-
sions of the High Pressure Shock Tube at the Uni-
versity of Duisburg-Essen, Germany. The (ST-
G2), presented schematically in Figure 2, has an
internal diameter of 90 mm. It is separated by an
aluminum diaphragm into a driver section of 6.1
m and a driven section of 6.4 m in length. The
mesh resolution for (ST-G2) geometry was 0.25
mm. In order to obtain numerical data for reli-
able comparison process, the initial conditions and
mixture set-up were assumed the same used by
Cancino et al. (2009) that corresponds to real ex-
perimental conditions in shock tube experiments.
Table 2 shows the values.

2.2. Numerical and turbulence models

Numerical simulations were preformed assum-
ing transient, two dimensional, axisymmet-
ric, compressible and turbulent flow, includ-
ding species transport without chemical reaction.
The ANSYS-FLUENT R⃝software employs finite-
volume methods to numerically solve the discrete,
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Table 2. Initial conditions and mixture set-up

Parameter Value Units

Ethanol/Air Equivalence ratio 1.0

p1 0.95 bar

T1 325 K

Helium flux 200 Nm
3
/h

Argon flux 16.8 Nm
3
/h

Initial driver section pressure p4 42 bar

coupled differential set of mass, energy, momen-
tum and species transport conservation equations,
as follows:

∂ρ/∂t+∇ • (ρ−→V ) = 0 (1)

where ρ is density and
−→
V is the velocity, for mo-

mentum balance

∂(ρe)/∂t+∇• (ρ−→V × e) = ∇(keffectT )+µΦ+Sϕ

(2)
where e is the total energy, keffect is the effec-
tive thermal conductivity, T is the temperature,
Sϕ allows all the source terms, and µΦ are the
viscid terms of energy equation. The selected
materials were the pure substances, Argon and
Helium, ethanol and air ANSYS-FLUENT R⃝14.0
database. Species transport without chemical re-
action was selected for mixtures, and then equa-
tions for transported species must be resolved
for argon, helium, ethanol and molecular oxygen
while molecular nitrogen (N2) is computed by bal-
ance.

Thermal and full multicomponent diffusion
were implemented with coefficients calculated in-
ternally in ANSYS-FLUENT R⃝by using kinetic
theory. The simulations do not included fuel oxi-
dation since the study is focused on fluid dynamic.
The transient species transport equation can be
formulated as

∂(ρφi)/∂t+∇ • (ρ−→V × φi) = 0 (3)

where φi is the concentration of the i chemi-
cal species. The turbulence model selected was
Reynolds Stress Model (RSM), an second or-
der turbulence modelling closes the Reynolds-
Averaged Navier-Stokes (RANS) equations by
solving additional transport equations for the six
independent Reynolds stresses. Transport equa-
tions derived by Reynolds averaging is the result
of the product of momentum equation with a fluc-
tuating property. Closure model also requires one
equation for turbulent dissipation.

The RSM have been used for accurately pre-
dicting complex flows and shows a good perfor-
mane in shock wave propagation in shock tubes,
Cancino et al. (2009). The RSM involves the
modelling of turbulent diffusion (Dij , Dit), pres-
sure strain correlation (Ωij , Ωit) which is the most
involved part of the RSM, and the turbulent dis-
sipation rate (εij , εit). More details about RSM
can be found in Pope (2000) and numerical inple-
mentation in Ansys - Fluent (2011)

3. Numerical results

3.1. Incident / reflected shock attenuation

The numerical approach used in this work was
able to capture the effect of the incident shock
wave attenuation, in both the shock tube geome-
tries simulated in this work. The pressure rise
during the attenuation process is function, among
other parameters like the internal diameter, for
example, of the available time that is a direct func-
tion of the shock tube length.

It means that attenuation process could be eas-
ier to observe in larger shock tubes. Figure 3
shows the pressure rise as function of tube length
(a) and time (b) for the ST-G2 geometry simu-
lated in this work. Figure 3(a) shows the numeri-

Figure 3. Pressure rise at x = 5 m from the end wall,
due to incident shock attenuation - (ST-G2)

cal results of axial pressure distributions at several
times, it can be observed the ”movement” of the
shock waves along the tube axis at several times.
Figure 3(b) shows the pressure data (p2) on sev-
eral times, after the passage of the incident wave.
One can observe that the pressure rises about 20
% in a short time of 1 ms.

This effect behind reflected shock waves
have been experimentally observed an mea-
sured by several authors, Cancino (2009),
Petersen and Hanson (2001), Davidson (2002),
Lancheros et al. (2011), Cancino et al. (2010).
In figure 3(a) can also be observed a slight
pressure increase on time, at position x = 0.5 m
from the end wall. The same effect of pressure
rise was observed during the post-processing
process of ST-G1 meshes 1 and 2, and not showed
in this work.

3.2. Reflected shock wave / boundary layer
interaction

As commented in section 1, there is a lack of infor-
mation of reflected shock wave / boundary layer
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interaction, even numerical and experiments. One
of the focuses of this work is to numerically visu-
alize and understand this process.

Figure 4 shows the location of the reflected
shock wave, at flow time of 2.58x10−3 s. In this
figure, (a), (b) and (c) shows the pressure, tem-
perature and turbulence intensity respectively. In
the left side is located the shock tube end wall, in
this case a diameter of 60 mm, and one can see the
reflected shock position approximately at x = 85
mm from the end wall. It can be observed that the

Figure 4. Flow at time 2.58x10−3 s. (ST-G1, mesh3)

shock wave is not completely plane, there is evi-
dent a curvature and a deformation of the shock
wave near to the wall. These shape characteristics
were also observed in the ST-G2 geometry, which
diameter 30 % bigger that ST-G1 geometry.

Figure 5 shows the location of the reflected
shock wave, at flow time of 2.7x10−3 s. In this
figure, (a), (b) and (c) shows the pressure, tem-
perature and turbulence intensity respectively. In
the left side is located the shock tube end wall, in
this case a diameter of 60 mm, and one can see
the reflected shock position approximately at x =
100 mm from the end wall. Figure 6 shows the
location of the reflected shock wave, at flow time
of 2.96x10−3 s. In this figure, (a), (b) and (c)
shows the pressure, temperature and turbulence
intensity respectively. In the left side is located
the shock tube end wall, in this case a diameter of
60 mm, and one can see the reflected shock posi-
tion approximately at x = 190 mm from the end
wall.

Several observations can be made from figures
4, 5 and 6. It can be noticed the increase of the
thickness of the turbulent intensity layer, as result
of the reflected shock wave propagation. In terms
of IDT experiments, the gas-mixture behind the
reflected shock is assumed to be quiescent. The
fact of mixture movement close to the end wall

Figure 5. Flow at time 2.7x10−3 s. (ST-G1, mesh3)

Figure 6. Flow at time 2.96x10−3 s. (ST-G1, mesh3)

can alter considerably the values, when compared
to the numerically predicted by using detailed ki-
netics models for fuels ignition delay times.

The same behavior can be observed on pressure
and temperature, considerable local fluctuation of
the thermodynamics conditions are observed nu-
merically, this because the mixture movement as
result of turbulence, probably coming from the re-
flected shock wave / boundary layer interaction.
Note that, this behavior was observed on both the
ST-G1 and ST-G2 geometries (see figure 3(a)) for
pressure fluctuations close to the shock tube end
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wall.

Figure 7 shows the axial velocity, turbu-
lent intensity and pressure distribution of a
line a few millimeters behind the reflected
shock wave. It can be observed the ax-

Figure 7. Axial velocity, Turbulent intensity and Pres-
sure distributions in the radial direction at x = 170
mm. (ST-G1, mesh3)

ial velocity inversion close to the tube wall,
producing the adverse pressure gradient men-
tioned at literature, Zel’dovich et al. (1966),
Zel’dovich et al. (1966b), Rudinger (1961),
Mirels (1963). Also, it can be observed that this
process happen very close to the tube wall ( 2.5
mm).

Similar results were obtained for ST-G2, ST-
G1 mesh1 and mesh2, however, the effect was ob-
served to be more strong in the ST-G1 meshes (ge-
ometry with tube diameter of 60 mm), when com-
pared to ST-G2 geometry, in agreement with liter-
ature Mirels (1963), Petersen and Hanson (2001).

4. Conclusions

4.1. About mesh resolution and computa-
tional time

Lower mesh resolution, adopted in order to more
accurately capture the shock wave generates a se-
rious problem in terms of computational time. Be-
cause the shock propagation is a transient sim-
ulation, the time-resolution for timing advancing
must be very small. For ST-G1, meshes 1, 2 and 3,
were necessary to use 0.2x10−7 s, 0.7x10−7 s and
1.0x10−6 s, as values of time step respectively.

It means that provably the direct numerical
simulation of a propagating shock wave could be
a non-practical process.

4.2. About the numerical approach

This work is an attempt to analyze by numerical
simulation the propagating shock wave in a shock
tube as an aid for the design and operation of
shock tubes for chemical kinetic studies. Here,
the structure of the compressible flow in a shock
tube experiment was simulated for the conditions
of the high-pressure shock-tube regular operation.

A stoichiometric mixture of ethanol / air was

used as driven gas, and a helium / argon mixture
as driver gases. Four structured meshes with 0.5,
0.75 and 0.25 mm of spatial resolution were used.
The time discretization was variable, in agreement
to the spatial resolution for convergence process.
The Reynolds-Stress model was adopted in order
to take into account the turbulent flow behind in-
cident and reflected shock waves.

4.3. About reflected shock wave / bound-
ary layer interaction

The RANS models captured the effect of the
boundary layer growth behind the incident and
reflected waves. Also, it was possible to capture
the adverse pressure gradient tipically founded in
shock wave / boundary layer interaction. Higher
turbulence levels were located behind the contact
surface in the core flow and behind the reflected
shock wave near the walls, in both geometries and
mesh resolution.

While temperatures behind incident and re-
flected shock waves are well predicted, the model
failed to correctly predict the pressures, yielding
errors of about 30-40%. Values of incident and re-
flected shock waves are in agreement with velocity
predictions using one-dimensional shock relations.
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Various Options for Achieving Significant Shock/Blast Wave

Mitigation

D. Igra, RAFAEL, Aerodynamics Group, P.O. Box. 2250, Haifa 31021, Israel
O. Igra, Department of Mechanical Engineering, Ben Gurion University, Beer Sheva, Israel

Abstract: A number of different barriers
proposed for attenuating shock waves passing
through these barriers have been investigated
numerically. The investigated barriers were
composed of a series of plate-barrier sets at
different orientations relative to the shock wave
direction of propagation. The obtained shock
wave mitigations were checked for two different
shock wave Mach numbers, M = 1.5 and 3.
While inside the series of plate-barrier sets the
prevailing flow is highly non-steady and locally
the prevailing pressure exceeds the pressure
behind the undisturbed incident shock wave, the
pressures at the barrier’s exit and downstream of
it are significantly reduced, eventually reduced to
a Mach wave.

Key words: shock wave attenuation, shock
propagation.

Introduction

A lot of efforts were given in the past 5 decades
for finding ways to attenuate shock/blast waves.
A review describing suggested offers is given in
Igra et al. 2013. One of the suggested practical
set-ups is the introduction of plate-barriers along
the shock/blast passage, for example like the one
shown in Fig. 1. Ohtomo et al. 2005 studied ex-
perimentally (by recording pressure histories with
pressure gauges ”a”-”f”) the shock wave mitiga-
tion while passing through the barriers shown in
Fig. 1. Simulations of Ohtomo et al. findings were
reported in Igra and Igra 2013. Additional simu-
lations were also conducted in Igra and Igra 2013
for different barriers inclination, 30o, 45o, 60o and
75o in order to find the best barrier inclination. As
no clear cut conclusion was reached a further step
is taken. In the present case two additional bar-
riers geometries are numerically investigated. In
the first case, the shock attenuation while passing
through the barrier shown in Fig. 2 is studied nu-
merically; thereafter, barriers geometry shown in
Fig. 3 is also numerically investigated. The same
open flow slot of 20 mm, is kept in the three inves-
tigated barriers options and all computation was
conducted for incident shock wave Mach numbers
of 1.5 and 3. The same as those of our previous
study.

Figure 1. Barriers’ geometry taken from
Ohtomo et al. 2005. All distances are in mm.

Figure 2. New barriers’ geometry similar size to baffles
of Fig. 1.

Figure 3. Barriers’ geometry taken from
Ohtomo et al. 2005. All distances are in mm.

Numerical scheme

The computational domain is two dimensional.
The computations were performed using a com-
pressible inviscid flow model, solving the Euler
equations. Simulations were conducted using the
commercial FLUENT code, using the coupled
(density based) solver based on a second order
AUSM upwind scheme. The grid was built from
quadrilateral cells. In these cells the flow was
solved using a finite volume scheme. The conser-
vation equation of mass, momentum and energy
were solved in each cell for unsteady flow.

Results and Discussion

Pressure histories were computed using the Flu-
ent commercial code. A sample from obtained
results are shown and discussed subsequently. In
Fig. 4 computed pressure histories at location of
”pressure gauge a” shown in Fig. 2 are presented
for incident shock wave Mach number 1.5, and
for two different barrier inclination, 30 and 60 de-
grees. Also shown, in dark orange and black color,
results obtained for ”pressure gauge a” shown in
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Fig. 1. As could be expected, due to multiple
shock collisions and reflections occurring between
barriers ”a” and ”b” the flow is highly non-steady
and frequently the local pressure surpass the pres-
sure level existing behind the incident shock wave
(green line). At location ”a” for the barrier con-
figuration shown in Fig. 1 smaller pressure level
than that experienced in the barrier configura-
tion shown in Fig. 2 are evident. The situation
changes dramatically when looking at computed
pressure histories at the exit from the series of
barriers, i.e., at location of ”pressure gauge f”,
shown in Fig. 5. Now all pressures are signifi-
cantly lower than that of the prevailing pressure
behind the incident shock wave; the green line.
The worst barrier arrangement is the configura-
tion shown in Fig. 2 when the barriers inclination
is set at 60o. Further, significant shock mitiga-
tion is evident when checking pressure histories
500 mm downstream of the barrier exit complex
(downstream from station ”f”) as shown in Fig. 6.
Now most waves are reduced to weak Mach waves.
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Figure 4. Pressure histories computed at location of
”pressure gauge a”; Ms=1.5.

Similar results are witnessed for the case when
the incident shock wave Mach number is 3. Close
downstream to the barrier entrance (location ”a”)
the prevailing pressures are highly nonsteady and
exceed the pressure level prevailing behind the in-
cident shock wave (the green line) as is evident
from Fig. 7. The fact that in the considered case
the pressure level prevailing behind the incident
shock wave have the same level as that shown in
the previous case (where Ms=1.5) steams from the
fact that the pre-shock pressure level in the con-
sidered case is significantly lower than that used in
the previous case; 5000 [pa] for Ms=3 and 20000
[pa] in the case where Ms=1.5. In the case of
a barrier composed of a series of straight plates
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Figure 5. Pressure histories computed at location of
”pressure gauge f”; Ms=1.5.
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Figure 6. Pressure histories computed 500 mm down-
stream of ”pressure gauge f”; Ms=1.5.
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Figure 7. Pressure histories computed at location of
”pressure gauge a”; Ms=3.

(shown in Fig. 3) a larger number of barrier plates
are present inside the barrier complex. It is there-
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Figure 8. Pressure histories computed at location of
”pressure gauge f”; Ms=3.
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Figure 9. Pressure histories computed at location of
”pressure gauge a”.
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Figure 10. Pressure histories computed at location of
”pressure gauge h”.

fore expected that stronger shock mitigation will
be achieved once the transmitted shock emerges
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Figure 11. Pressure histories computed 500 mm down-
stream of ”pressure gauge h”.

from the barrier complex. In Figs. 9-10 pres-
sure histories at locations ”a” and ”h” are shown
for two investigated cases, M = 1.5 and M = 3,
for the barrier shown in Fig. 3. When compar-
ing results shown in Fig. 10 with those presented
in Fig. 8 it is clear that better shock mitigation
is evident when employing barrier configuration
shown in Fig. 3 or barrier configuration shown
in Fig. 2 with a barrier inclination of 60 degrees.
It should be noticed that in Fig. 8 results are
shown for two different barriers (see Fig. 1 and
Fig. 2) and for each barrier computations were
carried out for two different barrier-plate orienta-
tions. Results obtained for the barrier shown in
Fig. 2, having plates inclination of 60 degrees rel-
ative to the shock wave direction of propagation
yields the best shock attenuation at the barrier
exit. Results shown in Fig. 6 suggest that 500
mm downstream of the barrier exit of configura-
tion 2 with a 60 degrees barrier inclination shows
initially relatively higher pressure than those ob-
tained in other configurations, but at t=9 ms this
pressure reduces significantly. The observed shock
attenuation in this case is similar to that shown
in Fig. 10 for a longer barrier set, the one shown
in Fig. 3. As to pressure prevailing inside the
barrier set, it is evident from Fig. 9 that the flow
immediately behind the first barrier plate in the
barrier shown in Fig. 3 is less chaotic than that
evident in the previous cases shown in Figs. 4 and
7. However, this should be taken with a grain of
salt since the flow between the barrier’s plates is
highly non-steady and any minute change in ge-
ometry/inclination of the barrier plate could have
dramatic changes on the computed local pressure.
Therefore, it is safer to compare pressures prevail-
ing at the exit from the barrier set, or downstream
from the exit. When checking pressure histories
500 mm downstream of ”pressure gauge h” (in
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Fig. 3) it is clear that in the case where Ms=1.5
the transmitted shock is hardly visible as a Mach
wave, see Fig. 11.

Conclusions

Significant shock mitigation is achieved, at the
barrier exit, when using a sequence of plate barri-
ers. As could be expected inside the barrier, due
to multiple shock-shock collisions and reflections,
locally prevailing pressures surpass that existing
behind the incident shock wave. From obtained
results (for the case when the incident shock wave
Mach number is 3) it seems that the best con-
figuration is the one shown in Fig. 2 having a
barrier plate inclination of 60 degrees. From re-
sults obtained for a weaker shock wave (M=1.5)
it is difficult to clearly say what barrier geometry
provides the best shock mitigation. However, all
investigated barriers yielded significant attenua-
tion of the travelling shock wave.

References

Igra O, Falcovitz J, Houas L Jourdan J (2013)
Review of methods to attenuate shock/blast
waves, Progress in Aerospace Sciences, 58: 1–
35.

Ohtomo, F, Ohtani, K Takayama K (2005) At-
tenuation of shock waves propagating over ar-
rayed baffle plates. Shock Waves,14: 379–390.

Igra, D, Igra O (2013) Attenuating shock waves
by barrier having different orientations; a nu-
merical investigation. 29th International Sym-
posium on Shock Waves, Madison, Wisconsin,
USA.

4

21st Intl. Shock Interact. Symp. 100 3 - 8 Aug. 2014, Riga, Latvia



Reconstruction of IED Blast Loading to Personnel in the
Open

Dr. Suthee Wiri, Senior Engineer, Mr. Charles Needham, Principal Physicist ∗

Applied Research Associates, Inc., Southwest division, Albuquerque, NM, USA

1. Abstract

Significant advances in reconstructing IED attacks
and other blast events are reported. These ad-
vances are based on combining event recordings
from an individually worn sensor system called
the Blast Gauge and from situational data to re-
construct the 3D blast exposure on the subject
(warfighter) with three dimensional (3D) fluid dy-
namic simulations. Reconstruction of the full
body blast loading enables a more accurate assess-
ment of injury due to air blast even for subjects
not wearing Blast Gauges themselves. The Blast
Gauges are typically used in sets of 3 with 1 each
on the head, shoulder, and chest to provide pres-
sure exposure and acceleration at each location.
Multiple gauges increase the probably of retriev-
ing at least one blast gauge recording, and multi-
ple recordings increase confidence in the accuracy
of the reconstructed complex blast exposure field.
By accurately calculating the blast exposure and
its variations across an individual, more meaning-
ful correlation with injuries including brain injury,
eardrum rupture, lung injury, and soft or hard tis-
sue damage can be established.

A high fidelity three dimensional fluid dy-
namics tool called SHAMRC (Second-order
Hydrodynamic Automatic Mesh Refinement
Code) was used for the analysis. CAD (computer
aided design) models for subjects or vehicles
in the scene accurately represent geometries
of objects in the blast field. A wide range of
scenario types and exposure levels (pressure
magnitude) were reconstructed including: free
field blast, enclosed space of vehicle cabin, IED
attack on a vehicle, buried charges, recoilless rifle
operation, RPG attack, and missile attack with
single subject or multiple subject exposure to
pressure levels from ∼4 psi to hundreds of psi.

To create a full 3D pressure time history of a
blast event for injury and blast exposure analy-
sis, a combination of intelligence data and Blast
Gauge data can be used to reconstruct a down-
range blast event. The methodology to recon-
struct an event and the “lessons learned from
multiple reconstructions in open space are pre-
sented. The analysis takes in point data (from
Blast Gauges) and the output is a total blast load
distribution (pressure versus time history) for all
personnel involved.

2. Background

The work reported here is part of a larger effort
to correlate the blast loading received by an indi-

∗The views expressed are those of the author and do
not reflect the official policy or position of the Department
of Defense or the U.S. Approved for Public Release, Dis-
tribution Unlimited

vidual with blast injury. In the past it has been
difficult to impossible to determine the degree of
blast loading that caused a specific injury. As
part of this effort, the Defense Advanced Research
Projects Agency (DARPA) has fielded more than
30,000 blast gauges to troops in regions where it
is likely that a blast will be encountered. Each
individual is requested to wear three gauges: one
on the helmet, one on the shoulder and one on the
chest. The gauge is small (0.92 in3), weighs about
0.79 oz (22 g) and costs less than $ 50 (Figure 1).

Figure 1. DARPA Blast Gauge

The gauges monitor pressure and trigger if the
overpressure exceeds 4 PSI. When the gauge trig-
gers it records the overpressure for a total of 20
ms starting at 2 ms prior to the trigger to 18 ms
after trigger. The overpressure waveforms can be
downloaded to a PC in the field or a query of
the gauge gives a green, yellow, or red indica-
tor light based on the overpressure exposure level.
The blast gauge also records acceleration in three
axes. The gauges give data at a maximum of 3
points on an individual; however, it is more usual
to get one or sometimes two records for a given
event. For example, the chest gauge may trigger
at 8 PSI but the shoulder and helmet may not
trigger (less than 4 PSI) because of shielding from
a ground level explosion in front of the individ-
ual. This single overpressure may not provide a
complete picture of the injuries suffered.

ARA has been asked to reconstruct the blast
field and provide the total body blast loading re-
ceived by individuals subjected to such detona-
tions. The information we receive includes the
recorded overpressure time history(s), sometimes
a short description of the recollection of the event
and occasionally a photograph of the scene after
the event. In this paper we describe the methods
used in the reconstruction and several examples
of the results of those reconstructions.
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3. The Procedure

The first step is to determine an approximate yield
for the device. In order to accomplish this we col-
lect all the information available on the incident.
This includes the waveform or waveforms recorded
with the notation as to the location of the gauge
(helmet, shoulder or chest). We use any descrip-
tion of the scene; to include charge position (bur-
ial or above ground), any structures or vehicles
in the vicinity, the number of people (uniformed
or civilian) and their approximate locations. Pho-
tographs of the scene can be very useful but not
necessary to perform the reconstruction. In some
cases a charge size estimate is given. If not then
we must find an approximate charge size.

If there is a relatively clean overpressure wave-
form, i.e., a single peak pressure and a smooth
decay, we use the peak pressure and positive dura-
tion to get a first approximation to the yield. Get-
ting a clean waveform is unusual because there are
typically vehicles, buildings, walls or other people
in the vicinity and these all cause reflections and
therefore multiple shock arrivals. Even when a
clean waveform appears, we know that it is not a
free air waveform. Depending on the relative an-
gle of incidence of the blast wave, the peak could
be the reflected pressure (2 to 3 times the free field
value) or it could be in the shadow of the person
(half or less of the free field value) or anywhere in
between.

To get an order of magnitude estimate of the ef-
fective TNT yield of the blast wave, we use a fast
running (less than 1 second per case on a PC)
model based on the TNT standard. By compar-
ing blast gauge data with the waveforms from the
fast running model, we can bracket the effective
yield. The blast wave, evaluated in this manner,
is independent of the depth of burial of the charge
but does include the formation of a Mach stem for
non-zero positive height of burst.

The next step is to run two dimensional hydro-
dynamic code calculations that include estimates
of the height or depth of the detonation. We in-
clude several hundred numerical gauges (stations)
that monitor all hydrodynamic parameters as a
function of time at positions that bound the pos-
sible positions of the measured overpressure wave-
form(s). These calculations require 10–60 minutes
of computer time. The results of the two dimen-
sional calculations are compared with measured
data and a few likely scenarios are selected based
on distance from the detonation and comparison
of these scenarios with any available descriptions
of the event.

All of the information from event descriptions,
calculational results, measured overpressure wave-
forms and any photographic data is then analyzed
to determine most likely scenarios. A full three
dimensional calculation is then run that includes
our best estimate of locations of personnel, nearby
structures and vehicles. A high fidelity three di-
mensional fluid dynamics tool called SHAMRC
(Second-order Hydrodynamic Automatic Mesh
Refinement Code) was used for the analysis. CAD
(computer aided design) models for subjects or
vehicles in the scene accurately represent geome-

tries of objects in the blast field. Results of the
most likely two dimensional calculation are used
as initial conditions for the 3D calculation, thus
reducing the computer time required to describe
the detonation and early blast wave formation.
These calculations typically require an hour or so
of DoD High Performance Computer (HPC) time.

The CAD models used to represent personnel in
the calculations can be manipulated to accurately
define the orientation of the personnel. Such ma-
nipulation includes standing, sitting, extension of
arms or legs, head turning and even twisting of
the torso. These are then positioned in the 3D
grid in their most likely position and orientation
to the detonation. Each person is the covered with
several hundred numerical gauges to monitor the
blast loads on all parts of the body. The solu-
tion is iterated by varying unknown (charge size,
subject position, burial depth, etc.) until a good
solution is found.

4. Early Lessons Learned

In one of the first scenarios we were asked to re-
construct, we were told that the charge was on
the surface or slightly buried. After making our
preliminary estimates of the blast wave, we could
not find a scenario that could possibly come from
a ground level or buried charge. We determined
that the charge was detonated at a height of about
3 feet. In addition, we learned that some of the
local villagers had come out to see what the ex-
citement was. The scenario was thus changed in
several respects, including: the height of burst,
and the presence of several of the people in the
scene.

With this added information we were able to re-
construct the event and match all 4 of the gauges
that had been triggered. Figure 2 is from the ini-
tial conditions for the 3D calculation of this sce-
nario.

Figure 2. Scenario 1, 3D calculation initial conditions

In another case, scenario 70, we were told that
the subject was in the back of an M-ATV which
had triggered a buried IED near the right front
tire. Figure 3a shows the initial conditions for the
3D calculation. After running our best estimate of
the scenario, we could not obtain a good match of
the three waveforms from the blast gauges on the
head, shoulder and chest with the subject seated
in the back of the vehicle. Then we were pro-
vided with information that the subject was sit-
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ting on the top rail of the back, rather than in the
lower portion of the rear compartment. In addi-
tion there was another subject (2) sitting on the
opposite rail, facing subject 1. We repositioned
the two subjects and reran the calculation. Figure
3b shows the initial set up for the revised calcu-
lation. Much better agreement was obtained with
the correct positioning and the estimated yield of
the device was reduced by nearly 20

Figure 3. Scenario 70: M-ATV with subject in rear
compartment (left) and M-ATV with two subjects sit-
ting on rails above rear compartment (right)

5. When Information is Less than
Complete

In many cases, the information is far from com-
plete or detailed. In one instance, two subjects
on patrol were attacked with an RPG round. The
blast caused helmet gauges on both subjects to
trigger. One waveform showed a multiply re-
flected shock and the other a reasonably clean
waveform. We used the timing of the reflected
shocks on subject 1 to determine the height of
the detonation above ground and the wall con-
figuration. We used the overpressure trace from
subject 2 to confirm the height of the detonation
and to determine the effective yield. The type
of RPG was not known, so, based on our expe-
rience with various RPG warheads, we hypothe-
sized the following: an RPG-7 single stage HEAT
round with 1.5 pounds of HMX explosive. The
energy for blast was calculated by taking the total
TNT equivalent energy (2.1 pounds) and dividing
it into fragmentation, shaped charge energy and
blast. Our rule of thumb is that 50energy of a
cased weapon goes into case breakup and fragment
kinetic energy. The shaped charge formation and
kinetic energy is about 19lb.) for blast. Prelim-
inary calculations indicated that the detonation
occurred about 1 meter above the ground, in con-
tact with a wall. The pressures obtained from the
preliminary calculations indicated subject 1 was
about 12 feet from the charge and 1.5 feet from a
wall, while subject 2 received a direct blast wave
and was 8 feet from the detonation. Figure 4 in-
dicates the hypothesized geometry used in the 3D
calculation. Figure 5 shows the resulting overpres-
sure waveform and impulse comparisons.

6. Sample Calculational Output

Here we will describe some specific scenarios and
show the types of results that the calculations pro-
duce. Our first example comparison is for the
RPG attack scenario depicted in Figure 4. Each of
the two subjects had their helmet gauge triggered
with pressures of 5 and 8.5 PSI respectively. The

peak pressures, positive durations and impulse for
the positive phase are in excellent agreement with
the measured values. With only one gauge on each
subject it is difficult to predict the orientation of
the subject. Since the data is from the head, we
can estimate which way the subjects were facing
but not the position of the body.

Figure 4. Estimated geometry for RPG attack. Sub-
ject 1 about 8 feet from blast and Subject 2 about 12
feet from blast and 1.5 feet from wall

Figure 5. Comparisons of calculated and measured
overpressure waveforms

Figure 6 shows the total body coverage of cal-
culated monitoring stations for each individual.
Each station provides all hydrodynamic parame-
ters as a function of time. This figure includes
the peak overpressure and positive overpressure
impulse for subject 1.

For scenario 1, depicted in Figure 2, there were
4 gauges triggered: 3 on subject H and 1 on sub-
ject B. In addition to the individual waveform
comparisons, we can provide peak overpressure
contours in planes at arbitrary heights. Figure 7
is one such plot taken at ground level. This clearly
shows the reflected pressure from the adobe wall,
and the subjects are also colored by peak over-
pressure exposure.

Figure 3b shows the initial conditions for sce-
nario 70. Results of that calculation included the
loads on the vehicle and the hazard regions for
the local area. Figure 8 is an isometric view from
the top right side of the vehicle showing the peak
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Figure 6. Coverage of calculated monitoring stations
that provide full overpressure waveforms

Figure 7. Scenario 1: Contour plot of peak overpres-
sure distribution isometric views

overpressure exposure on the subjects. The red
points indicate > 16 PSI, yellow between 4 and
16 PSI and green < 4 PSI. The hazard volume for
various peak pressures is also defined by the cal-
culations. Figure 9 shows the hazard volume for
16 PSI. The volume inside the red surface received
a peak pressure in excess of 16 PSI.

7. Conclusions

Using very limited information and only one or
two pressure waveforms, it is possible to recon-
struct the entire blast field for complex scenarios.
There is no simple method and most cases require
unique approaches. Our approach has been to
start with the basic questions: 1) what was the

Figure 8. Peak overpressure exposure on subjects for
scenario 70

Figure 9. Scenario 70: Surface contour for the hazard
volume defined as greater than 16 PSI

effective yield of the device? 2) where was it det-
onated relative to people and vehicles of interest?
3) What other objects were in the vicinity and
where were they located? and 4) what were the
orientations of the individuals of interest?

If some of that information was not available,
we attempted to determine the missing pieces us-
ing what we did know and what seemed reason-
able. We started with very fast running engineer-
ing models to guide us through the basics. We
then went to two dimensional hydrodynamic cal-
culations to provide quantitative answers about
the close in detonation. These included any case
materials around the explosive and any effects of
burial depth. When we had sufficient confidence
in the preliminary calculations, a full 3D calcu-
lation was set up and run. These runs included
all personnel, structures and vehicles in the vicin-
ity and used the two dimensional results as ini-
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tial conditions for the blast wave propagation an
interaction. Then iterations were run to refine
the model and achieve a final solution. The next
step will be correlating blast exposure information
with observed injuries and creating more mean-
ingful correlations with injuries including brain
injury, eardrum rupture, lung injury and soft or
hard tissue damage.
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Shock Mitigation in Ducts Using Obstacles Placed Along the

Outline of Logarithmic Spiral

V. Eliasson, Q. Wan ∗

Department of Aerospace and Mechanical Engineering,
University of Southern California, Los Angeles, 90089, USA

Abstract In this paper we present numerical
simulations with the purpose of mitigate a planar
incident shock wave in a two-dimensional shock
tube by using solid obstacles placed in a spe-
cific geometric pattern given by a logarithmic spi-
ral. The mitigation effect of the logarithmic spi-
ral placement is compared to the results obtained
by Chaudhuri et al. (2013), by solving the Euler
equations of gas dynamics using finite differences
on overlapping grids with adaptive mesh refine-
ment. Results show that placing solid obstacles
along a logarithmic spiral curve can be an efficient
method to mitigate both the reflected shock wave
and the shock wave that is transmitted through
the obstacle configuration.

1. Introduction

Many experiments and simulations on shock wave
propagation in two-dimensional ducts have been
done in recent years with particular interest in
the areas of shock mitigation. The work pre-
sented in this paper builds on the numerical simu-
lations presented by Chaudhuri et al. (2012) and
(2013). They simulated the propagation of a
shock wave through different arrays of solid obsta-
cles and quantified the mitigation effect of the var-
ious configurations. Obstacles of different geome-
tries, i.e., cylindrical, square and triangular, were
placed in staggered and non-staggered columns at
the middle of a two-dimensional shock tube. The
interactions between the shock wave, the obsta-
cle configurations and the solid walls were stud-
ied numerically and quantified by comparing the
time-averaged pressures and velocities of both the
transmitted and reflected shocks. The simulation
setup is described in Figure 1.

All simulations and their respective obstacle
placement are presented in Table 1, and thorough
details on cases 1-6 can be found in the origi-
nal paper by Chaudhuri et al. (2013). The size
of the shock tube is 400 × 46.7 mm. The dis-
tance between the left end of the shock tube and
the initial location of the shock wave is 140.6 mm
(x = −20 mm), while the leading edge of the ob-
stacles is set at x = 0. Pressure is recorded using
a probe set at the centerline 70 mm from the right
edge (x = 169.4 mm).

2. Computational Method

In this work, Overture, a framework to solve par-
tial differential equations using finite differences
on overlapping grids is used. Information regard-
ing the solver and its packages can be found at
http://www.overtureframework.org/. In this pa-

∗Parts of this paper has been submitted to Shock Waves
and is currently under review

400

46.7

20

160.6

Obstacle

area
70

x = 0

Probe

Figure 1. Simulation setup. A two-dimensional shock
tube where a planar shock wave impacts on the ob-
stacles from left to right. Distances in mm. Not to
scale.

per, we employ the Composite Grid Compressible
Navier-Stokes (CGCNS) solver that can be used
for solving either the compressible Navier-Stokes
or the inviscid Euler equations. Most of the work
presented here is governed by the two-dimensional
inviscid Euler equations and a second-order Go-
dunov scheme is used for these cases. After adap-
tive mesh refinement is activated, the smallest grid
cell size is smaller than that of the fixed grid cell
size in the work of Chaudhuri et al. (2013).

As shown in earlier work (see for example
Milton and Archer (1969), Inoue et al. (1995),
Inoue et al. (1993)) a logarithmic spiral curve has
the ability of collecting an incident planar shock
wave to its focal point by minimizing reflections
off its boundary. Therefore, we chose this shape
as a starting point to design a pattern that can
effectively attenuate a planar incident shock
wave. Square-shaped and cylindrical obstacles
were placed along the edge of the logarithmic
spiral curve so that the edge of the obstacles are
aligned to the curve. The degree of attenuation
of transmitted and reflected shocks is partially
depended on the size of the gaps between the
obstacles. The equation for a logarithmic spiral is
given by Milton and Archer (1969) and equations
for the characteristic angle used to compute the
logarithmic spiral is given by Whitham (1974).

3. Results and analysis

First, we reproduced the cases presented in
Chaudhuri et al. (2013) to verify our code, and
make it more convenient to have all the results
on hand to be able to compare the previous cases
with the new logarithmic spiral cases. For all re-
sults presented in this paper, a shock Mach num-
ber of Ms = 1.4 and constant ratio of specific
heats, γ = 1.4 was used. The first case was run
using the full Navier-Stokes equations. In this
case, the obstacles were cylinders with diameter
d = 8.8 mm placed in a non-staggeredmatrix (NS)
based on four rows each containing four obstacles
(shown in Figure 2). The Reynolds number for
this case is approximately Re = 21900, and the
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Table 1. Summary of simulated cases with details on obstacle size and total area covered by the obstacles.

Case Name Remark Obstacle size Obstacle area Normalized area
[mm] [mm2] [–]

1 NC Non-staggered cylinders 8.8 973.14 1
2 NS Non-staggered squares 8.8 1239.04 1.27
3 NBT Non-staggered backward triangles 8.8 536.52 0.55
4 NFT Non-staggered forward triangles 8.8 536.52 0.55
5 SC Staggered cylinders 8.8 973.14 1
6 SS Staggered squares 8.8 1239.04 1.27
7 LSS Squares along log spiral 7.45 832.54 0.86
8 LCS Cylinders along log spiral 7.45 653.87 0.67
9 LCR Bigger cylinders along log spiral r = 3.83, Rmid = 4.95 722.00 0.74

(a)

(b)

Figure 2. Schlieren contour for incident shock wave past a 4 × 4 non-staggered cylinder matrix solved using
(a) full Navier-Stokes equations and (b) inviscid Euler equations. The arrows on the left side points at the
location of the reflected shock wave, and the arrows on the right side points at the location of the transmitted
shock wave.

dynamic viscosity was set to be µ = 1/Re. The
Prandtl number was set to be Pr = 0.72, and
the thermal conductivity was set to κ = µ/Pr ≈
0.000064. Pressure p2 is defined as the initial pres-
sure set in the high-pressure part of the shock
tube, p2 = 28260 Pa, and p1 is the initial pres-
sure in the low pressure part, p1 = 13330 Pa.
Then, the simulation was repeated using the invis-
cid Euler equations and the results were compared
to understand the effects of viscosity. Figure 2
shows schlieren contours of the results from the
Navier-Stokes and Euler simulations for the non-
staggered cylinder case. The only difference in the
graphs is in the turbulent region occurring behind
the matrix of obstacles.

Figure 3 shows the corresponding non-
dimensional pressure (pn), for the solutions in
Figure 2 at t = 500 µs. The non-dimensional
pressure is defined as pn = (p − p1)/(p2 − p1),
where p is dimensional pressure measured by the
probe, which is put at 70 mm from the right edge
(x = 169.4 mm). From the figure, most of the
curves are attached to each other. The reflected
and transmitted shock waves are at the same lo-
cation for the two simulations and the ampli-
tudes of the peak pressures are the same for both
cases. The only difference of the two cases is the
area with turbulence right behind the obstacles.
From the collected pressure data, only 2.6% dif-
ference can be found between time-averaged non-
dimensional pressures for Navier-Stokes and Euler
simulation. Therefore, we conclude that the ad-
dition of viscosity does not affect the simulation

results in terms of location of reflected and trans-
mitted shock locations, and the rest of the simu-
lations are performed solving the Euler equations.
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Figure 3. Dimensionless pressure, pn, along the cen-
terline of Figure 2 for Navier-Stokes and Euler simu-
lation results at time instant t = 500 µs.

Collection of data begins when the shock wave
first arrives at the leading edge of the obstacles
and the simulation then lasts for 500 µs. Numer-
ical schlieren plots for all cases at time instant
t = 500 µs are shown in Figure 4. The first four
cases from top to bottom are arranged in non-
staggered columns (NS, NC, NFT, NBT). The
fifth and sixth cases (SS and SC) are arranged
in staggered patterns. The seventh (LSS), eighth
(LCS), and ninth (LCR) cases show the logarith-
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Reflected shock Transmitted shock

Figure 4. Top to bottom: NS, NC, NBT, NFT, SS, SC, LSS, LCS, LCR schlieren contours taken at t = 500 µs
after the shock first impacts onto the obstacle array. The locations of the incident shock wave and the reflected
shock wave are marked with arrows.

mic spiral case with squares and cylinders incorpo-
rated. Note that the diameter of the cylinders in
LCS are of the same size as the length of the edge
of the squares used in the LSS case. In LCR, the
radius of the cylinders are larger so that the gaps
between the cylinders, except the cylinder put in
the middle, is close to being the same as the slits
in between the square obstacles in the LSS case.
The reflected and transmitted shocks and vortices
behind the obstacles are clearly visualized in the
schlieren plot. Of the first six cases the NFT case
most efficiently minimizes the transmitted shock,
and NBT most efficiently reduces the reflected
shock wave. The fluid velocities downstream of
the obstacle arrays are smaller for staggered cases
than non-staggered cases.

The simulation of a planar shock wave past ob-
stacles placed along a logarithmic spiral (LSS) is
shown at the three bottom panels of Figure 4.
Not only is the transmitted shock moving more
slowly than for the previous cases, but the re-
flected shock wave is also weaker. The logarith-
mic spiral formed by the squares partially ab-

sorbs the incident shock, and strong vortices can
be seen inside the logarithmic spiral. When the
shock wave reaches the obstacle barrier, the bar-
rier redistributes the energy. Part of the shock
propagates through the barrier while the rest is
reflected. The slits between the square obsta-
cles change the direction of part of the incident
the shock, deflecting it towards the walls of the
shock tube. Therefore, some of the energy is lost
through dissipation near the walls when vortices
are formed. For the case with cylinders placed
along the logarithmic spiral (LCS and LCR) large
regions of vortices are visible right behind the ob-
stacle barrier, with the main portion of vortices in
the middle of the shock tube. The reflected waves
are weaker for LCS and LCR than for LSS, but
the incident shocks are not.

The probe placed at the centerline (see its loca-
tion in Figure 1) records the pressure at that point
as a function of time, displayed in Figure 5. For all
the cases, a pressure jump occurs when the shock
wave initially reaches the probe. Then, for most
cases the pressure oscillates around a particular
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Figure 5. Plot of change in dimensionless pressure,
pn, at the probe as a function of time for all cases.

high pressure. The time-averaged overpressure af-
ter the shock reaches the probe and the time when
shock wave arrives at the probe are two indicators
that measure the effectiveness of the barriers. The
overpressure is defined as P̄ = (p̄− p1)/(p2 − p1).
p̄ is the time-averaged pressure which is defined

as p̄ = 1

∆T

∫ tf

t0
p dt, ∆T = tf − t0, where tf and t0

is the final and start time when pressure data is
collected. The time-averaged pressure data P̄ col-
lected at the probe from time t0 to tf is presented
in Table 2, which also shows the time tp when
shock reaches the probe. As seen in Figure 5, the
overpressure of the LSS case is smaller than the
rest of the cases. Larger tp and smaller P̄ mean
that the obstacles more efficiently attenuate the
incident shock wave.

Results show that the LSS case produces the
smallest time-averaged pressure among all simu-
lated cases. Comparing the LSS case with the
LCS case, we can see that the transmitted shock
travels much faster for LCS case than LSS case.
Thus, the size of the gaps is an important factor
affecting the degree of attenuation. Comparing
the LCS case with the LCR case, the transmit-
ted shock travels much slower in the LCR case,
which means that the LCR has a better effect on
mitigating the shock wave. Also, as shown in Ta-
ble 2, the overpressure for LCR case is less than
that for NS, NC, NBT, SC, LCS cases. By direct
comparison between the pressure values presented
in Chaudhuri et al. (2013) (all obtained from the
full Navier-Stokes equations) and the ones pre-
sented here (using the inviscid Euler equations),
it is clear that most cases are comparable to each
other with the results obtained here 11.95 % larger
on average.

4. Conclusions

In this paper, the behavior of a planar shock
wave propagating in a two-dimensional shock
tube passing through obstacles of various ge-
ometries placed in various patterns is simu-
lated. Compared to previous results obtained by
Chaudhuri et al. (2013) the results presented here
show that a logarithmic spiral can be efficient in
attenuating a planar incident shock wave. The
results indicate that the logarithmic spiral not
only decreases the pressure and the shock velocity

Table 2. Comparison of overpressure P̄ , shock arrival
time at probe tp and difference E for all results pre-
sented in this paper compared with the results pre-
sented in Chaudhuri et al. (2013).

P̄ P̄⋆ tp [µs] E
P̄

[%]

NS 0.61 0.58 377 5.2
NC 0.53 0.56 395 -5.4
NBT 0.62 0.55 389 12.7
NFT 0.38 0.37 412 2.7
SS 0.38 0.24 406 58.3
SC 0.54 0.55 398 -1.8
LSS 0.27 – 409 –
LCS 0.66 – 374 –
LCR 0.46 – 392 –

⋆ Cases reproduced from Chaudhuri et al. (2013).

downstream of the obstacles, but effectively slows
down the reflected shock. The area covered by
the cases with logarithmic spirals is larger than
the length covered by the four obstacle columns.
However the total cross section area used in the
logarithmic spiral cases is less than previous re-
sults using circular or square obstacles, but larger
than the case with triangle-shaped obstacles.

Future directions of this research will be to in-
vestigate the same scenario using a different type
of obstacle material that can help to further at-
tenuate the shock wave. In this paper only rigid
obstacles were considered, which results in a sig-
nificant shock attenuation obtained. By choosing
material wisely, larger shock attenuation should
be possible. A logarithmic spiral shape is derived
using an incident shock Mach number, and the
effect of mitigation for other Mach numbers will
also be investigated. Additional obstacles sizes
and placements will be presented at the ISIS21
meeting.
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Numerical simulations of shock wave amplification using

multiple munitions

Shi Qiu, Veronica Eliasson
Department of Aerospace and Mechanical Engineering,
University of Southern California, Los Angeles, CA 90089, USA

Abstract This paper presents numerical sim-
ulations on shock focusing effects with the goal
of using multiple munitions to maximize condi-
tions at a target area and simultaneously reduce
collateral damage everywhere except the intended
target. Simulations using the Euler equations of
gas dynamics are solved on overlapping grids us-
ing finite differences. Results are obtained with 1,
3, 5 and 10 munitions placed in circular patterns
around a specified target area, and the total en-
ergy is kept constant in all cases divided evenly
among all munitions. Results show it is beneficial
for both the target and the surrounding area to
use multiple weaker munitions instead of a single,
albeit more energetic, one.

1. Introduction

Detonation has been widely used for many pur-
poses such as building implosion and mining.
Blast waves will be generated during detona-
tion and can cause damage to the surround-
ings. Many experimental, analytical and nu-
merical works have been done to study blast
waves, blast wave generation and propagation
(e.g. Taylor (1950)). The main purpose of this
paper is to study shocking focusing effects from
multiple blast waves and shock front amplifica-
tion mechanisms as the wave fronts coalesce and
converge. To be specific, we are trying to use sev-
eral small munitions instead of a large munition to
generate a directed strong blast wave to one tar-
get and at the same time reduce collateral damage
outside the target zone. Both 3D and 2D simu-
lations have been performed, but this paper will
focus on the 2D simulation results.

2. Numerical scheme and initial con-
ditions

The main focus of the present study is on shock
focusing effects and not to the model of blast
itself. Thus, to simplify the model, several as-
sumptions have been made. First of all we as-
sume the explosion is generated from a point
source, second, the total energy is released in-
stantaneously which means the chemical reac-
tion time is neglected. Last, heat capacity re-
mains constant (γ = 1.4 is used in all the sim-
ulations). Overture, an open source program
from Lawrence Livermore National Laboratory
(Chesshire and Henshaw (1990)) has been used
for all the computations. A shock-capturing sec-
ond order Godunov scheme has been used to solve
the Euler equations. In addition, an adaptive
mesh refinement method was employed for the 3D
model.

The point-source explosion specified by the sim-

ilarity law (Taylor (1950)) has been implemented
as initial conditions for the 3D model, and for
the 2D model, the justified similarity relations
for cylindrical blast (Lin (1954)) following Tay-
lor’s method have been used. Basically, Taylor’s
similarity law (Taylor (1950)) for pressure, den-
sity and radial velocity can be written as:

p

p0
= R0

−3F (η),
ρ

ρ0
= ψ(η), u = R0

−3

2 Φ(η) (1)

Here, R0 is the radius of the blast wave front as
a function of time, η = r

R0

, r is the radial dis-
tance from the explosion center, and p0, and ρ0
are the ambient pressure and density ahead of the
blast wave, respectively. After applying the sim-
ilarity law to the equations of motion, continu-
ity, and equation of state for a perfect gas, three
differential equations in nondimensional form are
obtained,

φ̇(η − ψ) =
1

γ

ḟ

ψ
−

3

2
φ, (2)

ψ̇

ψ
=
ψ̇ + (2φ

η
)

η − φ
, (3)

3f + ηḟ +
γψ̇

ψ
f(φ− η)− φḟ = 0, (4)

where f = Fa0
3

A2 and Φ = Aφ. The sound speed,
a0, is the value of the ambient air and A is a co-
efficient that can be determined from the energy
and the shock front radius. In the early stages
of the explosion, the blast wave remains strong,
and we can assume that ps >> p0 so that bound-
ary conditions at η = 1 can be obtained from the
Rankine-Hugoniot relations listed below,

ρs
ρ0

∼=
γ + 1

γ − 1
, (5)

Us
2

a02
∼=

(γ + 1)

2γ

ps
p0
, (6)

us
Us

∼=
2

γ + 1
(7)

where the subscript s represents the state behind
the blast and Us is the blast wave speed. With
equations (1)-(7), and given the total energy and
blast radius, we can solve the three differential
equations numerically and achieve our initial con-
ditions. The advantage of using these initial con-
ditions is that we do not need to generate an ex-
tremely fine mesh for the blast source and avoid
sharp discontinuities at the wave front. Instead
a sphere of a given diameter R0 with a moderate
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shock jump that is more acceptable for numeri-
cal calculations can be obtained. Similarly, for
the 2D case, a cylindrical shock can be achieved
(Lin (1954)). Figure 1 shows line plots between
the center of the blast and the blast wave front,
scaled using blast wave front peak values.
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Figure 1. Normalized initial conditions based on Tay-
lor’s similarity law.

3. Simulation comparison and grid
sensitivity study

Two different approaches have been used to ver-
ify the code. First, we used the previous work
of Jiang et al. (1998), who have performed both a
numerical and an experimental study of a micro-
blast wave, to compare our simulations results.
By applying the same initial conditions (total en-
ergy 1.38 J and initial blast radius 1.5 mm), we
compared our simulation result with the numeri-
cal results of Jiang et al (1998). The grid size of
Jiang’s model is ∆x × ∆y × ∆z = 0.05 × 0.05 ×
0.035 mm3. In our model the original grid size is
0.125× 0.125× 0.125 mm3. However, an adaptive
mesh refinement (AMR) algorithm in Overture is
utilized and there are two levels of refinement fac-
tor of four, thus the actual grid size for blast prop-
agation is 0.0156×0.0156×0.0156 mm3. Figure 2
shows the pressure history 5 mm away from the
blast center. Because this 3D simulation takes a
considerable amount of time to run, we only ran it
until we had captured the peak pressure and ini-
tial decay. The result presented in Figure 3 shows
that the peak pressure and rise time agree well
with the results of Jiang et al (1998).

The second approach is to study the grid sensi-
tivity. A 2D problem is set up with total energy
125 J and initial blast radius 1.5 mm. The compu-
tational domain is set to be a square of size 120×
120 mm2 with solid boundary conditions along the
edges. The computations run shorter time than it
takes the reflected waves from the boundaries to
interact with our measurements. Seven different
grid sizes (0.25 mm, 0.167mm, 0.125 mm, 0.1 mm,
0.083 mm, 0.071 mm, 0.0625 mm) have been used.
Figure 3 shows the normalized peak pressure at a
point located 10 mm away from the blast center
for all seven grid sizes. As the grid size decreases
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Figure 2. Comparison of current results to those of
Jiang et al. (1998).

below 0.07 mm, the normalized peak pressure con-
verges.
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Figure 3. Grid sensitivity study by investigating peak
pressure at different initial grid sizes.

4. Results and discussion

To study the shock focusing mechanism, a prob-
lem has been proposed as follows: the total energy
of the blast waves are kept constant at 5000 J and
the initial blast radii are kept at 1.5 mm, but the
number of blast waves are varied from case to case.
To be specific, as the number of blast waves grows,
the energy of each blast wave will be reduced to
keep the total energy constant. The conditions are
then monitored at two locations in the computa-
tional domain: target one is the region where the
shock is expected to come to a focus and generate
extreme conditions; and target two is a point out-
side that will help to improve the understanding
of how collateral damage outside of the intended
target area can be minimized.

Based on previous research results (e.g.
Eliasson et al. (2006)) that show promising effects
of shock focusing, the munitions are placed along
the outline of a circle with a constant radius of
30 mm, with target area one in the middle of
the circle. The total energy of the combined mu-
nitions is held fixed at 5000 J, distributed over
n munitions. Four cases will be presented here
with n = 1, 3, 5, 10 munitions respectively. Fig-
ure 4 shows the schlieren contours of all cases at
an early stage and a later stage just before the
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combined shock front reach the center. A second
case where ten munitions were assigned locations
along a semicircle, with the same radius of 30 mm,
was also simulated and schlieren contours of this
case is shown in Figure 5.

XX

(a)

Blast wave

120 mm

120 mm

Target 1 Target 2

(b)

(c)

(d)

Figure 4. Schlieren contours of the cases with (a) one,
(b) three, (c) five and (d) ten blast waves in their early
stages (left column) and later stages (right column).

For each case, two probes placed at the two tar-
get locations where used to collect pressure data
as a function of time. Table 1 shows the non-
dimensional peak pressure, P , and time, t, at
the time instant when the peak pressure was ob-
tained for each target location. The subscripts 1
and 2 denotes target location one and two. For
case one with n = 1 munition, the peak pressure
and arrival time have slightly difference (3%) be-
tween target one and target two. The reason for
this discrepancy is due to that a larger grid size
(∆x = ∆y = 0.25 mm) was used to significantly
reduce the computational time. However, at this

Table 1. Comparison of peak pressure, P , and arrival
time, t, at target one and target two for cases with n

initial munitions. The total energy is kept constant
for all cases.

Case P1 t1 P2 t2

1 10.26 4.54 9.94 4.66
3 4.35 7.55 30.13 7.54
5 3.17 9.24 51.56 8.95
10 4.53 8.99 278.1 6.94

point we are only searching for a trend among the
results depending on the target conditions, and
not necessarily the correct values. This will be
addressed in future work.

For cases with n = 3 and n = 5 munitions,
the results show that the peak pressure generated
at target one was achieved when the shock front
of the nearest munition reached the target. Also,
five munitions resulted in higher peak pressures at
target two, but lower pressures at target one when
compared to the cases of one and three munitions.
The shock front generated by the case of three
munitions remains a triangular shape throughout
the focusing process, and the Mach number of the
shock front remains constant. Due to the asym-
metry of this shape, conditions at the focal region
will be far from what is possible to achieve under
optimal shock focusing conditions.

For the case with n = 10 munitions, the peak
pressure at target one is much higher than for
five munitions. The reason is that the individ-
ual shock front coalesce and a reconfiguration
process starts as the shock front propagates to-
wards the center. The vertices form Mach shocks
that propagate with a higher Mach number than
the initial wave fronts, and thus the Mach waves
“consume” them. This process repeats itself nu-
merous times until the shock reaches the center,
and for the case with 10 munitions the Mach
number of the convergent shock front is higher
than that of three or five munitions, resulting
in a higher peak pressure at the focal point.
This result follows those observed earlier by e.g.
Schwendeman (2002), Eliasson et al. (2006). For
both n = 5 and n = 10 cases, the time when the
highest peak pressure was obtained at target area
two, t2, is smaller than t1, which indicates that the
converging shock accelerates during the focusing
process and its speed is increased.

For the case where ten munitions have been
placed in a semicircle additional target areas to
monitor conditions during the focusing process
were added, as shown in Figure 5. Target one
and two are the same as in the previous cases,
and the additional target three is added 30 mm
to the right of target two, and target four is lo-
cated 30 mm above target two. Figure 5 shows the
schlieren contours for four different time instants,
and the conditions at the targets are presented in
Table 2.

The peak pressure at target one is similar with
the case of 10 munitions, and this is because the
initial shock front that impacts on target one is

3
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Table 2. Comparison of peak pressure, P , and arrival
time, t, at target one, two, three and four for the case
with 10 initial munitions placed along a semicircle.
The total energy is kept constant (5000 J) as in the
previous cases.

P1 t1 P2 t2

4.43 8.97 40.15 6.89

P3 t3 P4 t4

7.36 14.96 3.55 10.03

similar to the previous case with 10 munitions.
For target two, the peak pressure was much lower
compared to the case with 10 munitions due to
that the shock front generated from munitions
placed along a semicircle cannot focus the shock as
efficiently as the case with 10 munitions placed in
a circular pattern. However, the time instant, t2,
when the peak pressure occurs is smaller than for
the case with 10 munitions in a circle. The rea-
son is that the reconfiguration process happens
faster as shock fronts are generated from muni-
tions placed closer to each other, leading to an
initially stronger shock front in the shape of a
semicircle. For target three, the peak pressure
is larger than any other targets outside the circle,
and the reason can be seen directly from Figure 5.
Target three is in the vicinity of the focal point of
the shock wave, and thus experiences higher peak
pressure. At target four the smallest peak pres-
sure was obtained, and this is because only the
top half of the shock front acts at this location.

Target2Target1

Target3

Target4

Figure 5. Schlieren contours of shock front propagat-
ing from 10 munitions set in semicircle. The location
of targets one through four is shown in the top left
image.

5. Summary and Conclusion

The presented work summarizes numerical simu-
lations where different numbers of munitions have
been used to obtain two goals: (1) increase the

extreme conditions at a designated target area by
using multiple munitions, and (2) while simultane-
ously substantially reduce collateral damage away
from the target area (e.g. minimize peak pres-
sure). We believe this method can be used to keep
areas surrounding a controlled blast wave safer.

From the results with n = 1, 3, and 5 muni-
tions, we can see that the peak pressure at target
one was mainly influenced by the energy of the
nearest blast, however the peak pressure at target
two was influenced by the shock focusing process.
In the case of n = 3, the convergent shock front
formed a triangular shape that remained during
the focusing process. For n = 5, a pentagon was
obtained and it only had time to reconfigure once
from a pentagon (5-sided polygon) to a decagon
(10-sided) during the focusing process. The case
with n = 10 munitions first formed a decagon,
then changed into an icosagon (20-sided) and this
process was repeated throughout the focusing pro-
cess. At each reconfiguration stage, the shock
front Mach number was increased. In addition,
a semicircle case was conducted to compare re-
sults with the previous case of 10 munitions placed
in a circular pattern, and it was found that the
conditions of the target area located at the focal
point experienced a lower peak pressure, but tar-
gets outside of the semicircle had higher or lower
peak pressures than target area two for the previ-
ous case.

In the future, we will investigate how pertur-
bations in delayed initiation timing and position
influence the shock focusing performance. In ad-
dition, optimization for the location and number
of munitions will be studied to obtain a set of rules
how to best place munitions to keep surroundings
away from the target area safe. Last but not least,
2D cases for smaller grid size and 3D cases will
be implemented and explored using a high perfor-
mance parallel computing cluster.
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1. Introduction

Bombs exploding in the entrances of un-
derground bunkers is an example in which
a generated blast wave propagates inside a
tunnel, heading downstream towards large
amounts of explosive materials stored in-
side the bunker. The interaction of the
shock wave with large amounts of explo-
sive materials will result in the explosive
material ignition, which may cause huge
damage to the structures and equipment
around it, and many loses in human life.
The Physical behavior of shock wave prop-
agation inside tunnels and corridor type
structures has been a major objective since
the middle of the last century. In order
to develop new protective means and tech-
nologies, a huge resources has been inves-
tigated in the research of shock wave prop-
agation and attenuation inside tunnels,
both in a full scale experiments and in a
small scale experiments. The full scale ex-
periments require extremely complex and
expensive setups and are highly affected
by the test arena environment (such as hu-
midity, tunnel wall roughness, dust, etc.)
which make it usually disposable and non-
repeatable. Using a small scale experi-
ments (shock tubes facilities) reduces the
cost and complexity of the test, and can
produce better control of the initial and
boundary conditions, offering varied diag-
nostic methods for analysis. As the com-
puting resources rapidly increased during
the past three decades, the combination
of shock tube experiments and validated
numerical simulations became a powerful
tool for shock wave propagation and at-
tenuation research.

The study of shock wave attenuation in-
side tunnels was initiated a few decades
ago with the development of high-speed
cameras and computing techniques. Sev-
eral ways for shock wave attenuation such
as foam and particle suspensions and
abrupt changes in the tunnel are described
in the relevant literature. Many of the
researches, known as a Fluid-Structure

Interaction (FSI), focused on a shock wave
attenuation using rigid barriers and perfo-
rated walls and rigid barrier arrays. Rigid
barriers of different geometries inside a
tunnel can cause the incident shock wave
to diffract, reflect and attenuate, leaving
behind it a complex flow field that changes
the impact on the target downstream of
the barrier. While the main parameter
for shock wave attenuation is the open-
ing ratio, a significant reduction in the
shock wave attenuation can be achieved
only with small opening ratio values. In
this case, the fact that only a small part
of the tunnel is permanently open to the
flow can be a huge disadvantage for some
applications. In the case of an under-
ground bunker, one wish to keep the tun-
nel permanently open, except for an oc-
currence of an explosion in the bunker
entrance. Dynamic berries which func-
tion as a valve, can provide excellent so-
lution for the case mentioned above. Us-
ing both the appropriate barrier geome-
try and materials (Giordano et al. 2005)
or a mechanism (Biamino et al. 2011,
Biamino et al. 2014) can change the ori-
entation of the barrier and by that effect
the barrier opening ratio.

2. Experimental Setup

The shock tube used for the experimen-
tal investigation and for the numerical val-
idation consists of three parts: a 2.3-m
long driver section of 80-mm diameter, a
2.5-m long driven section having a square
cross section of 80 mm × 80 mm, a 0.7-
m long test section having a square cross
section of 80 mm × 80 mm and a 0.9-m
long expansion chamber having a square
cross section of 80 mm × 80 mm. The
driver and driven sections are separated by
a thin mylar membrane. Downstream of
the test section, an expansion chamber is
mounted in order to expand the test time
and avoid the reflected shock wave from
the test section end wall. As the strik-
ing pin ruptures the membrane, a shock
wave propagates towards the test section

21st Intl. Shock Interact. Symp. 115 3 - 8 Aug. 2014, Riga, Latvia



Figure 1. Schematic illustration of the experimental setup: (a) the shock-tube, the laser
beam path, the mirrors and the high-speed camera arrangement. (b) The barrier and the
pressure transducers arrangement inside the test section.

interacts with the barrier mounted inside
the test section, forming a complex flow
field over and behind it. The transpar-
ent sidewalls of the test-section together
with a PHANTOM v12.1 high-speed digi-
tal camera and a schlieren optical system
enable recording a set of digital images.
The light source for the camera is a pulsed
532 nm Nd:YAG laser. The camera is ca-
pable of capturing images at a rate of ap-
proximately 20,000 fps with a resolution
of 512×512 pixels. Three pressure trans-
ducers were flush mounted along the test
section: C2 pressure transducer mounted
upstream of the barrier (0.55 m upstream
of C3 pressure transducer), C3 pressure
transducer mounted approximately above
the barrier and C4 pressure transducer
mounted downstream of the barrier. Fig-
ure 1 illustrates the shock tube, the light
path of the Schlieren based optical system,
the test section with a single plate barrier
configuration and the location of the pres-
sure transducers.

In order to choose the appropriate bar-
rier dimensions and material, a classical
beam deflection theory was used to calcu-
late the plate movement due to a 1 atm
loads (∆p≈1atm), as an initial estimation.
For a strong interaction between the bar-
rier and the flow behind the shock wave, a
thin sheet metal steel plate was mounted
inside the shock tube test section, at two
different thicknesses: 1 mm thick and 1.5

mm thick. The properties of steel were
taken as E = 210 GPa (elasticity modulus)
and ρ = 7800 kg/m3 (metal density). Al-
though the plate deflection was designed to
pass the elasticity limit into plasticity, the
experiment objective was a concept proof
and a feasibility test for a dynamic barrier
movement. Later on, calibrating a reliable
numerical tool will allow one to design an
elastic dynamic barrier.

3. Results

In order to check the feasibility of a dy-
namic barrier, which changes its orienta-
tion due to the loads developed on its sides,
a steel plate was mounted on the barrier
side wall, inclined at 152◦. The barrier
height was set to approximately ∼48 mm,
leaving a ∼32 mm gap which is open to
the flow creating an opening ratio of ∼0.4
(Figure 1.b). The interaction of the plate
(both 1 mm and 1.5 mm thickness) with a
Mach 1.2 shock wave was experimentally
tested. Figure 2, 3 and 4 presents the in-
teraction of a shock wave at M=1.2 with
a 1 mm thickness barrier plate. At t=0
(figure 2) the shock wave front is located
at the front face of the barrier. The shock
wave, propagating from left to right, col-
lides head-on with the barrier results in a
shock wave diffraction. While the upper
shock wave (above the barrier) is expand-
ing, the lower shock wave (bellow the bar-
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Figure 2. The interaction of 1 mm barrier with a Mach=1.2. Time presented 0ms ≥ t ≥
0.35ms

rier) is converging towards the barrier cor-
ner. At t=0.05ms, a vortex is evolving at
the barrier tip towards downstream. Dur-
ing the converging process bellow the bar-
rier, at 0.05ms ≥ t ≥ 0.15ms, the lower
shock wave diffracts as a Mach reflection
(MR) from the barrier and then reflects
from the tunnel sidewall as a regular re-
flection (RR). At t=0.2ms (Figure 2) the
upper shock wave continuously expand-
ing on the barrier upper face while the
lower shock wave continuously converging
towards the barrier corner . At t=0.25ms,
the lower shock wave reflects from the cor-
ner, heading towards upstream. This cor-
ner reflection, known as the focusing ef-
fect, produce a high pressure zone below
the barrier. At 0.3ms ≥ t ≥ 0.35ms,
the transmitted (upper) shock wave prop-
agating downstream leaves behind it a rel-
atively low pressure zone, while the re-

flected (lower) shock wave from the corner
propagating downstream leaves behinds it
a relatively high pressure zone. This pres-
sure difference above and below the bar-
rier is the physical mechanism for the bar-
rier kinesis. At this point, the barrier
slowly starts accelerating towards the nor-
mal direction (normal to the barrier sur-
face). Figure 3 present the interaction
of the complex flow field evolved behind
the shock wave and the 1 mm thick sheet
metal barrier. The white lines seen in
each subfigure, represent the initial posi-
tion of the barrier, and the dark line rep-
resent the actual position of the barrier.
At t=0.6ms, the transmitted shock wave
propagating further downstream and the
reflected shock wave propagating further
upstream are not seen in the frame. Since
the barrier is mounted to the lower side
wall, the movement of the barrier is as a
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Figure 3. The interaction of 1 mm barrier with a Mach=1.2. Time presented 0.6ms ≥ t ≥
2.6ms

hand of a clock like. At 0.35ms ≥ t ≥
1.1ms, while the barrier acceleration takes
place, the opening ratio is decreased from
∼0.41 to ∼0.36 by approximately 12%. At
t=1.35ms, the barrier tip is already at con-
stant velocity and the opening ratio is de-
creased more rapidly. From 1.35ms ≥ t ≥
2.35ms, the opening ratio drops from 0.316
to 0.019. At this point (t=2.35ms), the
cross section open to flow is significantly
smaller in compared to the initial cross sec-
tion open to the flow, indicating a decrease
of 95% in the opening ratio. The rate of
the opening reduction can be quantified
to ∼0.24 opening-ratio / mili-second. At
t=2.6ms, the barrier opening ratio is zero,
meaning that the cross section open to
flow is literally closed. The continues flow
from upstream towards downstream meets
the barrier plate results in an increasingly
high pressure zone. On the other side of
the barrier plate, towards downstream, the
flow was suspended and the pressure is
continuously dropping.

Figure 4 present the pressure history sig-
nals measured along the shock tube at C2
pressure transducer and along the test sec-
tion at C3 and C4 pressure transducers
(figure 1.b). The blue line stands for the
1 mm thickness barrier plate and the red
line stands for the 1.5 mm thickness bar-
rier plate. At t=0, as the shock wave front
is located at the front face of the barrier,

pressure is 0.153 MPa at C2 (known as
p2, the pressure behind the shock wave),
and 0.101 MPa at C3 and C4 (known as
p1, the pressure ahead of the shock wave).
At t=0.167ms and t=0.783ms the trans-
mitted shock wave is passing over C3 and
C4 transducers respectively, and a pres-
sure jump is recorded. When t=0.8ms,
due to the decrease in the opening ratio,
the pressure starts to drop at C3 trans-
ducer. When time reaches 2ms, the re-
flected shock wave from the barrier passing
over the C2 transducer located upstream
of the barrier. At this point, the pressure
starts to drop at C4 transducer. Further
on, as the opening ratio is dropping to-
wards zero, the pressure in C2 transducer
located upstream of the barrier is increas-
ing while the pressure in C3 and C4 trans-
ducers located downstream of the barrier
is decreasing. This kind of barrier behav-
ior suggest two main mechanisms: the first
mechanism is the decrease in the opening
ratio, which is known as the most dom-
inant parameter in shock wave attenua-
tion. The second mechanism is the fully
closed barrier which sharply cut the flow
behind the transmitted shock wave. When
the barrier is fully closed, the transmitted
shock wave heading downstream is rapidly
decays into a blast wave which eventually
becomes a sound wave. The faster the bar-
rier is changing its orientation, the sooner
the pressure drops downstream of the bar-

4

21st Intl. Shock Interact. Symp. 118 3 - 8 Aug. 2014, Riga, Latvia



Figure 4. Pressure history signals along the shock tube (C2) and the test section (C3 and
C4) for a 1 mm (blue) and a 1.5 mm (red) barrier plates.

rier and better attenuation will be gained.
The times requires for the barrier to accel-
erate and reduce the opening ratio up to a
fully closed opening is depends on the bar-
rier geometry, its mass, its material prop-
erties and the intensity of the shock wave.

4. Conclusion

In the present study the interaction of a
shock wave with a Dynamic barrier was
investigated experimentally. The exper-
imental investigation was carried out in
a horizontal shock tube with a Schlieren-
based optical system. It was shown that a
dynamic barrier which function as a valve
and change its orientation due to the shock
wave loads (reducing the barrier opening
ratio dramatically) may offer an excellent
solution as a shock wave attenuator. In the
ongoing research, a numerical calculation
will be validated to the experiments and a
numerical simulation will be presented.
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1. Introduction

Interactions of blast-waves with foam
barriers have been studied mostly for
two limiting cases: in the near field
and the far field of the blast source
(Britan et al. 2013). In the far field, the
leading blast wave is weak, and while the
foam remains generally intact, the pene-
trating shock wave loses energy by scat-
tering numerous interfaces and through
viscous dissipation of the liquid flowing
through the Plateau borders and films
(Britan et al. 2012). Close to the explo-
sive charge, the processes are far more
complicated. The peak overpressures are
so high that the foam is shattered into ex-
tremely fine droplets immediately behind
the leading shock wave. Internally gen-
erated blast waves of high intensity are
expected to trigger numerous additional
mechanisms for energy dissipation, such
as high temperature effects at the fireball-
foam boundary, heat transfer, bubble shat-
tering, evaporation, rearrangement and
pulsation.

The common ways of blast wave gen-
eration in foams are as follows. Both
internal and external explosions can be
achieved in free-field experiments. When
the charge is activated inside the foam,
the scenario is referred to as an internal
explosion case. To mitigate a blast wave
to a harmless level, the barrier arrange-
ment must evidently comply with the ex-
plosion type. However, quickly prepar-
ing and holding an aqueous foam barrier
in place is not a simple task. When dis-
cussing the factors affecting the mitigation
effect, an extensive literature survey by
Gelfand & Silnikov (2004), places empha-
sis on: (1) the arrangement of the barrier
and its distance from the blast charge; (2)
the type and the energy of the explosive;
and (3) the foam density. While among
these factors the non-homogeneity of the

barrier is missed, the foam decay is actu-
ally an important reason for the high scat-
tering (about 40%) of the data obtained
in free-field tests. For a standard free-
field blast in air, this value does not ex-
ceed about 10%. Therefore it is important
to consider the transient features of the
foam in modern experimental and simula-
tion attempts, which is not simple in large-
scale open-field conditions. A scenario of
an external explosion can be defined as the
head-on impact of a blast wave initiated in
air on an aqueous foam barrier.

As an alternative to free-field tests,
shock tubes have been used to simulate
external explosion scenarios. Experiments
of this type eliminate the fireball and en-
able testing the major details of the shock
wave-foam interaction. In the labora-
tory environment, the foam sample prop-
erties, such as liquid fraction, bubble size
distribution, bulk homogeneity and foam
drainage dynamics, can be studied prior
to the blast wave initiation. This allows
one to conduct experiments of blast gen-
eration in foam barriers with well-defined
initial conditions. Most of the other con-
ditions, such as the shock intensity, the
barrier geometry and the blast profile, are
of controllable manner also. The main re-
strictions of the shock tube facility are its
limited range of shock wave intensities and
the difficulty to produce real blast shaped
profile pulses, with details such as e.g.,
negative pressure phase, pulse width, etc.
In the present study, we implement an ex-
ploding wire technique to generate small-
scale cylindrical blast waves inside a foam
barrier. Owing to a high electric current
pulse the wire undergoes an extremely fast
Joule heating, which causes a rapid ex-
pansion of a hot vaporized metal column,
accompanied by the creation of a strong
blast wave. This in-house made experi-
mental facility permits safe operation and
very high repeatability. It was also shown
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by using a similitude analysis that the re-
sults obtained from the small-scale exper-
iments can be applied to full-scale prob-
lems (Ram & Sadot 2012). Therefore the
exploding wire facility offers an inexpen-
sive, safe, easy to operate and effective
tool for studying blast-wavefoam interac-
tion related phenomena in the laboratory
controllable conditions. It provides with
generation of proper blast-shaped profile
shock waves within small-scale foam sam-
ple with well-defined properties.

2. Experimental setup

Fig. 1 presents the schematics of three ex-
perimental setups used in present study.
The first setup, shown in Fig. 1a, was
designed to test the blast pressure devel-
opment in the ambient air only. For this
purpose the pressure sensor S1, was flush
mounted on a movable stand placed in
front of the explosion at distances rang-
ing 30mm < R < 180mm. The sec-
ond setup, shown in Fig. 1b, was aimed
at studying the effect of the foam barrier
thickness, D, on the blast wave mitiga-
tion. A cylindrically shaped foam barrier

Figure 1. Schematics of the exploding wire
(EW) experimental setups for blast wave
(BW) pressure measurement (a) in air; (b)
outside the foam barrier; and (c) inside the
foam barrier.

covered the exploding wire symmetrically
with thicknesses ranging 15mm < D <
45mm. The foam barrier was made of
conventional shaving foam (Gillette, Proc-
ter&Gamble), which is easy to use, and
to shape and is highly stable. The den-
sity of the ready-made Gillette foam sam-
ples was ρf ≈ 100kg/m3 and it remained
constant for the first hour of foam aging.
The pressure sensor S1, was placed at a
fixed position of R = 120mm from the ex-
ploding wire, and measured the pressure
of the blast wave emerging from foam into
the surrounding ambient air. The third
setup, shown in Fig. 1c, was used to mea-
sure the blast pressure history inside the
foam barrier. A pencil-like pressure sen-
sor S2, was inserted into the foam barrier
at distances ranging 15mm < R < 45mm
from the wire position.

The sensors, S1 and S2, were based on
the same type, Kistler 211b3 piezoelec-
tric transducer, enclosed in different hous-
ings and were aligned at the same height,
h = 10mm, as the EW. For the explod-
ing wire configuration a 70mm-long copper
wire with a diameter of 0.9mm was used.
The electrical circuit included a 200µF ca-
pacitor, charged to a voltage of 4.2kV prior
the initiation of the explosion. The de-
tailed description of the electrical system
and calibration procedures can be found in
(Ram & Sadot 2012).

3. Results and discussion

At the first stage the pressure histories of
the blast waves generated by the wire ex-
plosion without introduction of any foam
barriers were recorded using the first setup
(Fig. 1a). The photograph illustrating the
setup components is shown in Fig. 4a. Fig-
ure 2 demonstrates the resulted blast wave

Figure 2. Blast wave pressure profiles at dif-
ferent distances from the wire explosion.

2
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Figure 3. Blast wave radial trajectory fitted
with R(t) ∝ t1/2.

pressure profiles. Although in air, the
blast wave decays quickly, decreasing its
peak over-pressure by an order of magni-
tude during its travel from R = 60mm to
R = 180mm. The distance to work with,
in experiments with foam was chosen to
be R = 120mm, where the blast wave is
still relatively intense in air and the sen-
sor is far enough from the boundary of
the foam. This profile was the target for
studying the foam mitigation performance
in present study. Figure 3 shows the tra-
jectory of the blast wave propagation un-

Figure 4. Photographs of experimental setup
before wire explosion (a) in air, (b) in foam;
and (c) after wire explosion in foam.

der the above mentioned working condi-
tions. The results obtained from the wire
experiments were fitted to the theoretical
cylindrical model of (Lin 1954), namely,
R(t) ∝ t1/2.

Figure 5. Pressure profiles of the blast
waves emerging from foam barriers with dif-
ferent thicknesses at a target positioned at
R=120mm.

In the next stage of the study, the ef-
fect of the barrier thickness on blast wave
transmitted to the surrounding air was
studied. The pressure sensor S1, posi-
tioned 120mm away from the explosion,
measured the head-on impact of the blast
wave emerging from foam barriers of dif-
ferent thicknesses, D. Figure 5 demon-
strates the pressure profiles measured by
sensor S1, both with a foam barrier and
without it. Evidently, the blast wave peak
pressure is reduced when it is screened by
foam. The blast front arrival is delayed
significantly, and is longer the larger is
the thickness of the barrier. The peak
pressure also decreases with increasing D.
Note that, with only 25mm thick foam, the
pressure is reduced by an order of mag-
nitude at the target position. For thick-
nesses D > 25mm, the experimental data
analysis shows that the registered pres-
sure disturbances are decreased to a sound
limit. Figure 6 shows the calculated blast
wave impulse,

∫

pdt, for each tested bar-
rier thickness, which is also seen to be re-
duced significantly with increasing D. Ap-
parently the impulse is mainly transferred
to accelerating the foam behind the mov-
ing blast front. The photographs of foam
before and after explosion are shown in fig-
ures 4b and 4c respectively.

In the last stage of the present study
the propagation of the blast wave inside
the foam was investigated, using the third
experimental setup that is shown in Fig.
1c. Figure 7 shows the peak pressures of

3
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Figure 6. Impulses of the blast waves emerg-
ing from foam barriers with different thick-
nesses at a target positioned at R=120mm.

the blast wave propagating inside the foam
and compares it with those obtained in the
air. As can be seen, when the exploding
wire is covered by foam, the decay of the
blast wave is more rapid and occurs in sig-
nificantly shorter distances from the explo-
sion. The peak pressure is reduced inside
the foam to an amplitude of 0.2MPa at
a distance of only 45mm, while in air the
same result is obtained at much larger dis-
tance, i.e., 180mm. One should note that
the pressure registered inside the foam is
known to be larger due to the high foam
density. Once the blast wave is transmit-
ted through the foam boundary into the
surrounding air it becomes even weaker.
Figure 8 compares between the trajecto-
ries of the blast wave travelling in the foam
and in the air. In foam the blast front ve-
locity decreases, in the tested distances,
from Vf ≈ 120m/s at R = 15mm to
Vf ≈ 90m/s at R = 45mm. These cor-
respond to Mach numbers Ms = 2 and
Ms = 1.5, respectively, since the sound
speed in Gillette foam is cf ≈ 60m/s
(Britan et al. 2009). In air, the velocities

Figure 7. Comparison between peak pressure
amplitudes of blast waves travelling in foam
and air.

range from Va ≈ 1200m/s at R = 30mm
to Va ≈ 485m/s at R = 180mm, which
correspond to Mach numbers Ms = 3.5
and Ms = 1.4, respectively. The blast
propagation in air is significantly faster,
e.g. it takes about 38µs for the wave to
arrive at a distance of R = 45mm, which
is an order of magnitude less than in the
foam, where it arrives at the same location
only at 360µs.

Figure 8. Comparison between trajectories of
blast waves travelling in foam and air.

Based on the similarity with the blast
wave in air, which also attenuates with
time, the analogy can be extended to blast-
wave attenuation in foam. Since a blast
wave in foam moves much slower, it has
more time to reduce the peak pressure
to a lower value as the barrier thickness,
D, increases. For a shock wave having a
blast profile, the dominant factor respon-
sible for the reduction of the peak pressure
is the rarefaction wave, which quickly over-
takes the blast wave front and attenuates it
while reshaping the pressure profile. This
effect becomes important in the early stage
when the blast wave only appears, and
its duration is much shorter than D/Vf

(Ball & East 1999). This mitigation effect
tends to be negligible for long, step-wise
profiled shock waves (Britan et al. 2013).

Another attenuation mechanism is ex-
pected to arise due to the impedance mis-
match, when the blast passes through the
foam/air boundary into the potentially
protected surrounding. In such conditions
the emerging blast wave intensity is re-
duced even further.

The blast-wave mitigation caused by the
foam barrier is also ascribed to the inter-
nal dissipation, which involves: the dis-
persion, and/or the heating of the water
droplets as a result of the foam shattering
(Raspet & Griffiths 1983). For an internal

4
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blast in foam, the processes that are be-
lieved to be important are: high temper-
ature effects at the fireball/foam bound-
ary; heat, mass and momentum transfer
behind the leading shock wave; foam rhe-
ology, bubble rearrangement, scattering,
and possible shattering.

4. Summary

The use of an exploding wire technique
to study blast-wavefoam interaction was
demonstrated. The experimental setup fa-
cilitated the implementation of sensitive
diagnostics that allowed quantitative pre-
liminary investigation of blast wave miti-
gation by aqueous foam. Exploding wire
table-sized experimental approach allows
one to accurately prepare and control the
initial conditions of the experiment, e.g.
blast wave profile shape, intensity, sen-
sor locations, foam properties in the labo-
ratory environment, while simulating real
small-scale explosion scenarios.

To this end, the protective functions of
wet foams were demonstrated and quanti-
fied. It was shown that due to the pres-
ence of foam barrier the blast loading im-
pact is significantly reduced both in terms
of peak pressure and impulse. The miti-
gation of blast waves as a function of the
thickness of the barrier and the geometri-
cal setup were studied. While the primary
mechanisms of blast wave mitigation were
discussed, much remains to be studied in
the processes of internal energy dissipation
in foam structures.
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Modeling of shock and explosive destruction of constructional

element: three-dimensional statement and probabilistic

approach

A. Gerasimov, S. Pashkov

Tomsk State University, Institute of Applied Mathematics and Mechanics, 634050 Tomsk, Russia

Natural heterogeneity of material structure,
which affects the distribution of physical-
mechanical properties (PMP) of the material, is
one of the factors determining the fracture behav-
ior of real materials. In most works this factor is
ignored in relations of deformed solid mechanics
that substantially distorts a real picture of shock
and explosive destructions of structural elements.
The latter is particularly evident in the solution
of axisymmetric problems, where all points on the
circumferential coordinate of the calculated ele-
ment are initially equal due to standard equa-
tions of continuum mechanics used for numeri-
cal simulation. In practice, however, there is a
wide variety of tasks, where fragmentation is pre-
dominantly a probability process, for example, ex-
plosive destruction of axisymmetric shells, where
fragmentation pattern is not known beforehand,
penetration and destruction of thick barriers by
a projectile along surface normal, etc. The deter-
mining influence of material structure heterogene-
ity is also evident in the problems of penetration
of thin barriers in the process of so-called ”petal-
ing” obstacles.

In order that the simulated fragmentation may
reflect the real pattern of destructible bodies be-
havior, which was observed in the experiments, it
is necessary to account for the natural heterogene-
ity in the equations of deformed solid mechanics,
that is possible using probability laws of PMP dis-
tribution in the volume of the structural element.
To do this it is necessary to include random distri-
bution of the initial deviations of strength prop-
erties from the nominal value into PMP of the
body (modeling of the initial defect structures of
the material). In this case the destruction pro-
cess assumes probabilistic nature that completely
corresponds with the experimental data.

In this paper we considered several problems of
armored ballistics illustrating the above consider-
ations: explosive fragmentation of closed shells,
punching and fragmentation of thick barriers by
solid projectile on normal and punching of thin
barriers on normal to form a so-called ”petals”.

To describe the processes of deformation and
fragmentation of solids we used a model of porous
compressible ideal elastoplastic body. Basic re-
lations, describing the motion of a solid com-
pressible ideal elastoplastic medium, are based
on the laws of mass, impulse and energy conser-
vations (see Stanyukovich (1975), Wilkins (1999))
and closed by Prandtl - Reuss relations on condi-
tion of von Mises yield. The equation of state is
taken in the form of Tate and Mi — Gruneisen
(see Stanyukovich (1975)). It is known that plas-
tic deformations, pressure and temperature affect
the yield stress and shear modulus, therefore the

model was supplemented with the relations tested
by Steinberg et al. (1980).

The system of equations describes the mo-
tion of detonation products (DP) as non-viscous
heat-nonconducting gas; the equation of Landau-
Stanyukovich was used as that of DP state (see
Stanyukovich (1975)). The system of equations
describing gas motion was obtained similar to
the equations for compressible solid from the
general laws of mass, momentum and energy
conservations and was closed by the equation
of state specifying the calculated gas. Simula-
tions of detonation of the explosive charges, at
the Lagrangian method describing the motion of
the medium, we used the approach proposed by
Goldin et al. (1972). When compressing explo-
sives in a counting cell to a critical value of the
equation of state describing the behavior of the
solid was replaced by the equation of state of the
detonation products.

To calculate the elastic-plastic and gas-dynamic
flows we used a technique implemented on
tetrahedral cells and based on sharing Wilkins
method (see Wilkins (1967), Wilkins (1999)) to
calculate the internal points of the body
and Johnson method (see Johnson et al. (1979),
Johnson et al. (1981)) for the calculation of con-
tact interactions. Partition of three-dimensional
domain into tetrahedrons occurred sequentially by
means of automatic meshing subroutines. Natu-
ral fragmentations of thick-walled elastic shell and
barriers were calculated by introducing a prob-
ability distribution mechanism of the initial de-
fects of the material structure to describe open
and shear cracks. As a criterion of fracture under
intense shear deformations we used the achieve-
ment equivalent plastic strain or a specific quan-
tity of plastic deformations of its limiting value
(see Kreynhagen et al. (1970)). The initial het-
erogeneity was modeled by distribution of limit
equivalent plastic strain is distributed across shell
cells by means of a modified random number gen-
erator issuing random variable subjected to the se-
lected law of the distribution. Probability density
of the random variables were taken as a normal
Gaussian distribution with the arithmetic mean,
equal to a table value and variable dispersion.

The problems were solved in three-dimensional
statement under appropriate initial and bound-
ary conditions, with exception of a plane prob-
lem of shell fragmentation by explosive detona-
tion products (Figure 1), which was solved in two-
dimensional statement.

The results of the calculation of the explosive
fragmentation of thick-walled shell are shown in
Figure 1. Here for the time station 40 mcs pre-
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a

b

c

Figure 1. A plane problem of explosive shell frag-
mentation (time t = 40 mcs): a — configuration;
b — completely formed fragmentation spectrum ”to-
tal mass — size of the fragment”; c — fragmentation
spectrum in coordinates ”number of pieces — the size
of the fragment”

sented are current configuration and fragmenta-
tion spectra ”total mass — mass of the fragment”
and ”number of pieces — the mass of the frag-
ment” that have good qualitative agreement with
the experimental data.

Figure 2 illustrates the process of punching a
thin barrier by projectile of ogival shape to form
the so-called ”petals”. The barrier was 26.4 cm
in diameter and its thickness was 2.3 mm, imple-
mented rigid clamping edges. The projectile was
absolutely rigid; its diameter was 6.6 cm. In this
case criterion of maximum deformations was used

as failure criterion. For steel we used the follow-
ing material characteristics: εmax = 0.2 and yield
strength σm = 940 MPa. For copper εmax = 0.563
and yield strength σm = 200 MPa.

a b

Figure 2. Formation of ”petals” in a copper plate with
the projectile velocity of 300 m/s: a — 200 mcs; b —
400 mcs

It is seen from figures 2 and 3 that the im-
pact velocity and material plasticity influenced
the number of petals formed (Cu, projectile ve-
locity 150 m/s — 4 petals; Cu, projectile velocity
300 m/s — 5 petals ; steel, projectile velocity 300
m/s — 6 petals ). Fragmentation of a thick-walled
shell is shown in Figure 4, presenting current shell
configurations for the five time points. Shell mate-
rial — steel, explosives — TNT. Outer shell radius
— 0.03 m, inner — 0.015 m, length — 0.12 m, the
thickness of the bottom shell 0.015 m. One also
observed the effect of material structure on the
formation of fragmentation field.

a b

c

Figure 3. Formation of ”petals” in a copper plate with
the projectile velocity of 300 m/s: a — 200 mcs; b —
400 mcs

Interaction of a ball projectile with three-layer
spaced barrier diversity and a fragmentation pat-
tern of the system are shown in Figure 5. The
ball was made of steel and the plates were made
of steel, aluminum and titanium. Ball radius —
1 cm and its velocity — 2000 m/s. Barrier radius

2
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b

c

Figure 4. Undermining of ogival shell: a — 30 mcs, b
— 50 mcs, c — 100 mcs

was 4 cm; thickness of the plates and the distance
between them was 1 cm. The impact occurred
along the normal to the barrier and only introduc-
tion of probabilistic mechanism allowed to have a
picture of crushing close to reality.

Figures 6 and 7 demonstrate punching and
crushing of four-layer spaced barrier by cylinder
and ogival projectiles. The projectile was made of
steel, velocity 2000 m/s, barrier consisted of four
plates: steel, aluminum, titanium and steel. The
radii of the plates was 4 cm, thickness — 0.5 cm
and the distance between them — 0.5 cm. Cylin-
der projectile was 4 cm long, radius — 1 cm. Ogi-
val projectile had similar dimensions, the length
of the cylindrical part was 2 cm.

One also observed the formation of fragmenta-
tion fields, consisting of fragments of various sizes,

a

b

c

Figure 5. Punching of the spaced barrier by a ball: a
— 20 mcs, b — 40 mcs, c — 110 mcs

a b

c d

Figure 6. Punching of the spaced barrier by a cylinder
projectile: a — 0 mcs, b — 10 mcs, c — 20 mcs, d —
40 mcs

although, as above, the impact occurred along the
normal to the barrier.

3
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c

d

Figure 7. Punching of the spaced barrier by ogival
projectile: a — 0 ms, b — 10 ms, c — 20 ms, d — 40
mcs

The proposed probabilistic approach and nu-
merical method allowed to perform mathemati-
cal modeling of natural fragmentation of struc-
tural elements by intense dynamic loads (impact,
explosion), which is illustrated by the results
of the work in solving three-dimensional prob-
lems of shell and barrier fragmentation. The
testing of this method by comparing with the
experimental data was carried out earlier by
Gerasimov et al. (2005) and demonstrated good
agreement between theoretical and experimental
results.
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1. Introduction

This paper presents an overview of the technics
and tools used by DGA Techniques navales to
study the blast waves induced by the detonation
of high explosives. The phenomena of blast and
shock wave propagation, reflection and refraction
are considered. A synthesis of the actions con-
ducted in this field is proposed.
Detonation of explosive charges in urban en-
vironments or pyrotechnics areas for example,
involves knowing and mastering the induced
effects by direct, reflected and diffracted blast
waves. One of the aspects to be dealt with is
the characterization of these effects on potential
targets taking into account the geographical
configuration (building and charge locations,
distances...).
The aim of the present program led by DGA
Techniques navales is to estimate the pressure
loading outside test structures and also inside
considering an opening device.

We used numerical and experimental approaches.
Numerical simulations using OURANOS were
performed and experiments were conducted at
different scales: table tests, shock tube set up
and real tests on firing ground.
These actions were carried out in collaboration
with PRISME Laboratory which performed small
scale tests on table and with IUSTI Marseille
Laboratory in charge of studying the interaction
between blast waves issued from an open conven-
tional shock tube and cavities.
To estimate the effects of explosions in an environ-
ment disrupted by buildings or others elements we
conducted a reduced scale study using the method
developed by PRISME laboratory on experiment
table. The results obtained have been correlated
with data obtained by pyrotechnics tests per-
formed on DGA Techniques navales firing ground.

In addition a particular attention has been
paid to the problem of the shock wave diffraction
in an opening on a structure in order to estimate
the characteristics of the diffracted wave.
So we used an approach based on numerical
simulation and pyrotechnic tests. 2D and 3D
simulations were performed using the OURANOS
code. Then we defined a configuration which was
tested on our firing ground.

On the other hand, IUSTI laboratory con-
ducts a study which allowed the simulation of the
interaction problems between blast waves and
cavities. To reproduce the shape of a classical
blast wave the target is placed in front of the

shock tube opened end.
Thus, this study notably concerns the induced
effects in free field by detonation in obstructed
area and also the effects induced by the diffracted
shock wave in a target with an opening at the
top.

2. Small scale tests on table

Figure 1. View of the table

The small-scale experiments are conducted at the
PRISME Laboratory. It consists of a horizontal
table upon which the structure and the gaseous
charge are placed. The gaseous mixture (stoi-
chiometric propane - oxygen mixture) is blown
through a soapy solution, and the resulting half
soap bubble represents the homogeneous hemi-
spherical gaseous charge. The bubble diameter
is 3 cm. The ignition source delivers a nominal
energy of 200 J.

100 mm

C1 C2 C4C3 C5 C10

C9C8
C6

C7

D6

D4

D3

Pressure sensors
Gaseous charges

Figure 2. Position of sensors and detonation points

The aim of the study was to highlight and to
quantify the reflection and perturbation phenom-
ena for a shock wave moving in an obstructed
area. To determine the characteristics of a
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shock wave induced by the detonation of a real
explosive charge using these small scale tests we
have to apply similitude relations. Classical ones
are Hopkinson laws.

Z =
d

3
√
m

and λ =
d

3
√
E

(1)

where d (m), m (kg) and E (J) represent the dis-
tance, the explosive mass and the energy, respec-
tively.
The high explosive detonation is simulated by the
detonation of a gas bubble. It is possible to eval-
uate the characteristics of solid explosive deto-
nation by the way of energy or mass equivalent
Sauvan et al. (2012). It is more complicated to
define a way to characterize shock wave in con-
fined or obstructed area. In our case the aim
was to characterize the interaction phenomena be-
tween a shock wave in air and an environment
with mock-up simulating buildings taking into ac-
count the reflection effects. The high explosive
detonation is simulated by the detonation of a gas
bubble. It is possible to evaluate the characteris-
tics of solid explosive detonation by the way of
energy or mass equivalent.

Using the Hopkinson similitude and the
TM5-855-1 abacus, the PRISME Laboratory
defined polynomial laws which were validated
to describe the shock wave characteristics
(∆P, I+, ta,∆Pr) in free field configuration
detailed by Sauvan et al. (2012). Then, we have,
as an example:

∆P = 1.486− 1.782 lnZ − 0.104 lnZ2

+0.115 lnZ3 − 0.017 lnZ4

where ∆P (bar) represents the overpressure and
0.84<Z(kg.m−1/3)<14.
Figure 1 and Figure 2 give a view of the geomet-
rical configuration and the position of the sensors
and detonation points. In obstructed or confined
area, the kind of wave reflections that can occur
are: Normal, with an incidence, or Mach stem. If
we consider some classical hypothesis, it is pos-
sible to have an analytical determination of the
reflected shock waves.
Among all the configurations, we were particularly
interested in those presented in Figure 2 which
were tested on firing ground. The scale ratio be-
tween the tests on table and the pyrotechnic tests
is around 1/12. They concern the simple reflec-
tion case (D4), the multiple reflection case (D6)
and the ”canon effect” case (D3). Sensors C4, C7
and C8 give informations on incident wave and
sensors C3 and C5 are on a wall so they measure
the reflected pressure.
Figure 3 presents the pressure curve obtained by
sensor C4 for D4 configuration. In this configu-
ration the shock wave created by the detonation
directly moves to the sensor and on the other hand
a reflection on the back wall occurs creating a sec-
ondary wave.

When the detonation occurs between two walls,
a second pressure peak higher than the incident
shock wave one can be observed. This is due to

Test 1 Test 2 Test 3 Average 
value

Theorical value 
(free field)

∆P (bar) 0.256 0.267 0.268 0.264 0.255
Impulsion
(bar.ms) 0.034 0.036 0.037 0.036 0.018
Time(ms) 0.557 0.55 0.548 0.552 0.55

0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.1
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Figure 3. Pressure profile : case D4 - sensor C4

the double wave reflection on the adjacent mod-
els. Figure 4 and 5 present the pressure curves ob-
tained by sensors C8 and C5 (close range and dis-
tant area). Figure 4 shows the compared records
in free field and obstructed field conditions. In
free field the impulsion is 0.031 bar.ms and in ob-
structed fields the impulsion value is 0.087 bar.ms.

Test 1 Test 2 Test 3 Average 
value

Theorical value 
(free field)

∆P (bar) 1.199 1.111 1.054 1.121 0.692
Impulsion
(bar.ms) 0.086 0.086 0.089 0.087 0.031
Time(ms) 0.298 0.303 0.298 0.3 0.227
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Figure 4. Pressure profile : case D6 - sensor C8 (close
range)

In the D3 configuration the detonation point is
between three models apt to create a ”canon ef-
fect”. In close range, on sensor C7 from Figure 6,
we observed a maximum pressure level upper than
2 bars and a second pressure peak of around 1 bar.
The maximum pressure level is close to those ob-
tained in free field but the total positive impulsion
value is doubled.

In far range, as shown in Figure 7, we can observe
three waves, the incident one, the reflected one
induced by the reflection on the back wall and
then, due to the canon effects, the reflected waves
on the side walls.

These three configurations had been tested on fir-
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Test 1 Test 2 Test 3 Average 
value

Theorical value 
(free field)

∆P (bar) 0.433 0.422 0.383 0.413 0.117
Impulsion
(bar.ms) 0.031 0.033 0.034 0.033 0.01
Time(ms) 1.097 1.107 1.098 1.101 1.126
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Figure 5. Pressure profile : case D6 - sensor C5 (far
range)

Test 1 Test 2 Test 3 Average 
value

Theorical value 
(free field)

∆P (bar) 2.061 2.202 3.222 2.495 2.766
Impulsion
(bar.ms) 0.121 0.116 0.107 0.115 0.06
Time(ms) 0.074 0.076 0.08 0.077 0.065
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Figure 6. Pressure profile case D3 - sensor C7 (close
range)

Test 1 Test 2 Test 3 Average 
value

Theorical value 
(free field)

∆P (bar) 0.501 0.51 0.454 0.488 0.148
Impulsion
(bar.ms) 0.044 0.043 0.045 0.044 0.012
Time(ms) 0.908 0.906 0.931 0.915 0.902
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Figure 7. Pressure profile case D3 - sensor C3 (far
range)

ing ground and the results are presented in section
5.

3. Numerical analysis of blast wave
cavity interaction

To have an evaluation of the effect induced by the
blast wave diffraction into a target with an open-
ing put in front of the explosive charge, 2D and 3D
Eulerian numerical simulations are working using
the OURANOS code. Figure 8 shows one of the
configurations simulated concerning the tests de-
scribed in section 5. The 3D simulation shows the
blast wave induced by the detonation of the explo-
sive. It moves on the ground and interacts with
the target and the opening at the top. This in-
teraction induced the diffraction of the blast wave
inside the target. For the 3D simulation the do-
main is composed of 7.106 elements, 5 mm in size.

Blast wave

t1=3.302 ms t2=5.652 ms

2.12

2

1.75

1.5

1.25

1

Pressure (bar)

1.
41

1.
3

1.
2

1.
13

Figure 8. 3D OURANOS simulations of blast wave
target interaction

When the blast wave interacts with the target the
Mach number is arround 1.2. The pressure histo-
ries computed at the station positions are given
in Figure 9. At the opening, the pressure peak
is 210 mbars (station S4) and near the bottom of
the target (station S9), the pressure peak is close
to 25 mbars.

3.1
3.1 3 2.9 2.8

S9

S4

S6

S7

S8

4 5 6
1.00

1.05

1.10

1.15

1.20

1.25
 

 

∆p
 (

ba
r)

t (ms)

 S4
 S5
 S6
 S7
 S8
 S9

Figure 9. Pressure recorded inside the target

4. Shock tube experiments

The experiments led on shooting range are rather
heavy to operate. So, in collaboration with IUSTI
laboratory, we have examined the interest of using
a conventional shock tube with an open exit allow-
ing the generation of a blast wave after the shock
wave was expelled from it. Then, the study con-
sists to the interaction in terms of reflection and
diffraction phenomena of such an expelled wave
with a device including an aperture. Experiments
are conducted with the T80 shock tube having
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Figure 10. Details of the experimental set-up and the
device dimensions used in the shock tube experiments

a square cross section of 80×80 mm2 whose de-
tails are in given by Biamino L. et al. (2013). To
obtain the desired results in term of shock wave
interaction, the model having a rectangular open-
ing of 35×20 mm2 is located 150 mm from the
shock tube open exit. Details of the experimental
set-up and the device dimensions are presented in
Figure 10.
To determinate the shock wave velocity, two pres-
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Figure 11. Pressure histories recorded at stations S6,
S4 and Sc, resulting from the interaction of an ex-
pelled planar shock wave (Mis=1.67) with a target
model having a rectangular opening of 35×20 mm2

and located 150 mm from the shock tube open exit

sure transducers (S6 and S4) are mounted along-
side the shock tube. A third one (Sc) is located
at the bottom of the device. The aim of this
gauge is to analyze the pressure history inside the
model during the interaction with the impinging
shock wave. Coupled with the pressure measure-
ments, a large scale Z-Schlieren visualization sys-
tem was used to observe the evolved wave pat-
tern outside and inside the device. Image acqui-
sition and slow motion analysis were obtained via
a Photron Fastcam SA1 with an acquisition fre-
quency of 20,000 frames per second for a spatial
resolution of 512×512 pixels. Figure 11 presents
an example of the pressure histories recorded dur-
ing an experiment with an incident shock wave
Mach number, Mis, recorded in the shock tube of
1.67. As we can see, the overpressure generated

behind the incident shock wave is 2.1 bars (S6 and
S4) while in the model it reaches a maximum level
of about 250 mbar (Sc). A sequence of schlieren
photographs showing the flow field generated by
the interaction of the emerging shock wave with
the device is shown in Figure 12. In these pic-
tures, the initial incident shock wave (Mis=1.25)
is moving from left to right. When the expelled
shock wave impinges the device, we observe a reg-
ular reflection on the cylindrical top. When it
reaches the rectangular aperture, a part of the
shock diffracts inside the model, turns in around
inside the hollow device, accelerates, reaches the
device bottom and reflects on it. This explains
the pressure evolution recorded by Sc transducer
shown in Figure 11.

Figure 12. Sequence of schlieren photographs (20,000
fps) showing the interaction of an expelled planar
shock wave (Mis=1.25) with target model having
a rectangular opening of 35×20 mm2 and located
150 mm from the shock tube open exit

5. Experimental Data

1 m

1

3

Plastrite charges

2

Target

Figure 13. Test configuration

The experimental study conducted on the firing
ground of DGA Techniques navales allowed to
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simulate at reduced scale detonations in an urban
environment. We used 200 g charges of plastrite
explosive.

• Composition : 87% PETN, 9.75% NYTEX
oil, 3.25% binder

• Density : 1420 kg/m3

• Detonation rate : 7500 m/s

The test set up is shown in Figure 13. Three con-
figurations were tested: simple reflection on a wall
rear the charge, explosive charge put between two
walls without (tunnel effect) and with a wall in
back of it (canon effect). Figure 14 shows pho-
tographs of the test area with the charge placed
between two walls.

Figure 14. Photographs of pyrotechnic test - config 3

Figures 15 to 17 show the pressure curves obtained
on table test (PRISME) and firing ground for the
three main configurations.
Thence, the data obtained on the experiment ta-
ble are converted at the scale of pyrotechnic tests.
In case 2, on the pressure curves (Figure 15) we
can take note of the existence of secondary peaks
induced by the reflection of the blast wave on the
back wall. This wall has no influence on the main
pressure peak but the existence of reflected wave
induced an significant increase of the impulsion.
The differences between the peak values can par-
tially be explained by the fact that in reduced val-
ues the sensor is closer for the table test (at scale
1, 1.6 m from the detonation point and 2.5 m for
the test on firing ground).

Simple reflection (incident wave)
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Figure 15. Pressure records: scale 1, charge in 2; re-
duced scale charge at D4

In case 3, a tunnel effect is simulated. Figure 16
shows the pressure profiles in far field. We do not
visualize clearly the two pressures peaks observed
in close range and detailed in the second section.
It appears that secondary waves caught the inci-
dent wave. But the pressure peaks is 45% higher
than TM5 1300 estimation in free field.
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Figure 16. Pressure records: scale 1, charge in 3; re-
duced scale charge at D6
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Figure 17. Pressure records: scale 1, charge in 1; re-
duced scale charge at D3

In case 1 the detonation is confined on three sides.
In close range (C7 PRISME in Figure 6) it has
been obtained high level peak pressures (>2 bars)
and secondary pressure peak due to the reflections
(0.7 bar). In far range we observe three pres-
sure peaks the first is due to the primary shock
wave, the second to the reflected wave on the back
wall and the third to the induced waves resulting
from various interactions with the side walls. If
we compare the two records (Figure 17) it can be
noted some differences. First the level of maxi-
mum pressure is different because in the case of
PRISME test we measured reflected pressure; on
the other hand for the firing ground test record
it does not clearly appears secondary peak pres-
sure. Maybe this is due to the fact that detonation
occurs in confined area and there are complex in-
teraction between reflected shock waves and deto-
nation products. This point has to be confirmed.

Globally, we can observe that:

• pressure profiles are qualitatively comparable

• disturbances due to the models in configu-
ration 2 and 3 are reproduced quite well on
experiment table.

The target is in steel and it is open on the top.
The opening dimensions are 260 mm×190 mm.
Two sensors (S3, S4) were placed inside on the
bottom (600 mm) for measuring induced pressure
and two sensors (S1, S2) on the target axis out-
side, to measure the external pressure.

Figure 18 presents the pressure profiles. The ex-
ternal reflected peak pressure is close to 350 mbar
and the initial pressure peak induced in the target
is close to 20 mbar. The reflection phenomena in
the steel target induced pressure levels upper than
100 mbar.
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Figure 18. Pressure mesured into and outer the target

6. Summary and lessons learned

At first, for three reference configurations we ex-
amined the influence of the presence of models
simulating buildings on the characteristics of the
blast wave created by the operation of the war-
head.
It was thus possible to highlight that in the case
of a single reflection on a back wall there is no
increase of pressure peak, however, the impulsion
may be doubled. In the case of a double reflection
on the two side walls it appears a second pressure
peak greater than the previous one. This is due
to the interaction of reflected shock waves. These
shock waves move in an environment modified by
the initial blast wave, in such physical conditions
they tend to catch up the first one. In the case
of confined detonation (canon effect), no signifi-
cant increase is observed in the maximum pres-
sure peak in the near field, however the impulsion
is doubled because it appears several secondary
waves. In far field there is a relative increase of
the peak pressure.
Furthermore, if it was found that the pressure pro-
files recorded on table test and on fire range were
qualitatively similar but it remains difficult to ob-
tain good quantitative values. Moreover, the first
experiments in output shock tube on a representa-
tive model gave satisfactory results. These exper-
imentations allowed us to better understand the
physics of the phenomenon. The correlations with
numerical simulations and the tests results are in
progress.

7. Conclusion

The performed works permit to highlight the in-
terest to use laboratories methods and tools to
study the effects of phenomena induced by the
detonation of explosive charges. It has been con-
firmed that it is possible to obtain interesting cor-
relation between test performed at different scale
on table by the method developed by PRISME
laboratory and trials conducted on firing ground
with real high explosives especially in an ob-
structed field. Furthermore, the problem of the
shock wave interaction with cavities has been ad-
dressed by the way of shock tube experiments de-
veloped by IUSTI laboratory and by numerical
simulation and tests performed on firing ground.
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Theoretical developments and computations
have been applied to the simulation of the firing
gun process. In a fully unsteady way, the interior,
the intermediate and the exterior ballistics were
modeled as well as the weapon system environ-
ment. The complex ballistics phenomena encoun-
tered were investigated by an adapted numerical
simulation approach using the 3D Euler equations
for two immiscible gases separated by an interface.
In comparison with firing experiments, computa-
tion results concerning the interior ballistics, the
intermediate ballistics, and the unsteady pressure
environment of an advanced 120 mm lightweight
tank demonstrator are presented and are very sat-
isfactory.

1. Modeling and Numerical Methods

1.1. Internal Ballistics

The internal ballistics between the breech and the
projectile is a heterogeneous two phase reacting
flow problem which involve a number of physical
modelings for the inter-phase drag and heat trans-
fer, the form function of the particles, the rate of
surface regression and the granular stress. For all
these terms we use models close to those of refer-
ence Gough et al. 1979 in the framework of a 1D,
two-phase approximation (Drew 1983), in a tube
of variable cross section A(x, t). The cross sec-
tion is a function of time because one must take
into account the tail of the moving projectile be-
tween the breech and the obturator. The gas fol-
lows a Noble-Abel equation of state. It is well
known (Gough et al. 1979, Stewart et al. 1984,
Pokharna et al. 1997) that the system of equa-
tions used is not totally hyperbolic and that the
initial value problem is therefore mathematically
ill-posed. Although the system can be regularized
by introduction of a pressure correction, as done
for instance by Sainsaulieu 1995, we have followed
the current practice in internal ballistics which is
to admit that the behavior of the source terms
leads to a well-posed initial value problem. The
left hand side of the system is then an hyperbolic
system in conservative form. Its eigenvalues can
be computed and a Roe type approximate Rie-
mann solver can be built and used in a classical
flux difference splitting approach. We used a fixed
grid approach where the x boundaries of the cells
are fixed except for the last one adjacent to the
obturator of the projectile. However the volume
of the cells may vary with the time either because
of the displacement of the tail of the projectile for
the standard cells or because of the displacement
of the airtight section for the last cell. A new cell
is added when the x size of the cell adjacent to
the projectile is larger than 1.5 times the size of

a standard cell. All the volumes are computed
exactly in order to insure a strict conservation of
mass, momentum, and energy which is an essen-
tial feature for internal ballistics. When the pro-
jectile moves in the tube, the number of active
cells increases and remeshing by merging every
two cells is performed above some given thresh-
old for the number of cells provided that the cell
size ∆x is not larger than a given value. With
the same kind of unsteady one-dimensional ap-
proach we also compute the precursor flow in the
tube between the projectile and the gun muzzle.
This gives a direct evaluation of the counter pres-
sure acting on the projectile. The friction of the
projectile in the tube is usually modeled by em-
pirical laws which take into account this counter
pressure and must therefore be modified because
the counter pressure is now directly computed and
taken into account in the evaluation of the force
acting on the projectile.

1.2. Intermediate Ballistics

The external ballistics problem involves both the
propellant gas and the atmosphere. We assume
that these two gas are inviscid, immiscible and
therefore separated by an interface. The loca-
tion of this contact discontinuity is treated by
the level set method introduced by Mulder, Osher
and Sethian (Mulder et al. 1992). This multiflu-
ids problem is solved by an algorithm introduced
by Abgrall and Karni (Abgrall et al. 2001). This
algorithm ensures a strict conservation of mass
and momentum and introduces only a small er-
ror in the total energy balance. We use this algo-
rithm in the framework of a second order MUSCL
approach with Van Albada limiter on primitive
variables and a ROE solver (Roe 1981). How-
ever a classical ROE flux difference splitting solver
usually fails on very strong expansions, for in-
stance when one state is near vacuum like in test
case 2 of reference (Liska et al. 2003). As robust-
ness is essential we used a modified version of
the Roe scheme, introduced by Kim et al. 2003,
which avoids the use of an entropy fix parame-
ter. With this scheme we were able to run all the
test cases of reference (Liska et al. 2003) without
problem and with good quality solutions.

1.3. Cartesian Grids and Boundary Condi-

tions

Since the mid-1980s, researchers have been very
successful in applying Cartesian grid techniques to
extremely complex geometries, including moving
bodies. A good review on Cartesian grid methods
was given by Aftosmis (Aftosmis 1997) and exam-
ples of application to moving boundaries can be
found in Murman et al. 2003. Our code is based
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Figure 1. Sketch of the treatment of cut cells

on the AMR (Berger et al. 1989) method using
fixed structured mesh blocks. An essential point
is the treatment of the boundary conditions on
solid walls cutting the grid. As we have to con-
sider bodies in relative motion with cylindrical
contact surfaces we cannot rely on a description
of the body surface by triangulated surface facets.
Then a cut cell approach like the method devel-
oped by Yang et al. 1997-a, Yang et al. 1997-b,
becomes very tedious for a moving body for which
the intersections of the grid with the body surface
must be recomputed at each time step. Instead
we follow an approach developed by Forrer 1996
which involves only the determination of the in-
tersection of the lines passing through the cell cen-
ters with the body together with the local normal
to the body surface. A sketch of the method is
given on Figure 1. In order to update the cut
cell whose center is M we use for the computa-
tion of the x-flux at the right cell boundary a
fictitious cell whose center is P inside the solid
body. The value of variables in this cell are deter-
mined by using a local symmetry principle with
respect to the tangent plane T at the intersection
I. The values of the variables in the symmetrical
cell whose center is at P are determined by tri-
linear interpolation between the 8 cells surround-
ing P. If the trilinear interpolation is not feasible
we use an interpolation between the surrounding
valid nodes weighted by the inverse of the distance
to P. This approach should not be confused with
a ghost cell method because the fictitious node
P can be used with other values of the variables
for evaluation of the y-flux or the z-flux in other
boundary cells. Therefore, for computer imple-
mentation, these fictitious values cannot be stored
in the standard location corresponding to the grid
node P. As shown by Forrer [8] the method is of
second order except at a few critical points where
we must use the weighted interpolation technique.
For a moving body all the computations are per-
formed in a local reference frame moving with the
body at the velocity of the intersection point I.

1.4. Solid Geometry Description

The description of the surface of all solid bodies is
based on a small number (12) of surface elements
well suited to an exact representation of cylin-
drical contact surfaces: truncated cone, etc. For
all these elements, the intersections with the grid
lines and the normals at the intersection points

are easily computed, leading at most to the so-
lution of a second degree equation. After having
computed the intersection of a grid line with all
the solid bodies, the intersection points are sorted
by increasing distance along the grid line and used
to define a small number of patches of contiguous
valid nodes the other nodes being blanked. When
the projectile moves with respect to the fixed grid,
some nodes which were used at time n become
blanked at time n+1 and they are just discarded
but some nodes which were blanked at time n be-
come valid nodes at time n+1 and the should be
reinitialized.

1.5. Time Integration and Coupling

Grid refinement is performed by halving the grid
size between grid level l and l+1. So far we have
used only an a priori defined configuration with
3 or 4 levels and only one grid per level. Above
the coarse level 1 the grids are shifted periodi-
cally in order to always encompass the moving
bodies. Figure 2 shows an example of a configu-
ration with 3 grids. The time integration for the
external computation is performed by the classi-
cal recursive algorithm sketch on Figure 3, a time
step ∆τ at the grid level l is followed by two times
steps of size ∆τ/2 at grid level l+1. One should
notice that the integration at level l is performed
for all the valid cells even if they are covered by a
refined grid at level l+1. After completion of the
time step these values are replaced by values ob-
tained by merging the corresponding cells at level
l+1. For a 3D computation, the cost of this useless
work at level l is only 1/16 of the work performed
at level l+1. The internal ballistics computation
is synchronized with the external computation at
the highest external grid level. The time step is
determined as the minimum of the allowable time
steps for the internal and external computations
according to the prescribed CFL value which is
typically 0.3 to 0.4. The coupling between the in-
ternal computation and the external one is made
easier by defining the external grid and the inter-
nal mesh so that they have a common cell interface
at the highest grid level: we have only to average
the flux values of the external computation in or-
der to define a 1D flux condition for the internal
computation.

Figure 2. Example of grid embedding with three grids:
grids 2 and 3 are shifted periodically to encompass the
projectile

The force and moment acting on the solid bod-
ies are computed by integrating the pressure avail-
able at the intersection points. The forces are
computed at the beginning of each time step on
the highest level grid. Then the displacements
of all the solid bodies are computed and the
transformation matrices between the fixed refer-

2
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ence frame and local frames linked to the bod-
ies are updated. For the computation of the
displacement of the solid rigid bodies we use a
simple predictor corrector method and a Hamil-
tons quaternion formulation introduced in refer-
ence (Dietrich et al. 2003). At the beginning of
the sabot discard phase, we prescribed as initial
conditions the radial velocity and pitching rate
of the three sabot petals given by the dynamical
elasticity code LS-DYNA.

Figure 3. Sketch of the recursive time integration
scheme for a four level mesh

2. Experimental Firing Set-Up and

Test Conditions

The tests were conducted in the French MOD
ETBS Test Center of Bourges. Firing ex-
periments were performed with an advanced
120 mm lightweight tank demonstrator with a
smooth-bore tube, a muzzle brake, and launching
APFSDS projectiles (see Figure 4). For validation
purposes, detailed experiments were conducted in
2009. The interior ballistics was investigated by
means of pressure chamber and muzzle velocity
measurements. We investigated the intermediate
ballistics, muzzle brake flow, sabot discard, and
muzzle blast interaction with the tank demonstra-
tor using high-speed cameras, and pressure mea-
surements. These were taken on the ground, at a
certain height, and on the demonstrator.

3. Grids

And important problem is that the computational
domain is very large. Different grids were built,
for example in the case of the computation of the
muzzle brake flow and of the intermediate ballis-
tics flow, the external dimensions of the 3D com-
putational fluid domain are 11m×6m×4m. In this
case, the Cartesian grid is constituted of 18x106

nodes, local grid refinement is performed by halv-
ing the grid size between grid level l and l+1. As
presented in Figure 5, we have used 6 grid levels
with a minimum spatial step size ∆x=∆y=∆z of
about 2mm. In spite of the high number of nodes
the real geometry was necessarily simplified (in

Figure 4. 120 mm lightweight tank demonstrator

particular the description of the tank vehicle) in
order to achieve the computation.

Figure 5. Lightweight tank demonstrator, example of
grid with 6 levels

4. Muzzle Brake Flow Validation

Figure 6 is an example of computation of the firing
of an APFSDS through the muzzle brake of the
120mm lightweight tank demonstrator.

Figure 6. Firing of a 120 mm APFSDS through a
muzzle brake, pressure field and u component of the
velocity

3
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The projectile is still very close to the muz-
zle brake and surrounded by the propellant gas
which expands at a much higher speed than the
projectile. Expansion around the sabot generates
low pressures in front of the sabot and projec-
tile, and for a short distance, the projectile is
still accelerated by the gas. A significant loss
of symmetry between the vertical plane y=0 and
the horizontal plane z=0 is observed due to the
flow of the propellant gas through the lateral
blowholes which after deflection by the muzzle
brake blades generates a negative x component
of the velocity at the exit from the brake. Fig-
ure 7 compares the computed pressure with the
data from a pressure sensor located at about
1.6 m from the tube axis in the muzzle exit
plane. The level and shape of the pressure sig-
nal are very well reproduced. Complementary
validation results are presented in details in Ref-
erences (Cayzac et al. 2005, Cayzac et al. 2008
Cayzac et al. 2010 Cayzac et al. 2011).

Figure 7. Pressure in the muzzle exit plane at 1.6 m
from the tube axis

5. 3D Sabot Discard Validation

Optimization of the sabot shape in order to avoid
solid contact with the projectile during the sep-
aration and to minimize the aerodynamics per-
turbations is a rather difficult task in view of the
numerous constraints and the complexity of the
phenomena involved. The computation was per-
formed with 6 embedding grids using 12106 nodes.
The external dimensions of the 3D computational
fluid domain are 23m×3m×3m. The computed
intermediate wave systems (shock and expansion
in grey), pressure applied on the muzzle brake, on
the sabot components and on the projectile (in
color), and the experimental and numerical un-
steady 3D discard are presented in Figure 8.

Figure 9 shows the comparison between the
computation and the experiments for the sabot
pitch angle and the distance between the sabot
and the penetrator. Up to a pitch angle of
50 degrees the agreement is fairly good and
the discrepancy for larger angles is due to the
modeling approximations which overestimate
the pressure in front of the sabot petals and
the pitching moment. Validation results are
presented in References (Cayzac et al. 2001,
Cayzac et al. 2005, Cayzac et al. 2008,

Cayzac et al. 2010, Cayzac et al. 2011).

Figure 8. Experimental and numerical 3D unsteady
sabot discard

Figure 9. Time evolution of the sabot angle and of
the x separation between penetrator and sabot

6. Prediction of the Unsteady Pres-

sure Field Around the Tank

Demonstrator

Locations of the experimental pressure sensors on
the tank vehicle are presented on Figure 10.

Example of the computed unsteady pressure en-
vironment computation is presented on Figure 11,
the intermediate wave systems and the pressure
applied on the tank demonstrator are represented,
as are the blast wave reflection on the ground and
on the tank demonstrator.

As example, Figure 12 compares the computed
pressure with measurements from pressure sensors
located on the front part of the tank vehicle at
points N 9, 10, 12 and 17.

Note that the pressure time evolutions are syn-
chronized to the time of the first maximum over-
pressure. The measured values were generally
slightly higher than the numerical simulation. A
satisfactory qualitative and quantitative agree-
ment was obtained. The average relative error on
the prediction of the reflected overpressure is less
than 5.5 % and the relative errors are always less
than 8 % percent. Even at the back of the tank
demonstrator, for the pressure sensor location 17
the agreement is acceptable.
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Figure 10. Pressure measurement locations on the
tank demonstrator

Figure 11. Pressure contours on the tank demonstra-
tor at different time levels

Figure 12. Pressure versus time for measurement
points N 9, 10, 12 and 17

Despite the low number of test repetitions, the
differences observed between the firing results of
the test campaign, the global simplification of
the modeling and the fact that the grid opti-
mization is not fully reach, we can consider that
the agreement is globally very good. More com-
plete validation results are presented in Reference
Cayzac et al. 2011.
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Incident and reflected blast wave parameters at the
diminished ambient pressure according to ICAO regulations
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Abstract: Relation between blast wave parame-
ters resulted from a condensed HE charge deto-
nation and a surrounding gas (air) pressure has
been studied. Blast wave pressure and impulse
differences at compression and rarefaction phases,
which traditionally determine damage explosive
effect, has been analyzed. An initial pressure ef-
fect on a post-explosion quasi-static component of
the blast load has been investigated. The analysis
is based on empirical relations between blast pa-
rameters and non-dimensional similarity criteria.

1. Goals of study

Currently reported acts of terrorism on board of
aircrafts draw great attention to a problem of sup-
pression of damage effects caused by blast shock
waves and following co-current flows (explosive ef-
fect).

A physical nature of a condensed HE charge ex-
plosion inside a passenger air plane or other air-
craft cabin is an impulse energy release inside a
closed pressurized space heavily encumbered by
objects including survival systems and construc-
tive elements and bounded by a thin-wall shell.
Interaction of blast wave and co-current flows with
those systems and elements (Levin et al. (2013))
becomes more complicated due to the waves mul-
tiple amplification caused by reflections or refrac-
tion on multi-layer surfaces and the waves prop-
agation through pre-perturbed non-uniform flows
(Georgievskii et al. (2011), Levin et al. (2007)).

Normally, a passenger aircraft fuselage con-
struction is not designed to resist inner im-
pulse mechanical loads. The experience of ter-
rorist explosions and results of full-scale testing
(Gatto et al. (1995)) have revealed that an explo-
sion of a charge about 100 g in TNT equivalent
(100 g TNT) results in the aircraft cabin depres-
surizing, control units failure, hull cracks growth
and its fast destruction, loss of the aircraft flight
capability, death of passengers and crew, some-
times people on the ground. For example, the
notorious explosion over Lockerbie (Scotland) on
board the Boeing 747 aircraft was caused by det-
onation of a 440 g HE charge.

The International Civil Aviation Organiza-
tion (ICAO) and the Russian Federation govern-
ment (RF Government (2003)) require to equip
all newly designed aircrafts of seating capacity for
more than 60 people with special means of bomb
protection (blast inhibitors) that are capable to
mitigate a potential damage explosive effects of a
suspicious object found on board.

G.V. Novohzilov, academician of RAS, initiated
a project involving some institutions (“Ilyushin”

aviation company, “Special Materials, Corp.”, 294
Center of the Emergency Ministry and CIS In-
ternational Aviation Committee). The project
included a cycle of theoretical and experimental
studies completed by designing, development and
production of special bomb inhibitors Fountain
family for aircrafts. A mitigating effect of the
destructible blast inhibitors “Fountain” is based
on pressure amplitude and impulse reduction
and blast wave head front transformation from
a gas-dynamic discontinuity into Riemann-type
compression wave resulted from its interaction
with a multi-phase system (Silnikov et al. (2002)-
Silnikov et al. (2006)). Theoretical analysis, nu-
merical simulation data, data obtained in labora-
tory, field tests and full-scale testing have revealed
that application of developed “Fountain” blast in-
hibitors “Fountain 3MK-2000” allows to preserve
an aircraft flight capability after onboard explo-
sion of a HE charge up to 2 kg in TNT equiv-
alent; “Fountain 4M-500” and “Fountain 4MK-
500” do this job in case of up to 500 g TNT
charge explosion on board of a narrow-body air-
craft (Silnikov et al. (2014)).

The conclusive stage of the aforementioned in-
vestigation project was multiple full-scale test-
ing of the developed blast inhibitors on board of
wide- and narrow-body passenger aircrafts (“IL-
96”, “IL-114”. Based on those test results the
blast inhibitors were formally accepted as a part
of those aircrafts onboard equipment. The test-
ing was performed on an airfield at normal atmo-
spheric pressure inside the aircrafts cabins.

ICAO recommends an aircraft to descend to
about 3000 m altitude and to equalize onboard
and overboard pressure if a potentially dangerous
object is found on its board (ICAO (1999)). Pres-
sure difference acting on the aircraft hull is absent
then, and it is not necessary to increase the cabin
pressure above the atmospheric level (approxi-
mately 1,4-1,5 atmospheres (Gatto et al. (1995),
Morrocco (1997)) for its physical simulation dur-
ing the airfield testing.

However, values of blast waves propagating
along the cabin and affecting the structural ele-
ments at lower pressure (p0 ≈ 0, 64 atmospheres)
differ from similar values of in normal atmospheric
conditions. For full-scale testing data verification
pressures and impulses of blast waves generated
at recommended by ICAO conditions, and quasi-
static gas pressure in the closed space should not
exceed the similar values of those parameters re-
sulted from the same power charge explosion at
normal initial conditions.

Pressure reduction in the surroundings could
result in decrease of generating blast wave am-

21st Intl. Shock Interact. Symp. 141 3 - 8 Aug. 2014, Riga, Latvia



plitude ∆p1 (thus, in some cases, ∆p1 value is
in proportion to p

1/3

0
(Gelfand et al. (2006)), that

is proven by the theory of similarity). How-
ever, solution of the pressure discontinuity dis-
integration problem has revealed that increase
in relation ratio between the detonation pres-
sure and the surrounding pressure leads to the
blast wave strength growth, i.e. pressure ratio
J1 = p/p0 = (p0 + ∆p1)/p0 at its head front
(Smirnov et al. (2009)).

2. Empirical relations for blast wave
parameters

Overpressures and blast wave impulses at
voluntary surrounding pressure have been
evaluated using dimensionless Sachs variables
(Gelfand et al. (2006), Gelfand et al. (2007)).
In practically important dimensionless distance
range 0, 27 ≤ R̄ ≤ 10 where R̄ = R · (p0/E)1/3,
R is dimensional distance to the blast epicen-
ter, E is blast energy, blast wave amplitude
∆p1 at the compression phase is defined from
(Dorofeev et al. (1996))

p̄ =
0, 46
R̄4/3

+
0, 099
R̄2

+
0, 065
R̄3

, (1)

where p̄ = ∆p1/p0 is dimensionless overpressure.
Rarefaction wave amplitude ∆p− = |p− − p0| fol-
lowing the N -blast wave compression phase is
evaluated at the distance 0, 45 ≤ R̄ ≤ 10 from
the blast center:

p̄− = ∆p−/p0 = 0, 113/R̄1,1. (2)

Here p− is minimal pressure at the plast wave neg-
ative phase, ∆p− is negative phase dimensionless
amplitude.

Dimensionless compression phase impulse Ī =
c0I/(Ep2

0
)1/3 or rarefaction phase impulse Ī− =

c0I−/(Ep2

0
)1/3 of the blast wave are calculated as

it follows:

Ī = 0, 055/R̄0,97, Ī− = 0, 052/R̄0,85, (3)

at 0, 27 ≤ R̄ ≤ 10 and 0, 45 ≤ R̄ ≤ 10, respec-
tively. Here, as it is admitted in physics of explo-
sion, I and I− are dimensional pressure impulses
(pressure integrals on the time spans of the posi-
tive and negative blast wave phases, correspond-
ingly), c0 is sound speed in undisturbed ambient
media.

Since a damage blast shock wave effect is deter-
mined by dimensional amplitude (∆p1) and im-
pulse (I) of its compression phase, then the fol-
lowing relations (1-3) are written in dimensional
form

∆p1 =
0, 46E4/9p

5/9

0

R4/3
+

0, 099E2/3p
1/3

0

R2
+

0, 065E

R3
,

I =
0, 055E0,657p0,343

0

c0R0,97
, (4)

∆p− =
0, 113E0,367p0,633

0

R1,1
,

I− =
0, 052E0,617p0,383

0

c0R0,85
,

reveal attenuation of a blast shock wave explosive
effect both at compression and rarefaction phases.

Effect of p0 value on the quasi-static pressure
growth amplitude ∆pqs = (pqs − p0)/p0 resulted
from a HE charge explosion of energy E = GE1 in
volume V can be estimated from (Larsen (1992),
Anderson et al. (1983)):

∆pqs = 1, 047
(

E

p0V

)0,64

, (5)

or

∆pqs = (pqs − p0)/p0 = 1, 047E0,64p0,36
0

V −0,64.

Here pqs is dimensional quasi-static overpres-
sure remaining in closed space after all dy-
namic shock-wave processes, ∆pqs is dimension-
less quasi-static overpressure, G is TNT charge
equivalent, kg; E1 is blast specific energy, J/kg;
pressures are given in Pa, volume – in m3. Rela-
tion (5) shows that pressure fall in a certain vol-
ume confinement (for example, V = 706 m3 is
over-deck space in “IL-96” aircraft cabin) leads to
unambiguous reduction of quasi-static component
∆pqs.

1 2 3 4 5 6 7 8 9 R
*
, m/kg
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Figure 1. Factors of blast damage effects variation at
reduced surroundings pressure

3. Comparison of explosive effect
main characteristics

Comparison between main characteristics of ex-
plosion effects at reduced and normal pressure of
unperturbed surroundings is performed using di-
mensionless factors (Gelfand et al. (2010)):

Kp1 = ∆pa
1
/∆p1,

Kp− = ∆pa
−/∆p−, , (6)

KI = Ia/I, KI− = Ia
−/I−,

2
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Figure 2. Diagram of shock wave damage effect in
“overpressure — impulse” coordinates at detonation
of 0,1 kg charge in TNT equivalent (curves 1a, 1b);
0,25 kg (curve 2a, 2b); 0,5 kg (3a, 3b); 1 kg (4a, 4b);
2 kg (5a, 5b); 5 kg (6a, 6b); 10 kg (7a, 7b). Curves
1a-7a correspond to explosion at normal atmospheric
pressure, curves 1b-7b – pressure reduced to 0,64 atm

Kqs = ∆pa
qs/∆pqs,

where the upper index (a) corresponds to blast
parameters at reduced pressure, lack of that in-
dex corresponds to those parameters at normal
pressure of non-perturbed surroundings. Curves
1–5 in Fig. 1 show K factors variation depend-
ing on the reduced distance to the blast epicenter
in Sadovsky–Hopkinson variables R� = R/G1/3,
kg/m1/3, at the same order as in (6). So, curve
1 corresponds to blast wave amplutude varia-
tion due to ambient pressure diminishing, curve
2 corresponds to negative phase pressure varia-
tion, curve 3 — to positive phase impulse varia-
tion, curve 4 — to negative phase impulses, curve
5 — to quasi-static pressure components.

A noticeable reduction of amplitudes/impulses
of positive and negative phases of a travelling
shock wave as well as residual overpressure in
lower pressure surroundings (p0 = 0, 64 atmo-
spheres) in comparison with the normal pressure
surroundings has been recorded. Blast wave am-
plitude reduction (curve 1) is in between 4 and
21% within the distance range of practical value.
Decreasing of other damage blast effect parame-
ters does not depend on the distance to the charge
and on energy of compared explosions and in-
ner volume of the fuselage; it is approximately
25,2% for the rarefaction phase amplitude, 1,1%
and 4,5% for the pressure impulses of compres-
sion/rarefaction phases, and for residual pressure
loads it is 25,5%.

Relations (4) and (5) allow us to calculate di-
mensional blast wave positive phase pressures and
impulses for practically important range of dis-
tanses both at normal and diminished ambient
pressure. Shown at “blast wave impulse -- over-
pressure” plot, they forms so-called damage dia-
gram.

Damage diagrams of the initial shock wave con-
structed in “blast wave impulse -- overpressure”
coordinates (Fig. 2) allow to compare the ex-

plosion damage capability at normal atmospheric
(curves 1a−7a) and at lower (curves 1b−7b) pres-
sure. In compliance with those diagrams, both im-
pulse and pressure resulted from a certain power
explosion decrease at some given distance from
the blast epicenter when the surroundings pres-
sure is reduced (in particular, on board an air-
craft). Thus, a blast at lower pressure conditions
produces lower explosion effect.

That conclusion on reduction of the main pa-
rameters characterizing an explosive effect in sur-
roundings with lower initial pressure is true also
for normally or obliquely reflected shock waves.
In particular, overpressure ∆pr of a shock wave
normally reflected from a rigid surface (for ex-
ample, aircraft fuselage or door) is defined using
the Izmaylov–Crussard relation (see, for example,
(Khramov (2007)))

∆pr

∆p1

= 2 +
∆p1

ε∆p1 + (1 + ε)p0

,

where ε = (γ − 1)/(γ + 1) is maximum densities
ratio on a shock wave in an ideal gas, γ is the ratio
of gas specific heats (γ = 1, 4 here).

Calculation of Kpr = ∆pa
r/∆pr factor (see

curve 6 in Fig. 1; here ∆pa
r and ∆pr are reflected

wave amplitude at diminished and normal ambi-
ent pressures) shows that reduction of the sur-
roundings pressure down to p0 = 0, 64 atmosphere
leads to up to 20% decrease of the reflected wave
amplitude depending on a distance from the blast
epicenter and, therefore, attenuates the explosive
effect. Since the relation between the pressure im-
pulses of reflected and incident waves are approx-
imately equal to the relation between their ampli-
tudes (Korotkov et al. (1956)), it can be assumed
that the similar conclusion is true for normally
reflected wave compression phase impulse Ia

r .

Analysis of regular and different types of the
Mach blast wave reflection from various construc-
tive elements resulted in formation of extreme
triple configurations (Bazhenova et al. (1977)-
Uskov et al. (2008)) has proved the correctness of
the drawn conclusions about reduction of the main
factors of a blast mechanical effect at surroundings
pressure decreasing in case of incident reflection.
Similar conclusions were drawn based on other
empirical relations characterizing an explosion at
voluntary atmospheric pressure (in particular, on
G.I. Pokrovsky formulae).

4. Conclusions

The present paper is devoted to calculations, com-
parison and analysis of parameters (overpressure
and impulse) of blast waves resulted from similar
power explosions on board an aircraft at normal
and reduced onboard pressure and their effect on
the aircraft constructive elements. It has been
shown that the shock-wave effect at reduced sur-
roundings pressure is less than in case of the sim-
ilar explosion occurs at normal atmospheric pres-
sure inside the aircraft cabin and outboard.

The pressure p0 decrease on board of an aircraft
resulted from emergency measures in case an ex-
plosive device (or potentially dangerous object) is

3
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found onboard reduces shock-wave effects. Loads
on an aircraft fuselage, doors and load-bearing el-
ements are less than in case when a similar explo-
sion occurs at normal pressures (1 atm) onboard
and outboard the aircraft. It means that it is not
necessary to increase the onboard pressure during
the land testing. “Pressurization” up to increased
levels will lead to overload of the fuselage walls,
load-bearing elements and distort a real picture of
an onboard explosion. Conclusions on the aircraft
flight capability drawn based on full-scale testing
at atmospheric pressure on board and outboard
the aircraft can be spread to an emergency sce-
nario considered by ICAO regulations.
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Numerical simulations of shock wave propagation and

fluid-structure coupling in water-filled convergent thin shells
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Abstract: Shock focusing in a fluid-filled con-
vergent shell is investigated in this work with par-
ticular interest in the fluid-solid coupling during
and after the shock impact. A projectile launched
from a gas gun impacts on the shell assembly, and
a shock wave is formed in the water-filled region.
The main objective of this research is to define a
dimensionless parameter that can be used to pre-
dict the extent of fluid-structure coupling and the
nature of waves set up in the shell. The research
is based on a combination of our previous labo-
ratory experiments and current numerical simula-
tions. Simulation accuracy is dependent on reli-
able material models as well as suitable modeling
of the boundary conditions. Material properties
under dynamic loading conditions are hard to ob-
tain through experiments. Thus, the first part
of the research probes the effect of uncertainty in
the model parameters. The second part investi-
gates the influence of the simulation results due
to variations of the boundary conditions. Results
indicate that the simulation results depend more
on certain parameters (e.g. the out-of-plane shear
modulus) than others.

Introduction

We investigate the propagation of shock waves
within convergent water-filled shells. Converging
geometries can lead to shock wave focusing, in
which a shock wave can be reflected off complex
surfaces to create local regions of extremely high
pressure. For example, this focusing effect can be
an important design concern in the design of un-
derwater structures subjected to shock loading.

Shock wave propagation in the fluid can also
generate vibrations in the surrounding structure,
leading to fluid-structure coupling effects. These
effects can be classified as weak or strong. When
structure thicknesses are large, the structural de-
formation can be assumed to be small, and hence
linear elastic material models can be used to
model the structure. We refer to this as weak
coupling. Strong coupling takes place when the
structure deformations are large and hence linear
elastic models are no longer valid. Strong cou-
pling is typically seen in the thin shells used in
this work.

The ultimate goal of the ongoing research is to
form a dimensionless parameter to predict the on-
set of specific coupling effects based on quantities
such as material properties, shock wave speed in
the fluid, shell thickness and shell geometry. To
reduce the quantity of experimental data required,
numerical simulations are used. The numerical
simulation inherently contains approximations of
the actual experimental conditions, and here we
discuss the validity of the approximations con-
tained within the numerical simulation to build

confidence in the results obtained.

It is also expected that the results of the current
investigations can be applied to similar cases in
which the material and/or simulation parameters
are uncertain, and a method to gauge the effect of
material and simulation parameters is required.

Numerical Simulations

Figure 1 illustrates the basic setup used for the
simulation. The setup is closely modeled after
the actual experimental apparatus Wang (2013).
The main components of the setup include the
projectile, piston, convergent shell and the fluid-
filled cavity contained inside the shell and be-
tween the side walls. The initial simulation
model has been created by using the commer-
cial software package ABAQUS/Explicit follow-
ing the approach outlined in Wang (2013). The
explicit solver does not require iterations or tol-
erances (Hibbitt et al. (2013)). Each component
is individually modeled and then assembled to-
gether. The solid components are meshed using
Lagrangian meshes. However, due to the shock
waves being simulated, it is not possible to model
the water using a Lagrangian mesh. An Eule-
rian mesh must be used instead, together with the
ABAQUS solver’s coupled Eulerian-Lagrangian
mode.

Figure 1. Simulation model: (1) side wall, (2)
shell, (3) water-filled region, (4) piston, (5) projectile
launched from a gas gun.

Figure 2 is reproduced from Wang (2013), and
displays the component mesh for the solid com-
ponents. The water-filled region is meshed using
an Eulerian grid. A summary of the details of the
meshes is provided in Table 1.

The initial projectile impact speed is set to
45 m/s. The top and bottom surfaces of the
walls as well as the top and bottom surfaces at
the base of the shell are held fixed as bound-

21st Intl. Shock Interact. Symp. 145 3 - 8 Aug. 2014, Riga, Latvia



Strain gauge 1

Strain gauge 2

Figure 2. Solid component mesh showing the position
of the two strain gauges.

Table 1. Mesh properties

Solid
parts

Shell Water

Mesh Type Lagrangian Lagrangian Eulerian
Element C3D8R C3D8R E3D8R
Size 2.5 mm 0.6 mm 0.6 mm

ary conditions. This closely emulates the exper-
imental setup, wherein the walls and the base
of the shell are clamped. The geometry of the
convergent shell is that of a logarithmic spiral
Milton & Archer (1969). In our simulation, the
length of the shell is 115 mm and the base of the
shell (interface between piston and water-filled re-
gion) is 38 mm wide. Two strain gauges are added
at positions 1 and 2 shown in Figure 2. These
measure the strain response of the shell to the
shock wave. The strain gauges are aligned along
the longitudinal direction of the curved shell. The
projectile is 75 mm in length and 50 mm in diam-
eter. In the simulation, the initial impact velocity
of the projectile is set to 45 m/s. The piston caps
the end of the convergent shell, keeps the water in
place and provides a buffer between the projectile
and the water. The projectile is made from delrin
and the piston is made from polycarbonate.

The material properties used for the simulations
are given in Table 2. The delrin and polycarbon-
ate components are modeled as linear elastic. The
steel shell used to test the effect of the flexible
walls is modeled with a Johnson Cook plasticity
model using a von Mises yield criterion. The car-

Table 2. Material properties

Delrin Polycarbonate Steel

Density
[kg/m3]

1420 1190 7700

Young’s
Modulus
[GPa]

2.9 2.32 210

Poisson’s
Ratio [–]

0.3 0.3912 0.28

bon fiber used in the experiment is a five-harness-
satin composite, and the exact material properties
are not available from the manufacturer. Thus, as
a first approximation, all properties are obtained

from existing literature (Abot et al. (1995)). The
properties used are given in Table 3. The carbon
fiber is modeled as a 16-layer composite, with each
layer using the average material property values of
the epoxy and carbon fiber. The water is modeled
using the Mie-Gruneisen equation of state, simpli-
fied by a linear Hugoniot form.

Table 3. Material properties of the carbon fiber. E is
the elastic modulus and G is the shear modulus.

Density [kg/m3] 1660
E11[GPa] 77
E22 [GPa] 75
E33 [GPa] 11
G12 [GPa] 6.5
G13 = G23 [GPa] 6.9
ν12 0.07
ν13 = ν23 0.336

Simulation Methodology

The main uncertainties involved in the model-
ing of this experiment are: (a) the uncertainty in
the out-of-plane material properties for the car-
bon fiber, and (b) the uncertainty in the bound-
ary conditions of the simulation model.

In case (a), there is significant uncertainty in
the out-of-plane material property values for the
composite. While in-plane values can be deter-
mined by tensile testing of the specimens, no con-
venient method is available for the out-of-plane
shear modulus (G13, G23) and the out-of-plane
Poisson’s ratio(ν13, ν23).

To determine the relative importance of the ac-
curacy of these parameters on the simulation re-
sults, the following method has been used. To
begin, the simulation is run with the initial as-
sumed values of each of these parameters, and the
results in the form of the strain response of the
shell is recorded. Next, the simulation is run af-
ter changing one of the values under investigation
by ±50%. The results obtained from each of the
two runs are compared to the original result, and
an RMS deviation is computed. The RMS devi-
ation is used to compute the change at the peak
strain, which is the value of interest to us. Fur-
thermore, this change will be used as a measure of
the sensitivity of the simulation result to the value
of this parameter. Note that the same procedure
has been applied to both the shear modulus and
the Poisson’s ratio.

In case (b), the only significant approximation
to the actual experimental boundary conditions is
the flexibility of the side walls. In practice, the
side walls are flexible and respond to the prop-
agating shock waves by deforming. However, the
thickness of the side walls is higher than the thick-
ness of the shell, and hence it is expected that the
side wall deformation is small. To test this hy-
pothesis, the simulation is carried out with both
rigid walls and non-rigid walls. A glued bound-
ary condition is used to simulate the interaction
between the side wall and the shell. The strain re-
sponse of each is compared to check the sensitivity

2
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of the simulation to this parameter.

Results

This section discusses the results of the simula-
tions. For each case, the output data is exported
to MATLAB for post-processing. An RMS devi-
ation is then computed for each case. The ini-
tial value of the out-of-plane shear modulus (G13,
G23) is taken to be 6.9 GPa. The simulation is
then re-run by changing the values of G13 and
G23 by ±50%. The results obtained are shown in
Figure 3 below for strain gauge at location 1, and
Figure 4 for strain gauge at location 2. Table 4
and Table 5 show the calculated RMS deviation,
and peak change for both strain gauges respec-
tively.
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Figure 3. Response of strain gauge at location 1
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Figure 4. Response of strain gauge at location 2

Table 4. RMS deviation and peak change for strain
gauge at location 1

RMS Deviation Peak change

Reduced G-value 4.8× 10−4 19.2%
Increased G-value 2.8× 10−4 11.2%

Table 5. RMS deviation and peak change for strain
gauge at location 2

RMS deviation Peak change

Reduced G-value 6.5× 10−4 16.3%
Increased G-value 3.1× 10−4 7.5%

The initial value of the out-of-plane Poisson’s
ratio (ν13, ν23) is taken to be 0.336. The sim-
ulation is then re-run by changing the value of
ν13 and ν23 by ±50%. The results obtained are
shown in Figures 5 and 6 for both strain gauges.

Table 6 and Table 7 show the calculated RMS

0 20 40 60 80 100
−1

−0.5

0

0.5

1

1.5

2

2.5
x 10

−3

Time (ms)

S
tr

ai
n

 

 

Reduced v−value
Original v−value
Increased v−value

Figure 5. Response of strain gauge at location 1.

0 20 40 60 80 100
−4

−3

−2

−1

0

1

2
x 10

−3

Time (ms)

S
tr

ai
n

 

 

Reduced v−value
Original v−value
Increased v−value

Figure 6. Response of strain gauge at location 2.

Table 6. RMS deviation and peak change for strain
gauge at location 1.

RMS deviation Peak change

Reduced ν-value 2.8× 10−5 1.2%
Increased ν-value 2.6× 10−5 1.1%
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Table 7. RMS deviation and peak change for strain
gauge at location 2.

RMS deviation Peak change

Reduced ν-value 3.7× 10−5 0.9%
Increased ν-value 2.9× 10−5 0.7%

deviation and peak change for both strain gauges.

The effect of rigid side walls in the original sim-
ulation are compared to the results with the de-
formable side walls in Figure 7 and Figure 8. Note
that the results displayed below are for the steel
shell only.
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Figure 7. Response of strain gauge at location 1.
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Figure 8. Response of strain gauge at location 2.

Table 8. RMS deviation and peak change

RMS deviation Peak change

Strain gauge 1 5.9 x 10−5 2.6%
Strain gauge 2 6.7 x 10−5 8.4%

Conclusions

Based on the results obtained, a number of con-
clusions can be made.

(1) The peak change when the value of G13

and G23 is increased by 50% is found to be 11.2%
and 7.5% for each of the two gauges. This means
that the simulation is sensitive to an uncertainty
in the value of the out-of-plane shear modulus.
However, reducing the shear modulus by 50% re-
sults in a much larger peak change of 19.2% and
16.3%. Further, there is significant change in the
strain response in both strain gauges. In Figure 3,
the peak strain corresponding to the arrival of the
shock wave at time t = 90 ms is decomposed into
two smaller peaks. In Figure 4, the strain re-
sponse is delayed and displays a minimum value
and a maximum value between time t = 60 ms
and t = 70 ms. Hence, in the case of uncertainty
in the value of the out-of-plane shear modulus,
the simulation result may only be trusted if the
assumed value of the shear modulus is simulated
and verified by experimental data.

(2) In the case of the out-of-plane Poisson’s ra-
tio, the peak change in both cases is seen to be
small. Hence, the simulation can be said to be
insensitive to the uncertainty in this value.

(3) The deviation in the case of the flexible
walls is also seen to be small. Thus, the simulation
is insensitive to the deformability of the walls.

These findings have made the problem of arriv-
ing at the dimensionless number mentioned pre-
viously simpler. The main obstacle to finding
this number is the computation time required to
simulate different parameter values. By reduc-
ing the uncertainty in the material properties and
simplifying the simulation boundary conditions,
the computational time required as well as the
simulation change have both been reduced. We
can now further investigate the central problem
of the fluid-structure coupling, i.e. why certain
shell configurations produce cavitation ahead of
the shock wave, while others do not.
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Numerical investigation of shock induced bubble collapse in

water

N. Apazidis Mechanics, KTH, Osquarsbacke 18, Stockhom, 100 44, Sweden

1. Introduction

The purpose of the present numerical study is to
obtain a deeper understanding of non-symmetric
shock induced collapse of air bubble in water.
This problem is directly connected to the prob-
lem of erosion damage due to nonsymmetric bub-
ble collapse near solid surfaces. Another interest-
ing physical aspect of the problem is the propaga-
tion and focusing of the induced shock in the gas
bubble. Even a weak shock in liquid water phase
with a Mach number of 1.1-1.2 will induce a strong
shock with Mach number of order of 5 due to the
large difference in the speeds of sound between the
liquid and and the gas phase. The strength of the
induced shock in the bubble will be further ampli-
fied after reflection off the back spherical surface
of the bubble followed by a shock focusing in the
region at the distance of a half bubble radius from
the wall. This focusing process results in a sub-
stantial increase of pressure and temperature in
the focal region. Interaction of the initial plane
shock in water with the bubble results in the non-
spherical deformation of the bubble surface and
involves the formation of a high-speed liquid jet
in the direction of the propagation of the initial
shock. The large amount of structural damage
caused by bubble collapse near solid surfaces is
attributed to this mechanism.

During the past decade a number of re-
searchers have been investigated the prob-
lem of shock induce bubble collapse numeri-
cally. In the pioneering experimental study
by Bourne and Field (1992) the authors used gel
technique to create a a two-dimensional cylindri-
cal cavity in gelatine. The cavity was subjected
to a plane shock in gelatine generated by a rect-
angular projectile. Asymmetric collapse of cavi-
ties with generation of high-speed liquid jet was
observed. In the final stages of bubble collapse
the trapped gas emitted light due to high tem-
peratures concentrated in the two lobes of the
transformed gas bubble. In a more recent exper-
imental study by Layes et. al Layes et a. (2009)
a collapse of nitrogen and helium bubble in air
was investigated. Numerical studies of the prob-
lem have also been performed by a number of
researchers. Allaier et al. (2002) proposed a five
equation model to simulate the shock propaga-
tion in the mixture of liquid and gas phase. The
authors use a conservative formulation of the gov-
erning equations. ? present a numerical investi-
gation of non-spherical bubble collapse in which
they use a shock- and interface-capturing scheme
to simulate the evolution of the bubble bound-
ary. One of the main difficulties in the numerical
treatment of multifluid models is ensuring pres-
sure equilibrium at the interface separating the
components. A large number of investigators, see
e.g. Abgrall and Carni (2001) have reported that
the chemes develop pressure oscillations at the in-

terfaces. These pressure oscillations are not due to
high-order schemes but exist already in the first-
order approximations. Such oscillations usually
appear when the governing equations are put in
the conservative form. A semi-conservative model
based on volume-fraction α with the total den-
sity ρ = αρ1 + (1 − α)ρ2 as one of the main
variables was proposed by Shyue (2006). In the
semi-conservative formulation the evolution of α
is given by the advection equation. Such volume
fraction semi-conservative formulation of the gov-
erning equations resolves the problem of the spu-
rious pressure oscillations at the interface between
the constituents of the mixture.

2. Formulation

2.1. Problem formulation

We will here consider the problem of plane shock
propagation in a 2D channel filled with water. A
cylindrical air bubble placed between the channel
walls will be subjected to the action of a plane
shock. The geometry of the problem is illustrated
in Fig. 1
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Figure 1. Schematic of the problem geometry showing
the 2D water filled channel with 20 mm radius air
bubble.

The problem set-up illustrated in Fig. 1 consist
of a plane chamber filled with water with the di-
mensions given in the figure. A cylindrical bubble
with a radius of 20 mm is place along the center-
line of the channel. A plane shock is generated at
the left wall of the channel and propagates from
left to right and impinges on the bubble. The
walls of the channel are assumed to have infinite
impedance resulting in complete reflection of all
waves with no losses.

2.2. Governing equations

In this work we will adopt the simi-
lar approach to that of Shyue (2006) and
Johnsen and Colonius (2006). We assume that
the mixture consists of two immiscible fluid
components each characterized by its own ratio
of specific heats γ1 and γ2 with subscripts 1 and
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2 for air and water respectively. The mixture
density ρ = αρ1 + (1 − α)ρ2 is introduced by
means of volume fraction of air α. The Euler
equations are formulated in conservative form

qt + f(q)
x
+ g(q)y = 0,

q(x, y, t) = (ρ, ρu, ρv, ρe)
T

f(q) =
(

ρu, ρu2 + p, ρuv, ρeu+ pu
)T

g(q) =
(

ρv, ρuv, ρv2 + p, ρev + pv
)T

(1)

The system of Euler equations for the mixture
is closed by the advection equation for the volume
fraction α

αt + uαx + vαy = 0 (2)

together with the transport equation for the
quantity Γ

Γt + uΓx + vΓy = 0 (3)

where

Γ =
1

γ − 1
=

α

γ1 − 1
+

1− α

γ2 − 1
(4)

with γ being the ratio of specific heats for the
mixture. This system of governing equations is
finally closed by the equations of state (EOS) for
the mixture (α < 1)

ρe =
p+ γp∞
γ − 1

(5)

and the Tait equation for water α = 1

p = (p0 + p∞)

(

ρ

ρ0

)γ2

− p∞ (6)

where p∞ is a pressure-like constant in the Tait
equation of state for compressible liquids; for wa-
ter p∞ = 4921 bar, see e.g. Cocchi et al. (1996)
and p0 and ρ0 are reference pressure and density.

It has been stated by several authors that the
advection equation for Γ is essential for main-
taining the pressure equilibrium at the interface
between the mixture constituents and thus pre-
vent the spurious pressure oscillations, see e.g.
Shyue (2006).

3. Numerical results

The in-house CFD code used to solve the sys-
tem of governing equations for the mixture
presents a further development of the CFD
code for shock propagation in gases. The
present version of the code is a second-order
in space and sixths order in time numerical
scheme. The code is based on the upstream
flux vector splitting (AUFS) scheme introduced
by Sun and Takayama (2003) for solving the Eu-
ler equations. A second-order Godunov-type cen-
tral scheme for systems of conservation laws is

(a) (b)

(c) (d)

(e) (f)

Figure 2. Numerical schlieren images of plane shock
induced implosion of an air bubble in water: (a)-(b)
Transmitted shock; (c) Reflected shock; (d) Focused
shock; (e)-(f) Jetting

(a) (b)

Figure 3. Temperature field during implosion: (a)
Maximum temperature in the bubble; (b) Tempera-
ture field during shock implosion in the bubble

employed, see Kurganov and Petrova (2000). The
scheme is less dissipative generalization of the
central-upwind schemes.

The results of the numerical computations
schlieren images in Figure 2. Figure 2 (a) shown
the initial plane shock impinging on s spherical
bubble. The reflected and transmitted shock may
be seen here. Fig. 2 (b) shows the effect of re-
flected rarefication on the rear wall of the bubble.
Formation of a water hammer shock ahead of the
bubble can be seen in the next Fig. 2(c). Fig-
ure 2(d) shows the focusing process in the bubble
in which the transmitted shock is reflected from
the front wall of the bubble focuses at approxi-
mately half radius distance from the wall. The fo-
cusing process within the bubble produces locally
very high pressures and temperatures. Figs. 2(e)-
(f) show the formation and development of the
high-speed water jet in the later stages of bubble
collapse. The jet velocity is comparable to that
of shock velocity in liquid and generates a strong
water-hammer pressure pressure shock in the liq-
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uid.

The temperature field in the bubble is shown
in Fig. 3. Fig. 3(a) shows the maximum temper-
ature during bubble collapse. Note the maximum
temperature of approximately 5000 K in the fo-
cusing region. Fig. 3(b) the the temperature field
in the bubble with surrounding liquid at the mo-
ment shock focusing.

4. Conclusions

The proposed high-order accurate volume-fraction
based numerical scheme was used to simulate
shock induced non-spherical bubble collapse. The
initial M = 1.2 plane shock in water leads to for-
mation of M ≈ 5 in air. The transmitted shock
reflects from the back side of the spherical bubble
and focuses at a distance of approximately half ini-
tial bubble radius in air. The shock is amplified
in the process of focusing and reached M ≈ 10
in the focal region resulting in temperatures of
around 5000 K in air. The high-velocity liquid jet
created in the process of bubble collapse leads to
formation of strong water-hammer pressure shock
in the water ahead of the bubble.
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Shock generation and propagation in water by exploding wire
technique

S.Sembian, M.Liverts, N.Tillmark, N.Apazidis ∗

1. Introduction

The study of wires exploded by means
of large current pulses was accelerated
during 1950s after Nairne E (1774) pub-
lished the first paper on exploding wires.
Singer et al (1815) reported later with inter-
est in explosive force. The first photographs
were taken by Hubl et al (1889) completing
the initial efforts on Exploding Wire (EW)
until 1900. Large amount of contributions
(Allen et al. (1953), Nadig et al. (1959),
Zarem et al.(1958), Muller (1959)) were put
towards the improvement of high speed
photography during the mid and late 1950s
following the development of Kerr cell
photography. Bennett (1958) studied the
shock waves associated with EW, relating
the shock wave, electrical and heat en-
ergy. Chace et al. (1959, 1962, 1964, 1968)
compiled the large amount of study on
EW through the 1960s in four volumes.
Vaughan (1963) used the exploding wire
technique to generate shock waves in wa-
ter following which works on underwater
explosion appeared on a consistent basis.
Mcgrath (1963) speaks about the similarity
existing between EW and chemical under-
water explosions (CUE). Alenichev (1972)
compared the strength of the shock wave
generated in water by wires of different
sizes by virtue of the deformation of the
diaphragm. More recent studies in un-
derwater exploding wires include works of
Krasik et al.(2008, 2009) .

This paper primarily deals with the pre-
liminary study on exploding wires for future
experimental studies on Shock induced bub-
ble motion. Shock induced bubble motion
is a problem of fundamental interest with
applications in astrophysical flows, super-
sonic combustion system and extra-corporeal
shock wave lithotripsy. Due to the complex-
ity it poses, only limited number of exper-
iments (Layes et al., 2007) in gas-gas phase
was performed. Little or no experiments
could be found on liquid-gas phase though
numerical studies have been well established
(Shyue, 2006).

The work in this paper is two folds. One
is on the expenditure of electrical energy in
exploding the wires of varying length and di-
ameter in both air and water and the other
is on the influence of this electrical energy

∗Present address: Department of Mechanics, Royal
Institute of Technology, Stockholm, 10044, Sweden

delivered to the wire on the shock wave in-
tensity. The lengths of wire that are being
investigated here ranges from 2 cm to 6 cm
for diameters 0.1 mm and 0.2 mm. In order
to effect the comparison, velocity is measured
using the time of flight method at suitable in-
stants. The losses occurring are not given a
thought as interest is paid only in the overall
strength of the wave that could be obtained
for a given sectional area and length of the
wire.

2. Experimental set-up

The equipment employed is divided, accord-
ing to its use, into four units a)Electrical unit
b) Test cell unit c) Flow visualization unit
d)Timing and triggering unit. The electrical
unit consists of the capacitor which has a rat-
ing of 33.5 µF charged by the high-voltage
power supply. The experiments were con-
ducted with a discharge voltage of 3 KV lead-
ing to maximum energy stored being 152 J.
This electrical unit is completed with an igni-
tron which functions as the trigger. The cop-
per wire of different lengths is wound around
the 2 mm diameter electrodes placed in an
aluminium test cell of 8 cm × 8 cm × 8 mm
enclosed with plexi-glass and rigidly sealed to
avoid leakage of water. The test cell is insu-
lated using Teflon plates. Various length of
wires are obtained by adjusting the distances
between the electrodes. A Rogowski coil con-
nected to the oscilloscope is employed in the
measurement of electric current. The differ-
ential voltage across the electrodes is mea-
sured using a probe.

Figure 1. Electrical outline

This test cell is placed horizontally be-
tween two 45◦ mirrors reflecting the beam
from the light source to the camera. The light
source is a NWR-Pegasus laser consisting of
527nm dual cavity diode pumped Nd:YLF
laser head with power output of > 10W per
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Figure 2. Arrangement of Shadowgraph optics

head. The NWR-Pegasus laser is operated in
pulsed mode with a pulse width of < 180ns
and 1.5 mm beam diameter at a rating of 131
and 117 for each heads respectively. The time
interval between the two beams is controlled
and synced to the camera by the timing unit
enabling the capture of images at desired time
instants. A shadowgraph system is employed
in the visualization of the flow in the test cell.
Photographs are taken using a CCD camera
(PCO Sensicam, 12 bits, 1280 x 1024 pixels)
in double short mode. The integration time
for the first image is set by the length of the
externally provided TRIG IN pulse. The in-
tegration time for the second image is depen-
dent on the readout time of the first image
and hence no control over it can be estab-
lished externally. The dead time between the
two images is 200 ns during which no expo-
sure is possible. The beam from the laser
head is expanded by a concave lens and ren-
dered parallel using a convex lens L1. It then
passes through the 45◦ mirrors and is focused
back on the camera by convex lens L2. A
schematic of the arrangement is as shown in
Figure 2. Since experiments are conducted in
water, this kind of vertical set-up proved time
effective and for ease of operation.

Two time-delay generators, one for the
camera and another for the two laser heads,
are employed for timing and triggering the
whole set-up. On triggering the ignitron man-
ually, it discharges the capacitor as well as
sends a pulse triggering the time-delay gen-
erator simultaneously. The generator sends a
pulse of pre-determined width to the camera.
The laser heads are synced to fire during the
first and second integration time.

3. Results and discussion

The differential voltage (VD) measured across
the electrodes is a function of both resistive
(VR) and inductive (VL) components along
the wire of which only the resistive compo-
nent is required for determining the energy
delivered to the wire (Krasik et al., 2009).

VD = IR+ L
dI

dt
(1)

This demands knowledge of both un-
knowns, inductance (L) and dI

dt for the respec-

tive lengths and diameters of the wire. Al-
though the wire configuration is small in com-
parison, even a small straight piece of wire
has some parasitic inductance caused by the
magnetic field that it creates. L is taken from
available literature for the given configuration
of wire. The other unknown dI

dt can be known
from the current signal as measured by Ro-
gowski coil for each wire configuration. Fig-
ure 3 gives the variation of current across all
ranges of wire under study in both air and
water. As can be seen, the current peak at
which explosion occurs are clustered around
2.5 - 3 KA and 6 - 6.5 KA for 0.1 mm and 0.2
mm respectively. This states that the lengths
are not as critical as compared to the diam-
eter of the wire in both phases. The average
amount of current delivered for explosion per
unit time is calculated to be 600× 106 AS−1

and 750× 106 AS−1 for 0.1 mm and 0.2 mm
diameter wires respectively. For the 2 cm wire
in air, there appears a second rise in current
(re-stike) following an initial drop after explo-
sion of the wire. These peaks during the re-
strikes (Vlastos, 1968) is observed to be large
in 0.1 mm diameter wire in air and no trace
of it is found in water.

Table 1. Inductance (L)

Length (cm) 0.1 mm (nH) 0.2 mm (nH)

6 84.21 75.90
4 52.9 47.36
2 23.68 20.92

Figure 3. Current comparison for all investigated
wire configurations in both air and water

The power(P) is a product of current and
resistive voltage. Figure 4 shows the energy
delivered to the wire obtained by integrating
power over time. It follows similar trend as
the current wherein two clusters around ∼10
J and ∼50 J are observed irrespective of both
length and phase. This leads to the approx-
imation that for all the lengths investigated

2

21st Intl. Shock Interact. Symp. 153 3 - 8 Aug. 2014, Riga, Latvia



in this work, the energy delivered remains al-
most constant for a particular diameter. Go-
ing by this approximation, for a shorter wire,
the energy density (amount of energy per unit
length) is higher than that compared to a
longer wire. The effect of this higher energy
density on the wave is investigated by mea-
suring the velocity at which the wave travels.

Figure 4. Energy comparison for all investigated
wire configurations in both air and water

For each explosion, two shadowgraph im-
ages are captured with a pre-determined time
interval and the velocity is measured locally
using time of flight method. For explosions
involving air, 14 µs is used as the time inter-
val and for water 9 µs is used. A few shad-
owgraph images are shown in Figure 5,6, 7
and 8. In water, only finite number of point
explosions and no uniform explosion through-
out the length of the wire can be observed.
Images taken at much later time instants (50
µs) in water shows that the waves from these
point explosions exhibit tendency towards co-
alescing into a single shock wave. But due to
the test-cell dimensional limitations, images
can be taken only upto this time instant and
the finally formed single wave cannot be cap-
tured yet.

Figure 5. Shadowgraph images taken in water
with a 2 cm length and 0.1 mm diameter wire
at 12 µs and 21 µs

Hence the velocity measurements are made
locally for a particular time instant close to
the explosion and not globally. Figure 9
gives the variation of velocity as a function of

Figure 6. Shadowgraph images taken in water
with a 6 cm and 0.2 mm diameter wire at 12 µs
and 21 µs

Figure 7. Shadowgraph images taken in air with
a 4 cm length and 0.1 mm diameter wire at 17 µs
and 31 µs

Figure 8. Shadowgraph images taken in air with
a 2 cm length and 0.2 mm diameter wire at 17 µs
and 31 µs

length and diameter. The waves travel faster
with increase in diameter of wire and decrease
in length of wire. By doubling the diame-
ter and by reducing the length by a factor of
3, the velocity of the wave has been approx-
imately doubled in air. Such drastic rise is
not noted in water although the overall trend
of increase in velocity appears to hold. This
overall increase in velocity of the wave stems
from the fact that the energy density being
higher in shorter wires.

4. Conclusion

The amount of electrical energy delivered in
exploding wires of 0.1 mm and 0.2 mm diam-
eter with varying lengths (2 cm, 4 cm and 6
cm) and their influence on velocity was in-
vestigated. The energy delivered was very

3
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Figure 9. Velocity as a function of length of wires
in both air and water

sensitive to variation in diameter compared
to that in length in both air and water. By
approximating the energy to be constant in
length, the energy density was found to be
large in shorter wires leading to more strong
shock waves.

The possible perspective of this work is to
identify the proper size of the wire that could
provide a strong shock wave within the energy
available for future experimental studies on
shock induced bubble collapse in water.
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Structure of shock waves in molecular liquids – influence of

moments of inertia of molecules

Z. A. Walenta, A. M. Slowicka

Institute of Fundamental Technological Research, Pawinskiego 5b, 02-106 Warszawa, Poland

1. Introduction

In the present paper we report the subsequent
part of our research on the shock waves in dense
media. The main results obtained till now are:

- The length scale, most appropriate for mea-
suring the thickness of a shock wave in dense
medium, seems to be the average distance be-
tween the centers of the neighbouring molecules
(Walenta et al. 2012-1, Bridgman 1923).

- For a dense, monoatomic, noble gas (argon)
the ”density shock thickness” related to the av-
erage distance between molecules decreases with
increasing density, which is mainly due to decrease
of the shock amplitude at approximately the same
density gradient (Walenta et al. 2012-1).

- For polar liquids (water, hydrogen sulfide, hy-
drogen fluoride) the presence of electric charges
does not seem to influence noticeably the density
gradient inside the shock. It may, however, influ-
ence compressibility of the medium, manifesting
itself in the change of shock amplitude and, as
a result, influence the shock thickness. This can
be noticed for strongly polar liquids: water and
hydrogen fluoride (Walenta et al. 2012-2).

- For a complex molecular medium, sulfur
hexafluoride, the shock thickness in the liquid
phase related to the mean distance between the
molecules is larger than that in the rarefied gas
phase, related to the mean free path. This is op-
posite to the result for argon. The possible reason
is that the molecules of sulfur hexafluoride, having
large moments of inertia, in the liquid phase stay
constantly in close contact and therefore probably
need more time for excitation of rotational degrees
of freedom which, in turn, may increase the shock
thickness (Walenta et al. 2013).

To learn more about influence of the moments
of inertia of the molecules on the shock wave struc-
ture, in the present paper we compare the simu-
lated shock structures in liquids having molecules
of similar shape but different moments of iner-
tia: methane (CH4), tetrafluoromethane (CF4)
and carbon tetrachloride (CCl4). The molecule
of each of these compounds consists of one, cen-
tral carbon atom, surrounded by four atoms of
hydrogen, fluorine, or chlorine, placed at the ver-
tices of a regular tetrahedron. In the molecule of
methane the distance between the centre of the
carbon atom and each of hydrogen atoms is 1.087
Å. In tetrafluoromethane similar distance to fluo-
rine atoms is 1.323 Å, and in carbon tetrachloride
the distance to chlorine atoms is 1.75 Å.

The three components of the moment of in-
ertia of the molecules of each of the considered
compounds are the same. For methane they are
equal to about 3.15 amu ∗ Å2 each, for tetrafluo-

romethane 88.68 amu ∗ Å2, and for carbon tetra-
chloride 289.5 amu ∗ Å2.

2. Molecular Dynamics Simulation

The simulations reported in the present pa-
per were performed with the standard Molecu-
lar Dynamics technique (Allen, Tildesley 1987),
with the use of suitably modified program
MOLDY (Refson 2000). The molecules were
assumed to consist of atoms rigidly connected
(Allen, Tildesley 1987); each atom interacted
with atoms of other molecules through the
Lennard – Jones potential.

After the initial equilibration, the medium was
set in motion by adding the assumed macroscopic
velocity v to the x–component of the thermal ve-
locity of each molecule. After that, two imperme-
able, reflecting planes were inserted into the flow
at the left and right borders of the calculation
domain. The shock wave, moving to the left, ap-
peared as a result of collision of the mass of liquid
with the plane at the right side of the calculation
domain. At the same time some kind of rarefac-
tion appeared at the left border of the calculation
domain and moved to the right.

The number of molecules taken for each sim-
ulation run was equal to 250000. The time step
in all simulations was equal to 0.0005 picosecond.
The equilibration period at the beginning of sim-
ulation was at least 6000 time steps long – until
the temperature of the medium became constant,
the stresses along all three Cartesian axes became
equal and the traces of the initial ordering of the
molecules disappeared. The actual simulation of
the flow was finished after time period sufficiently
long to estimate the shock velocity and structure.

Parameters of the simulated flow in front of the
shock wave in the considered liquids are given in
the Table 1.

Table 1.

CH4 CF4 CCl4

T 120 K 123 K 295 K
ρ 422.62 kg/m3 1750 kg/m3 1595 kg/m3

n 1.5864 ∗ 1028m−3 1.1974 ∗ 1028m−3 6.2445 ∗ 1027m−3

λ 3.9798 Å 4.371 Å 5.4304 Å
v 795.96 m/s 533.26 m/s 456.15 m/s
a 1380 m/s 875.24 m/s 921.0 m/s

Symbols: T – temperature, ρ – mass density,
n – number density, λ = n−3 – mean distance
between neighbouring molecules, v – flow velocity,
a – sound speed. The value of sound speed in
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methane taken from Setzmann et al. 1991, other
two values from Sound Speeds 2014.

3. Results

The results of the performed simulations are pre-
sented in Figures 1 – 6.
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Figure 1. Liquid methane. Shock wave moves from
the right border to the left; rarefaction moves from
the left border to the right.

Figure 1 shows five diagrams of density distri-
bution of methane along the x-axis, calculated for
five evenly spaced time instants (time elapsed be-
tween two neighbouring shock positions δt = 1ps).
At the right side of the picture the shock wave is
moving to the left from the right border of the cal-
culation domain. At the left side some rarefaction
is moving to the right.
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Figure 2. Liquid methane. Enlarged diagrams of den-
sity distribution inside the shock wave. Time interval
between shock positions shown – 1 picosecond.

Figure 2 shows the five shock structures in
methane from Fig. 1, suitably magnified. With
the use of this figure it was possible to obtain the
parameters of the shock wave: the shock Mach
number, Ms = 2.45, the density ratio across the
shock, ρ2/ρ1 = 1.30 and the shock thickness,
L = 2.6λ.
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Figure 3. Liquid tetrafluoromethane. Shock wave
moves from the right border to the left; free surface
moves from the left border to the right.

Figure 3 shows five diagrams of density distri-
bution of tetrafluoromethane, similar to those in
Figure 1. It is worth noting, that there seems to
be no rarefaction at the left side. What can be
seen there looks like a free surface moving at the
speed very close to the speed of the whole mass of
the liquid.
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Figure 4. Liquid tetrafluoromethane. Enlarged dia-
grams of density distribution inside the shock wave.
Time interval between shock positions shown – 1 pi-
cosecond.
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Figure 4 shows, as before, the five magnified
shock structures from Fig. 3. The shock wave pa-
rameters obtained from it are: the shock Mach
number, Ms = 2.5, the density ratio across the
shock, ρ2/ρ1 = 1.31 and the shock thickness,
L = 3.0λ.
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Figure 5. Liquid carbon tetrachloride. Shock wave
moves from the right border to the left; free surface
moves from the left border to the right.

Figure 5 shows five diagrams of density distri-
bution of carbon tetrachloride, similar to Figures
1 and 3. Here, similarly to Figure 3, at the left
side a free surface moving to the right can be seen.
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Figure 6. Liquid carbon tetrachloride. Enlarged di-
agrams of density distribution inside the shock wave.
Time interval between shock positions shown – 1 pi-
cosecond.

Figure 6 shows, as before, the five magnified
shock structures from Fig. 5. The shock wave pa-
rameters obtained from it are: the shock Mach
number, Ms = 2.65, the density ratio across the

shock, ρ2/ρ1 = 1.22, and the shock thickness,
L = 3.4λ.

4. Discussion and conclusions

The simulated structures of the shock waves
of similar intensity in liquid methane, tetraflu-
oromethane and carbon tetrachloride are pre-
sented.

Comparing the results for methane and tetraflu-
oromethane (Figures 2 and 4) one might conclude,
that in spite of very large difference between mo-
ments of inertia of molecules of these two com-
pounds (3.15 amu ∗ Å2 and 88.68 amu ∗ Å2) the
corresponding shock structures are quite similar.

Comparing the results for tetrafluoromethane
and carbon tetrachloride (Figures 4 and 6) one can
see the substantial difference between the values
of density ratio across the shock. Carbon tetra-
chloride seems to be more ”rigid” – more difficult
to compress. At the same time the density gra-
dient inside the shock in carbon tetrachloride is
much smaller than in both methane and tetraflu-
oromethane. The possible reason for this may be
the very deep well in the interaction potential be-
tween chlorine atoms; these atoms are mainly re-
sponsible for interactions of the molecule of car-
bon tetrachloride with other molecules.

From the presented results it follows, that
the magnitude of the moments of inertia of the
molecules has, most probably, little influence upon
the structure of shock waves in liquids. The most
important factor seems to be the interaction po-
tential between the molecules.
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Abstract
The paper describes results of an experiments on
micro underwater shock waves generated by ir-
radiations of Q-switched Ho: YAG laser beams
through optical fiber. In this study, by polishing
processing optical fiber’s edge into a circular trun-
cated cone contour, we achieved more effectively
laser energy focusing and produced stronger un-
derwater shock waves than with flat end shape
one. A bulge of shock wave front toward the
backward direction of the laser irradiation was ob-
served at smaller than 20◦ taper angle. At larger
than 30◦, the shock wave fronts got close to a
sphere. These laser induced shock waves were gen-
erated at the focus of truncated ellipsoidal cavity
(F1), the reflected shock waves from the wall fo-
cused at the focal point outside the cavity (F2).
When the taper angle of fiber tip are ranging from
30◦ to 50◦, the maximum overpressures at F2 are
two times as large as with flat fiber tip.

1. Introduction
Previous studies found that hyperboloidal or
spherical sharp-pointed fiber output surfaces with
roughened surface are effective to generate more
intense shock wave rather than polished flat end
[1-7]. However, there were two problems. At first,
due to strong absorption of laser energy at the
roughened surface, they could be easily destroyed
by a laser irradiation high enough to generate in-
tense shock wave. Once the fiber end is destroyed,
shock wave intensity decreases sharply and shift-
ing of shock wave source results in defocused re-
flected shock waves.

Secondary, laser absorption occurred both in-
side the fiber and outside it, in an adjacent water
[6]. Although shock waves were generated as a re-
sult of overlap of many waves at fiber tip when the
distance between the absorption points inside and
outside the fiber was very small [6], some energy
loss was unavoidable.

Considering application of the shock wave gen-
eration system using optical fiber to medical de-
vices, it should be designed with durability. In
this study, by shaping optical fiber’s edge into a
circular truncated cone contour with mirror pol-
ished surface, we also achieved more effectively
laser energy focusing without serious damage of
fiber tip and produced stronger underwater shock
waves than with flat end shape one.

2. Experimental Method
2-1. Shock wave generation
Underwater shock waves were generated by irra-
diations of Q-switched Ho:YAG laser (SLR-HO-

EOQ, Sparkling Photon Inc.) into water through
optical fiber (0.4 mm core-diameter low OH con-
tent quartz optical fiber). Laser energy was mea-
sured at the flat end of the fiber, pulse energy
of from 24 to 31 mJ, pulse width of 100 ns, and
wavelength of 2.l µm.

The tip of optical fiber was set at the primary
focus (F1) of truncated ellipsoidal cavity (elliptic-
ity: 1.50, minor axis: 3.5 mm, opening size: 6.58
mm) using precisely locating device within a tol-
erance of 50 micrometer. Laser beam irradiated,
producing the micro shock waves at F1, the re-
flected shock waves were focused at the secondary
focus (F2).

2-2. Optical fiber
Figure 1 shows schematics of the fiber tip that
has circular truncated cone contour. Inclination
of lateral side of the cone varied from 0◦ to 30◦. To
prevent vapor explosions inside micro cracks and
diffused reflection on roughened surface, the cone
surface was polished to a mirror gloss with 1 µm
polishing cloth. Accordingly, it was considered
that laser beam focused into water near the top
edge of fiber with minimal energy loss.

Figure 1. A Schematic diagram of the fiber tip.

2-3. Diagnostics
Figure 2 shows a schematic diagram of the exper-
imental set-up. Shadowgraph technique was used
for visualization of shock wave motion. The light
source was electronic flash (PE-60SG, Panasonic
Photo Lighting Co., Ltd., Osaka, Japan). The
image of phenomenon in the test section was taken
with the high-speed camera (HPV-X, Shimadzu
corp., Kyoto, Japan). The inter-frame spacing,
exposure time, and image resolution were 100 ns,
50ns, 400×250 pixels respectively.

The test section was composed of a stainless
steel chamber (100 mm in the inside diameter, 100
mm in depth) and an acryl window (140 mm×140
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mm×25 mm), filled with pure water (Milli-Q wa-
ter, degassed in a vacuum chamber prior to use).
The relative position between the small reflector
and optical fiber was fixed with holding fixture
and feeding apparatus using a micrometer screw
gauge (MHS-13, Mitutoyo).

The tip of optical fiber was set at the primary
focus of truncated ellipsoidal cavity (minor axis:
3.5 mm; ellipticity: 1.50; opening: 6.58 mm) using
precisely locating device. Laser beam irradiated,
producing the micro shock waves at F1, the re-
flected shock waves were focused at the secondary
focus outside the cavity.

Pressure transducer was positioned by a x-y-
z adjustment. PVDF needle hydrophone with
0.5 mm sensitive diameter and 35 ns rise time
(Müller-Platte Needle Probe, Dr. Müller Instru-
ments, Oberursel, Germany) was used for pres-
sure measurements. The signals were stored in a
digital transient memory (DS-5534, Iwatsu Test
Instruments corp., Tokyo, Japan). The sampling
rate was 2 GS/s.

delay unit 

PC

flash lamp
test section

high speed camera

digital 
memory

pulse 
generator

BNC cable

Imaging lens 
(Leica APO-16)

diffusing lens 
(f=-100 )

parabolic mirror 
(f=1450 )

PT

pressure transducerPT

pinhole

Shock wave 
generator

optical fiber

Qsw Ho:YAG laser

Figure 2. A schematic diagram of shadowgraph opti-
cal arrangement.

Results
Figure 3 shows sequential propagation of the un-
derwater shock waves from the fiber tip with ta-
per angle of 30◦. Initially laser beam are focus-
ing on the point 0.2 mm under from the fiber tip
with a taper angle of 60◦. A laser induced bub-
ble is visible after 0.1 µs from laser irradiation at
a laser focus indicated by a arrow (Fig3. c). A
divergent shock wave is generated around the ex-
panding bubble after 0.2 µs from laser irradiation
(Fig3. d, e, f).

Figure 4 shows sequential propagation of the
underwater shock waves from the fiber with flat
end. In contrast with cone shape, the diameter
of laser beam is equal to that of flat fiber tip.
Although a laser induced bubble is generated at a
point indicated by a arrow (Fig4. c), the diameter
of laser induced bubble immediately before shock
wave generation by flat end fiber is larger than
that of cone shape fiber tip.

Figure 5 shows divergent shock waves from fiber
tips with different taper angles taken after 0.8 µs
from laser beam irradiation. Variations in shock
wave fronts geometry are observed between the
flat and cone fiber output shapes. To reveal more
about those differences, degrees of deviation of
shock wave front from a sphere centered at laser
beam focus (F1) were measured by high-speed im-
ages as shown in figure 6.

Figure 3. High-speed shadowgraph images of the un-
derwater shock waves and vapor cavities produced by
Q switched Ho:YAG laser beam irradiation from the
400 mm core diameter quartz optical fiber tip with
taper angle of 30◦: a) before laser beam irradiation,
b) 0 µs, c) 0.1 µs, d) 0.2 µs, e) 0.3 µs, f) 0.4 µs.

Figure 7 shows the degree of deviation of shock
wave front from a sphere centered at the laser fo-
cus (F1). It is clear that a bulge of shock wave
front toward the backward direction of the laser
irradiation is observed when the taper angles were
smaller than 20◦ . When the taper angles were
larger than 30◦, the shock wave fronts got close to
a sphere.

Figure 8 shows maximum overpressure of
focusing shock wave at F2 of the truncated
ellipsoidal cavity. When the taper angle of fiber
tip were ranging from 30◦ to 50◦, the maximum
overpressure of focusing shock waves were two
times as large as with flat fiber tip.

Summary
1) Degrees of deviation of shock wave front from a
sphere centered at the laser focus were measured
based on high-speed shadowgraph images.
2) The maximum overpressures of focusing shock
wave at F2 of the truncated ellipsoidal cavity
depended on the fiber output shape. Addi-
tionally, when the taper angle of fiber tip were
ranging from 30◦ to 50◦, the maximum overpres-

2
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Figure 4. High-speed shadowgraph images of the un-
derwater shock waves and vapor cavities produced by
Q switched Ho:YAG laser beam irradiation from the
400 mm core diameter quartz optical fiber with flat
end: a) before laser beam irradiation, b) 0 µs, c) 0.1
µs, d) 0.2 µs, e) 0.3 µs, f) 0.4 µs.

Figure 5. Geometry variation of underwater shock
wave depending on the fiber output shape: a) flat, b)
α=20◦, c) α=30◦, d) α=40◦, e) α=50◦.

sures were two times as large as with flat fiber tip.

D

Figure 6. A schematic diagram of the underwater
shock wave from the fiber tip. D: degree of devia-
tion of shock wave front from a sphere centered at
laser beam focus (F1).
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Figure 7. Degrees of deviation of shock wave front
from a sphere centered at F1, that depend on the fiber
output shape: a) flat, b) α=20◦, c) α=30◦, d) α=40◦,
e) α=50◦.

Figure 8. Max. overpressure at F2, that depend on
the fiber output shape.
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Effect of a bubble nucleation model on cavitating flow
structure in rarefaction wave

N. Petrov, A. Schmidt
Ioffe Physical-Technical Institute of the Russian Academy of Sciences, St.Petersburg, 194021, Russia

1. Abstract

Process of bubble nucleation is determining factor
of cavitation in rarefaction waves which are typical
for underwater explosion. The paper is devoted to
investigation of effect of bubble nucleation models
on cavitating flow induced by underwater explo-
sion near free surface. Since cavitating liquid is a
two-phase bubbly medium, numerical simulation
is based on combined Euler-Lagrange approach
treating the carrier phase (liquid) as continuum
and the dispersed phase (cavitation bubbles) as
a set of test particles. To determine location of
the interface between bubbly liquid and outer gas
(free surface) a modification of well known liq-
uid volume fraction (VOF) method is used. A
Godunov-type high resolution scheme is used to
solve governing equations for the carrier phase.
Computations of underwater explosions near the
free surface demonstrate robustness of the pro-
posed algorithm.

2. Introduction

The problem of underwater explosion near free
surface has been attracting attention of many re-
searchers (see, in particular, Kedrinskii (2005)),
but many challenging problems associated with
this phenomenon still remain.

Typical structure of flow induced by energy re-
lease in water is presented in Figure 1, which
demonstrates Schlieren visualization of under-
water detonation of 10 mg AgN3 obtained by
Kleine at al. (2009). Blast and rarefaction waves
propagating in liquid, transmitted shock wave in
outer gas, and domain of cavitation behind the
rarefaction wave are clearly seen.

Figure 1. Schlieren visualization of underwater explo-
sion (see Kleine at al. (2009)).

Evolution of cavitation bubbles in changing
pressure of ambient liquid is one more important

process accompanying the underwater explosion.
Effects of pressure and interphase mass transfer
result in complex oscillating behavior of the bub-
bles. For example, Figure 2 demonstrates experi-
mental data on time variation of radius of a bub-
ble induced by laser energy release in glycerin ob-
tained by Koch at al. (2012).

Figure 2. Time variation of radius of bubble in-
duced by laser energy release in glycerin obtained by
Koch at al. (2012)].

In this study the main attention is paid to prop-
agation of blast and rarefaction waves in liquid
and gas, their interaction with each other and with
the free surface, and to inception and development
of cavitation in domains of pressure drop. Analy-
sis of these phenomena is important for both de-
velopment of theory of heterogeneous media and
applications utilizing specific features of underwa-
ter explosions. One of goals of this work is de-
velopment of an efficient, convenient, and flexible
tool for investigations of such phenomena.

Important point in closing the model is choice of
constitutive equations of the involved media. Liq-
uid (water in the case under study) is considered
to be barotropic medium obey the Tait equation
of state, while the gas is considered to be ideal and
perfect medium. Besides, an attempt is made to
introduce the “stiffened gas” model as the consti-
tutive equations for both water and gas.

The proposed algorithm uses high-resolution
Godunov type numerical scheme (see
Rodionov (1987)) providing the second order
accuracy for both special and temporal coordi-
nates in domains of smooth gas dynamic function
behavior. Since there is no analytical solution
of the Riemann problem for water, numerical
procedure based on Newton iterations is used.
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3. Mathematical Model

3.1. Euler stage of the algorithml

In the framework of the proposed mathemati-
cal model a combined Euler-Lagrange approach
is used for two-phase medium. Euler stage for the
carrier phase is based on the Euler equations sup-
plemented with terms accounting for interphase
interaction. These equations can be written in
the following form:

∂z

∂t
+

∂Fx

∂x
+

∂Fy

∂y
= −f (1)
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Here β is the volume fraction of bubbles, the
terms, Γlv, Ulv, responsible for interaction of the
carrier phase with the dispersed one are calculated
in the Lagrange stage of the algorithm, the terms,
Σx, Σy , accounting interface deformation are cal-
culated with the help of modified VOF method,
indexies b,l, and v correspond to bubbles, liquid,
and vapor, other notations are conventional.

3.2. Equations of state (EOS)

To close equations of the Euler stage two types
of EOS are used. The first is the ”stiffened gas”
EOS (see Harlow at al. (1971)) for both phases,
and the second is the Tait EOS for water. The
”stiffened gas” EOS utilizes approach of a single
equation with parameters depending on type of
the medium. For rarefaction and for shock waves
this equation can be reduced:

p− p∞
ϱ

= const (3)

ϱ

ϱ0
=

(N + 1) (p+ p∞) + (N − 1) (p0 + p∞)

(N + 1) (p0 + p∞) + (N − 1) (p+ p∞)
(4)

where p∞ = 489.115 MPa, γ = 4.9 and
p∞ = 0, γ = 1.4 for water and gas, respectively.
”Stiffened gas” model is used in the outer gas and

for both phases in the vicinity of liquid-gas inter-
face. In the bulk of the liquid the barotropic Tait
equation is used:

p = paK

[

(

ϱ

ϱa

)B

− 1

]

+ pa, (5)

where K = 3045, B = 7.15, pa = 101325Pa,
ϱa = 996.5kg/m3 in the case of water.Applying of
barotropic EOS provides a rapid convergence of
the Riemann problem solution. Underwater ex-
plosion is simulated by high pressure pulse within
a localized domain in liquid. Pulse amplitude was
determined by energy released in a localized do-
main:

ϵ = pa

(

1

ϱa
− 1

ϱ

)

(1−K) +

+
paK

(B − 1) ϱa

[

(

ϱ

ϱa

)(B−1)

− 1

]

(6)

3.3. Modified VOF method

The proposed technique extends the VOF method
to the case of two compressible phases. In this
case equation for the liquid volume fraction can
be written as:

∂αϱl
∂t

+
∂αϱlu

∂x
+

∂αϱlv

∂y
= 0 (7)

Here ϱl is the density of liquid, α is the volume
fraction of bubbly liquid.

The modified VOF algorithm is as follows: at
each time step the governing equations are solved
providing distribution of the liquid velocity and
density. Extrapolation of these data into outer gas
domain enables one to solve the above equation
in the vicinity of liquid-gas interface. Obtained
distribution of the liquid volume fraction provides
location of liquid-gas interface. Surface tension on
deformable interface is determined as a bulk force
and can be written in form:

Σ⃗ = σkn⃗, n⃗ =
grad α

| grad α |
, k = div(grad α) (8)

3.4. Lagrange stage of algorithm

Inception of cavitation is a result of pressure
drop below the saturation pressure in rarefaction
waves. In this case the key issue is nucleation of
bubbles and their further evolution. Classical the-
ory of nucleation gives the following expression for
homogeneous nucleation rate for pure liquids (see
Frenkel (1955)):

H = ρ

(

Na

m

)
3

2

√

2σ

π
exp

{

− W

kTl

}

(9)

where

W =
16πσ3

3 (psat (Tl)− pl)
2

(10)
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is the energy required for production of a bubble
of critical radius

rcr =
2σ

(psat (Tl)− pl)
. (11)

In this case fluctuations in the liquid bulk result
in production microscopic vapor clusters. If the
size of a cluster is greater than the critical one it
grows. The critical radius is determined by the
surface tension coefficient, temperature, and pres-
sure of the liquid. And bubble nucleation can only
occur, following expression (11), at considerable
high stretching pressure (about 500MPa at room
temperature for water).

But experiments show that nucleation starts
even at positive pressure. This fact can be ex-
plained by presence of impurities in liquid. These
impurities serve as sites for heterogeneous nucle-
ation. In the framework of the classical theory
presence of nucleation sites in the liquid can be
taken into account by modification of the energy
required for production of the critical bubble (see,
for example Alamgir at al. (1981)). In this study
heterogeneous bulk nucleation is considered. The
behavior of cavitating liquid is strongly affected
by size distribution and by total number of the
sites. Experimental data evidence that the im-
purities size distribution function is close to one,
which can be presented as (see Kedrinskii (2005)):

N = N0

(V/V ∗)
2

1 + (V/V ∗)
4

(12)

here N0 is the total number of particles per unite
volume and V ∗ is the normalization parameter, V
is the nucleation site volume (Figure 3). More-
over, since the liquid usually contains dissolved
gas bubbles arising on these sites contain vapor
and gas. It is supposed that bubbles appear on
each site which is bigger than the current equilib-
rium vapor-gas bubble radius determined by:

req =
2σ

pbeq − pl
(13)

Vapor and gas pressures in such a bubble are as-
sumed to be equal to saturation and outer pres-
sures, respectively.

pb
eq = pv

sat + pg
atm (14)

3.5. Bubble evolution

At Lagrange stage of the algorithm evolution of
bubbles, which are in velocity equilibrium with
the liquid, is described by system of equations in-
cluding mass and energy conservation for the test
bubble, as well as Raleigh-Plesset equation for test
bubble radius (see Plesset (1977):

d

dt

[
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3
πr3ρv

]

= 4πr2Γlv (15)

d

dt

[

4

3
πr3ρg

]

= 4πr2Γlg (16)

Figure 3. The spectrum of nucleation sites (dots
present experimental data) (see Kedrinskii (2005)).
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(18)
Terms accounting for phase transport in bubbly
liquid can be written as follows (see, for example,
Nigmatulin (1990)) for liquid-vapor mass transfer
(based on Hertz-Knudsen law):

Γlv = 4πr2
η√
2πRv

(

psat (Tl)√
Tl

− pv√
Tv

)

(19)

and for liquid-gas mass transfer (based on Henry
law):

Γlv = −Dg
L0

(L0 − 1) r
(cg − CHepg) (20)

here µl is the liquid viscosity, σ is the surface
tension coefficient, psat is the saturation pressure,
CHe is the Henry constant, cg is concentration of
condeced gas in liquid,

L0 =

√

4π

3β
(21)

The interphase energy transport can be written as

Ulv = 4πr2
ηac

(γ − 1)

√

Rv

2π

(

psat (Tl)
√

Tl − pv
√

Tv

)

(22)
The bubble volume fraction can be obviously cal-
culated from:

β =
∑

i

Ni
4

3
πri

3 (23)

here summation is performed over all test particles
corresponding to Ni real bubbles.

4. Numerical Method

The Euler equations are solved by numer-
ical method which is based on high reso-
lution Godunov type numerical scheme (see

3
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Rodionov (1987)) with Van Leer limiter function
(see Van Leer (1977)). This method is explicit,
monotonic, and shock-capturing one. It possesses
the second order accuracy on the smooth solu-
tions. Convergence of the solution at Euler stage
is determined by the CFL condition. One of the
main components of this method is solution of the
Riemann problem. Such an approach was pro-
posed in Godunov (1959). Solution of the Rie-
mann problem is generalized for the Tait equation
of state in liquid and for stiffened gas equations at
interface. This solution was validated using acous-
tic impedances of the phases. Since the equations
of test bubble dynamics can be stiff ones it is nec-
essary for robustness of algorithm to use special
methods of numerical solution, for example, the
Adams method (see Oran at al. (1987)). Set of
equations at Lagrangian stage is solved for each
test particle produced utilizing size distribution
of impurities.

5. Results and Discussion

To validate the algorithm local energy release in
water near the free surface was considered with
parameters corresponding to experimental ones
obtained by Kleine at al. (2009). The explosion
was simulated by high pressure domain. The pres-
sure was chosen to provide the internal energy
in this domain to be equal to the released en-
ergy. Figure 4 (on the right) presents experimen-
tal Schlieren photographs of waves propagating in
water as a result of explosion of a spherical charge
of 10mg AgN3. The centre of the charge locates
at a distance of 3.3cm below the free surface. Pho-
tographs correspond to 14, 28, and 42µs after det-
onation. At conditions of the experiment cavita-
tion initiates behind the rarefaction wave propa-
gating from the free surface. Results of numeri-

Figure 4. Comparison of simulating results and exper-
imental photographs obtained by Kleine at al. (2009)

cal simulation corresponding to the above param-
eters are shown in Figure 4 (on the left). Sat-
isfactory agreement of simulated wave structure
of the flow with experimental one is seen. It en-
ables one to conclude that the proposed algorithm

is adequate for simulation of flows including such
complicated phenomena as propagation of com-
pression and rarefaction waves, their interaction
with each other and with the free surface, trans-
mission of pressure pulse into the air. As it is
seen in experimental photographs cavitation oc-
curs in the rarefaction wave propagating from the
free surface.

Figure 5 demonstrates results of numerical sim-
ulation of heterogeneous nucleation in rarefac-
tion wave. This wave is result of interaction
of blast wave induced by explosion of 0.2 kg of
TNT deposited on 0.2m solid sphere and free sur-
face located at distance 0.5m from sphere cen-
ter. The rate of pressure drop in such a wave
is 8.55 · 1010Pa/s. Bubble numerical density was
calculated utilizing impurities size distribution ex-
pressed in 12 and corresponds to Fig. 3. Compu-
tations showed that at parameters under study
concentration of bubbles reaches maximum value,
1012m−3, practically in 10µs It should be noted
that at considered conditions effect of homoge-
neous nucleation is negligible.

Figures 6 and 7 present results of numerical sim-
ulation of evolution of test cavitation bubble in
rarefaction wave. The numerical density of the
considered bubble is equal 6.8 · 1010m−3. For the
considered bubble the rate of pressure drop in the
rarefaction wave corresponds to 8.55 · 1010Pa/s.
It should be noticed that actual ambient liquid
pressure is a result of two processes: tension in
the rarefaction wave and variation of the bubble
volume fraction (because of inertia of the liquid
rise of the bubble volume fraction leads to rise of
the liquid pressure and vice versa).

Figure 5. Evolution of bubbles numerical density in
rarefaction wave. Ambient liquid pressure drop rate is
equal to 8.55·1010Pa/s. Bybbles dynamic is neglected
here.

From figures 6 and 7 it is seen that initial
growth of the bubble radius and volume fraction
in the rarefaction wave, as well as rapid decrease
of the vapor pressure and temperature in growing
bubble are accompanied by permanent evapora-
tion of the liquid into the bubble. Increase of the
bubble mass leads to rise of vapor temperature
and pressure while increase of the bubble volume
fraction result in rise of the ambient pressure and,
as a result, in decrease of the bubble radius and
volume fraction providing oscillating behavior of
these values.
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Figure 6. Time variation of bubble radius, vapor pres-
sure and mass of vapor in the bubble of a typical cav-
itation bubble in rarefaction wave. Ambient liquid
pressure corresponds to rarefaction wave with pressure
drop rate equal to 8.55 · 1010Pa/s, initial equilibrium
critical bubble radius is 10−6m, pg = patm, pv = psat.

Figure 7. Time variation of bubble volume fraction,
liquid pressure, and bubble temperature. Ambient
liquid pressure corresponds to rarefaction wave with
pressure drop rate equal to 8.55·1010Pa/s, initial equi-
librium critical bubble radius is 10−6m, pg = patm,
pv = psat.

6. Conclusions

In the present paper a combined Euler-Lagrange
algorithm is proposed that allows to simulate mul-
tiphase flow structure induced by underwater ex-
plosion near the free surface. This method pro-
vides description of propagation of compression
and rarefaction waves, their interaction with each
other and with deformable free surface, inception
of cavitation in the bulk of the liquid due to pres-
sure drop in rarefaction waves.

The algorithm enables one to determine loca-
tion of the liquid-gas interfaces (free surface and
surface of the bubble produced by detonation).
Modification of conventional VOF method was
proposed for compressible media.

Evolution of a cavitation bubble in a rarefaction
wave and influence of accompanying processes on
the ambient liquid are considered. Computations
reveal qualitative effect of cavitation bubbles on
the liquid pressure.
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Experimental investigation of laser generated shock waves
and the onset of evaporation in a mini-shock glass tube filled
with water
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Constantiaplatz 4, 26723 Emden, Germany
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Abstract: Spherical shock waves generated in
water-filled glass tubes via laser-induced break-
down are investigated experimentally. The emit-
ted shock wave is consecutively followed by the
onset of a spherical cavitation bubble, which ex-
pands at a much smaller velocity. The transient
shock wave is reflected at the inner wall of the
glass tube and moves towards to the tube axis,
where the collision of the reflected shock waves
happens. In addition, interactions with reflected
shock and rarefaction waves do play an important
role, in particular, with respect to the formation
of a growing number of small vapor bubbles.

Key words: laser-induced shock wave, shocks
interaction, mini shock tube, evaporation

1. Introduction

In the 1960s Askar’yan [1] published one of the
earliest articles that cover the aspect of focused
laser light in liquids. Later in the 1970s and 1980s,
Lauternborn [2, 3] emphasized the study of cav-
itation bubble dynamics and shock wave genera-
tion through laser-induced breakdown. Teslenko
[4] investigated the shock wave pressure and bub-
ble radius in dependence of laser pulse energy and
duration. In the subsequent years till nowadays, a
wealth of investigations and applications of laser-
induced shock waves are emerging and expanding,
especially in the medical fields e.g. ocular surgery
and lithotripsy [5, 6]. This work presents the first
experimental results of the onset of evaporation in
a mini-shock tube.

2. Experimental setup

The experimental setup is a modified version of
the previous work done by Koch et al [7]. (see
Figure 1) An optical breakdown induced by a
frequency doubled and Q-switched Nd:YAG laser
(pulse duration 6 ns, pulse energy 5.6 mJ, model
Surelite I, Continuum) generates shock waves in
spherical geometry in water. By applying a
double-pulsed Nd:YAG laser (pulse duration 6
ns, pulse energy 25 mJ, model Solo III 15, New
Wave), which provides two exposures with a pre-
defined time delay in a shadow procedure, the
propagation distance of the shock wave between
two exposures can be measured, and thus the ve-
locity can be determined. In the present work, the
optical breakdown occurs in a glass tube (a larger
tube with inner diameter din = 6 mm, a smaller
tube with din = 1.7 mm), which is placed in a
glass cuvette filled with water. External pressure
of several mbar via a water tank pressure reservoir
is applied into the tube to control the position of

the water surface. The propagation and reflec-
tion of the shock waves as well as the evaporation
process is investigated.

Figure 1. Experimental setup to generate and inves-
tigate shock waves in a mini-shock tube.

3. Results

a, 0 ns b, 200 ns

c, 900 ns d, 48 µs

plasma

initial shock

initial shock

0.82 mm

stable
center
position

Figure 2. Laser-induced breakdown with subsequent
shock wave and cavitation bubble formation in a
water-filled glass tube with din = 6 mm.

Figure 2 shows the position of the optical break-
down (a), the initial spherical shock wave 200 ns
later (b) and 900 ns later (c), respectively. Fig-
ure 2(d) shows the maximum enlargement of the
cavitation bubble. A similar process is seen when
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the breakdown occurs in a water-filled cuvette in-
stead of a tube. From onset to bubble maximum,
neither the tube wall nor the water surface take in-
fluence on the bubble dynamics in this case. Since
the maximum bubble diameter is smaller than the
tube inner diameter and the distance to water sur-
face. The original images of the experiment are
recorded with an inter frame time of t = 100 ns
and an exposure time of texp = 6 ns.

a, 3.8 µs

reflected
shock wave

b, 4.1 µs

rarefaction
wave

c, 4.9 µs

rarefaction
wave

vapor
bubbles

d, 8.9 µs

vapor
bubbles

e, 10 µs f, 10.1 µs

g, 10.4 µs h, 10.6 µs

Figure 3. Evolution of the shock wave, vapor bub-
bles and shock-bubble interactions in a glass tube with
din = 6 mm.

Figure 3 presents a selected part of a series of
images which has an inter frame time of 100 ns
and an exposure time of 6 ns. In Figure 3(a),
it can be seen that the shock waves are reflected
from the inner wall and move towards the bub-
ble. In Figure 3(b) it is noticed that the reflected
shock waves hit the bubble first, and consecutively
do come into contact with each other in the mid-
dle, which leads to complicated wave structures.
After reflection of the colliding shock waves, first

vapor bubbles become visible in Figure 3(c), then
increase in number and diameter in Figure 3(d)-
(h). However, in spite of these results, it is not
yet clear whether the vapor bubbles emerge from
the leakage of the cavitation bubble or from the
evaporation in the liquid (due to the pressure re-
duction on the vertical axis). Therefore, further
detailed investigations by the utilization of a high
speed camera will be of great interest.

a

bubble minimum,
collapse start

8mm

b

2 collapse
shock waves

c d

Figure 4. Bubble collapse and emission of collapse
shock waves in a glass tube with din = 6 mm; inter
frames time is about 100 ns

Figure 4(a) shows the minimum cavitation bub-
ble during the collapse. In Figure 4(b) the bub-
ble collapses accompanied by the emission of two
spherical shock waves. Figure 4(c) and (d) show
that those bubbles rebound. In case that the fol-
lowing conditions are fulfilled, the temporal and
spatial development of the cavitation bubble from
its onset to its collapse in the glass tube is not
much different from the results which are acquired
in a cuvette: this is namely the case if the in-
ner diameter is large enough, e.g. several times
larger than the maximum cavitation bubble di-
ameter dmax (in this work, approximately 8 times
dmax); the distance between the breakdown and
the water-air boundary is also large enough (in
this work, distance 8 mm, i.e. approximately 10
times dmax).

The emitted shock wave after the collapse re-
peats the process described above, so that the pro-
cesses of bubble formation are observed in every
life circle of the bubble.

Laser-induced breakdown is also generated in
smaller glass tubes with a inner diameter din =
1.7 mm. Similar to the larger tube with din = 6
mm, Figure 5(a) shows the development of the
shock waves and the rarefaction waves as well
as their interaction with the cavitation bubble in
the smaller tube. However, since the tube has
a smaller inner diameter, the initial shock wave is
reflected after a shorter propagating time, thus the

2
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a, 110 ns

initial shock

reflected
shock

b, 190 ns

initial shock

reflected
shock

rarefaction
wave

c, 290 ns d, 500 ns

Figure 5. Shock and rarefaction wave development
and the onset of vapor bubbles, respectively, in a
water-filled glass tube with din = 1.7 mm.

reflected shock wave is stronger and the interac-
tions are more intense. In Figure 5(a), it may also
be seen that the initial shock waves are reflected
from the inner wall of the glass tube, right before
reaching the cavitation bubble. Figure 5(b) shows
the formation of the rarefaction wave which has a
shape with a spherical contour around the bub-
ble. In Figure 5(c), merely 290 ns after the laser-
induced breakdown, the first vapor bubbles can
be seen (compare to 4.9 µs by the larger tube, see
Figure 3(c)). After 290 ns, the initially emitted
spherical shock wave, which moves in the axial di-
rection, is reflected at the water-air boundary and
then continues to propagate as a rarefaction wave
that causes a spontaneous evaporation in the area
above the cavitation bubble. This phenomenon is
clearly visible in Figure 5(d) at the upper half of
the image. Moreover, the amount and size of the
vapor bubbles at the lower half of the image in-
crease as well. This can be explained by the fact
that the initial shock wave propagating in the ax-
ial downwards direction is also reflected as a rar-
efaction wave upon exiting the tube, subsequently
it propagates back into the glass tube.

4. Summary

Laser-induced shock waves in a glass tube filled
with water lead to an intense vapor bubble forma-
tion in its growth phase. The process essentially
depends on the tube diameter and on the position
of the optical breakdown relative to the water-
air boundary. Vapor bubble formation (evapora-
tion) occurs earlier in a smaller tube when com-
pared to larger tubes. This may be explained by
a more strongly reflected shock wave. The cav-

itation bubble collapses for the first time after
approximately 140-150 µs (which generally agrees
with the results presented in an earlier publication
by Garen [8]) with the emission of two spherical
shock waves, then there is a bubble rebound. The
question whether the cavitation bubble produces
the vapor bubbles due to the interaction with the
reflected shock waves from the tube wall, or due
to the rarefaction wave reflected from the water-
air boundary is still open. It is also conceivable
that the highly curved spherical shock waves lead
to pressure reduction and evaporation.
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R, Teubner U (2012) Time-resolved measure-
ments of shock-induced cavitation bubbles in
liquids, Appl Phys B 108:345–351
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Thermochemical Non-equilibrium Phenomenon behind the
Strong Bow Shock for Reentry Vehicles

H. Otsu
Ryukoku University, Seta Oe-cho, Otsu, Shiga, 5202194, Japan
T. Abe
ISAS / JAXA, Sagamihara, Kanagawa, 2525210, Japan

1. Introduction

The Institute of Space and Astronautical Sci-
ence (ISAS) is planning a new sample return mis-
sion from outer planets such as Jupiter and Sat-
urn. In this program as already performed in
HAYABUSA mission (Kawaguchi et. al (1996)),
the reentry capsule is designed to enter directly
from the interplanetary orbit into the Earth at-
mosphere with a super-orbital speed in order to
reduce the mass and the complexity of the vehicle
system. In the reentry flight the capsule must be
exposed to a very severe aerodynamic heating con-
dition compared to the reentry flight from Lower
Earth Orbit (LEO). Thus, the development of the
thermal protection system (TPS) is one of the key
technologies for the super-orbital reentry flight.

For the design of TPS, the aerodynamic heat-
ing rate must be predicted accurately. Never-
theless the ambiguity of the estimated aerody-
namic heating rate still remains. This means
that the margin such as the thickness of TPS
should be considered to take account of the ambi-
guity. Additionally, the change of the flight ve-
locity due to some unexpected troubles should
be taken into account to protect the reentry cap-
sule from the severe reentry heating environment.
Especially, in the case of the super-orbital reen-
try flight, the radiative heat flux, which is very
sensitive to the vibrational-electronic tempera-
ture inside the shock layer, becomes dominant
(Otsu et. al (1998)). The vibrational-electronic
temperature is sensitive to the reentry flight veloc-
ity. When the vibrational-electronic temperature
is relatively high the ionization rate is also rela-
tively high and thus the gas inside the shock layer
is not weakly but highly ionized plasma, which
will be different from the gas models that are
widely used for estimating the reentry heating en-
vironment.

In the new mission shown above the reentry ve-
locity will be expected to be much larger than 12
km/s. The current thermochemical model is not
designed to evaluate the flow properties for the
super-orbital reentry flight condition. This means
that the effect of the reentry velocity on the flow
properties should be considered carefully and the
applicability of the current thermochemical model
should be also considered.

Thus, the objective of this paper is to inves-
tigate the effect of the reentry flight velocity on
the reentry heating environment for super-orbital
reentry flight. Especially, we focused on the ther-
mochemical non-equilibrium phenomenon inside
the shock layer which has a significant impact on
the convective and radiative heat flux for super-

orbital reentry vehicle.

2. Thermochemical models

2.1. Governing equations

The governing equation of the thermally and
chemically non-equilibrium flow can be repre-
sented by Gnoffo et. al (1989)

∂U

∂t
+

∂Fj

∂xj
= S, (1)

where U , Fj , and S are the vector of con-
served quantities, flux vector, and the source vec-
tor, respectively. Park’s two-temperature model
(Park (1987)) for thermal non-equilibrium is con-
sidered. In this model, translational and rota-
tional temperatures are represented by a common
temperature T , while a vibrational temperature
of each molecule, an electronic excitation temper-
ature of each species, and a translational tempera-
ture of free electron are represented by a common
temperature TV . The vector of conserved quanti-
ties U is as follows;

U = (ρs, ρuj , ρe, ρeV )
t
, (2)

where ρs is the density of each species, uj is a flow
velocity component, e is the total energy of per
unit mass, and eV is the summation of vibrational
energy of each molecule, translational energy of
free electron and electronic excitation energy per
unit mass. The vibrational energy of each species
is calculated using the harmonic oscillator model,
while the first two terms of partition function are
considered for the electronic excitation energy of
each species.

The relaxation time of each species for a
translational-vibrational energy relaxation is cal-
culated using the semi-empirical correlation pro-
posed by Millikan et. al (1963) and the correction
term suggested by Park (1987) are considered. As
for the molecular process that a certain amount of
energy is removed at dissociation or is added at
recombination of molecules, the amount of the en-
ergy is set to be 30% of the dissociation energy of
each molecules (Sharma et. al (1988)), according
to the standard “preferential dissociation model”
(Park (1990)).

Finite rate chemical reaction model is one of
the most important part for a numerical simula-
tion of a hypersonic and high-enthalpy flow. This
is because the dissociation and ionization process
of chemical species, requiring a large amount of
energy, leads to not only a rapid decrease of tem-
peratures in the shock layer but also a significant
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change of the shock shape and location. For a dis-
sociating air, we considered 11 species consisting
of N, O, N2, O2, NO, N+, O+, N2

+, O2
+, NO+,

and e−. As for rate coefficients for the chemical
reaction between them, Park’s reaction model for
air species are considered. The average temper-
ature Ta for dissociation reactions was evaluated
by the following relationship,

Ta = T 0.7 × TV
0.3. (3)

The backward rate for chemical reactions are cal-
culated using the equilibrium constant evaluated
by the following curve fit.

lnKeq,r = Ar
1
/Z+Ar

2
+Ar

3
lnZ+Ar

4
Z+Ar

5
Z2 (4)

where
Z = 10000/T (5)

The constants Ar
n are found in Park (1990).

The viscosity of each species is evaluated by
curve-fitting method based on the tabulated data
(Gupta et. al (1990)). The heat conductivity of
the translational, vibrational and electron tem-
perature are calculated using an Eucken’s relation
(Vincenti et. al (1965)). The total viscosity and
conductivity are calculated using Wilke’s semi-
empirical mixing rule (Wilke et. al (1950)). The
diffusion coefficient between the species are eval-
uated based on the Yos model. The diffusion co-
efficients for ions are doubled in order to take ac-
count of the ambipolar diffusion effect, and a local
charge neutrality is assumed to be kept through-
out the flow field.

3. Numerical Method

In the simulation, the strong shock wave and,
therefore, a shock layer with a complex chem-
ical non-equilibrium are expected to appear in
front of the reentry body. Generally speaking,
in a stand point of the stability of the numer-
ical simulation, the stronger the shock wave is,
the tougher the simulation is. Considering the
calculation condition, we selected the Advection
Upstream Splitting Method (AUSM) type scheme
(Liou et. al (1993)), which is known to be able to
capture a stationary discontinuity such as a shock
wave with less numerical dissipation and is strong
enough to calculate the strong shock waves and
expansions. Additionally, its flux splitting scheme
is preferable to apply it to a large system of equa-
tions like the present one.

In the present study, the stiffness problem re-
lated to the chemical reactions is expected. To
mitigate this problem, we used the improved di-
agonal implicit method (Otsu et. al (2002)).

The computational grid has 31 points along the
body surface and 100 points along the line normal
to the body surface.

4. Preliminary Results

The calculation condition is summarized in Table
1. At the surface, the non-catalytic wall condi-
tion is applied and the surface temperature is cal-
culated using the equilibrium wall condition with
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Figure 1. Distribution of pressure and temperatures
along the stagnation line for case 1 (top), 2 (middle)
and 3 (bottom)

the emissivity of 0.725. The free stream tempera-
ture is set to be 250 [K]. The test model shape is
assumed to be a sphere with a radius of 20 [cm],
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Figure 2. Distribution of chemical species along the
stagnation line for case 1 (top), 2 (middle) and 3 (bot-
tom)

which is the same radius of MUSES-C reentry cap-
sule.
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Figure 3. Relationship between flight velocity and
mass fraction of N+ and O+

Figure 1 and 2 show the temperature and pres-
sure distribution and the distribution of chemi-
cal species along the stagnation line, respectively.
From fig. 1 as the velocity increases we can observe
that the maximum temperature and the equilib-
rium temperature inside the shock layer increases
drastically. Especially the change of the equilib-
rium temperature has a significant impact on the
radiative heat flux. The region where the thermal
non-equilibrium exists becomes small as the veloc-
ity increases. This is because the pressure inside
the shock layer increases.

From fig. 2 as the velocity increases we can ob-
serve that the mass fraction of the ionized species
increases drastically. Especially the mass fraction
of N+ increases up to about 65% and the mass
fraction of O+ also increases up to about 20% in
case 3. In the non-equilibrium region the mass
fraction of N is very large because of dissociation
reaction of N2.

In the super-orbital reentry flight condition, the
mass fraction of N+ and O+ is one of the key prop-
erties that show the ionization level because N+

and O+ are created by the electron impact ioniza-
tion that has a significant impact on the temper-
ature distribution inside the shock layer. Figure 3
shows the relationship between the flight velocity
and the maximum value of the mass fraction of
N+ and O+ on the stagnation line. The upper
limit of N+ and O+ is also shown in the same
figure. From this figure, we can observe that the
mass fraction of N+ and O+ increases almost lin-

Table 1. Calculation Conditions

Velocity [m/s] Density [kg/m3]

case 1 12000 2.00e-4
case 2 15000 2.00e-4
case 3 18000 2.00e-4

3

21st Intl. Shock Interact. Symp. 173 3 - 8 Aug. 2014, Riga, Latvia



early as the velocity increases. When the velocity
is 18 km/s (case 3) the mass fraction of N+ and
O+ is close to the upper limit. This means that
when the velocity is much larger than 18 km/s no
more chemical reaction mechanism that decreases
the temperature inside the shock layer is prepared
in the current chemical reaction model. This sug-
gests that when the velocity is much larger than
12 km/s the new chemical reactions such as elec-
tron impact ionization of N++ and O++ should be
introduced to estimate the temperatures distribu-
tion inside the shock layer accurately.
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Numerical simulation of reactive gas mixes flows in the
detonation engine

S. N. Martyushov The Moscow Aviation Institute - National Research University, Moscow,
Russia, Volokolamskoe 4, Moscow, 125993, Russia

Two mathematical models where used for nu-
merical simulation of flows of reactive gas mixes:
the simplified mathematical model of two-phase
chemical reaction and model based on the full sys-
tem of gas dynamics equations accompanied with
the system of kinetics equations in the integral
form. The state equations for everyone compo-
nent of gas are set in tabular form, thus the en-
thalpy of formation and heat conductivity are con-
sidered as tabular functions of temperature of gas
mix. The gas mix was assumed to be non viscous
For application of modern TVD or ENO algo-
rithms transition to characteristic variables of full
system of the equations for any number of compo-
nents of gas mixes is carried out. Decomposition
on eigenvectors was made for real tabular equa-
tions of state. For realization of numerical algo-
rithm on the basis of mathematical model tran-
sition to dimensionless unknowns is carried out,
namely for gas dynamics unknowns, constants of
kinetics of chemical reactions and tables constants
of the equations of state. The formulation of
boundary condition for reactive gas mixes is dis-
cussed. Numerical simulation of flows in the com-
bustion chambers of two configurations of deto-
nation engines was carried out. 1. Mathematical
models.

For correct numerical simulation of flows of re-
acting mixes in combustion chambers of detona-
tion engines with separate injection of fuel and
an oxidizer it is necessary to consider changing
(on time and space) concentration of mix compo-
nents not only at the expense of chemical reac-
tions, but also at the expense of convection. Two
mathematical models were used: system of the
equations of gas dynamics added with full sys-
tem of the equations of kinetics and the simplified
two-phase model Levin et al. 1972 including the
induction period and the subsequent period of re-
action. Gas was assumed nonviscous. The system
of the equations of ideal gas and the kinetic equa-
tions in the integral form for axial symmetric flows
can be presented as follows:

d

dt

∮

V

−→
U dV +

∮

S

−→n F̂dS + Φ = 0, (1)

where conservative unknowns vector will be:−→Q =
(ρ,−→m, ρe, ρci, i = 1, ..., n, of length i + 4, ρ, ci =
ρi/ρ - component density and concentration per
unit mass, consequently, Φ = (0, 0, 0, 0, ρfi) -
source term, vector of fluxes normal to bound-
ary of control volume can be written in the form:
~Fn = ~nF̂ = (~m, ~m/ρ + P ~I, ~m(e + P )/ρ, ~mci),
where pressure P = ρRBT

∑ ci

µi
- equation of

state, e = RBT
∑ ci

µi
/(γ−1)+V 2/2+

∑
cihi - full

energy of finite volume,
∑

cihi - internal energy
of chemical reactions.

Equations of chemical reactions can be pre-
sented as follows:

∑N
i=1 αijAi =

∑N
i=1 βijBi j =

1, ..., M , where M,N - - number of reactions and
components of the mix, αij , βij - stekchiometric
coefficients of direct and inverse reactions. Ar-
rhenius hypothesys is predicted for calculating of
speeds of changing of mix components concentra-
tion (eq. 1, source term):

fi =
dci

dt
=

M∑

i=1

(βij − αij)Wj(~c, T ) (2)

where Wj(−→c , T ) = kf

∏N
i=1 c

αij

i − kb

∏N
i=1 c

βij

i

kf,b = Af,kT lf,bexp(−Ef,b/RT )). Scheme with
9 hydrogen - air reactions, similar to used in
Liberman et al. 2006 was used. Transition to
characteristic unknowns is essential element of
nowadays TVD and ENO algorithms. This tran-
sition was performed by Roe-Pike method: ∆F =
FR − FL =

∑N
k=1 ∆i+1/2Wkλk ~rk, ∆i+1/2Wk - in-

tensity of characteristic wave. For calculation of
flow throw the bound of control volume we have
the next relations:

FL+
N∑

λk>0

∆i+1/2Wkλk~ri = FR+
N∑

λk<0

∆i+1/2Wkλk~ri

;

Fi+1/2 =
1
2
(FL + FR)− 1

2

N∑

i=1

∆i+1/2Wk|λk|rk,

(3)
where ~ri, ~Li -right and left eigenvectors
of Jacobian matrix A( ~Q) = ∂ ~Fn/∂ ~Q,
∆ ~W = ~L∆ ~Q. For finding ∆ ~W one can
use equality ∆ ~W ~R = ∆ ~Q , where ∆ ~Q =
(∆ρ, ∆(ρU), ∆(ρV ),∆E, ∆(ρc1), ..., ∆(ρcn))T .
System of the right eigenvectors ~ri for
A( ~Q) = ∂ ~Fn/∂ ~Q can be taken in the form:

~r1) = (0, 0, 1, V, 0, ..., 0)T , (4)

~r2 = (0, 0, 1, V, 0, ..., 0)T , ~r3 = (1, U +
a, V,H + Ua, c1, ..., cn)T , ~r4 = (1, U − a, V, H −
Ua, c1, ..., cn)T , ~r5 = (0, 0, 0, h1, 1, ..., 0)T , ~r6 =
(0, 0, 0, h2, 0, 1, ..., 0)T , ~rn = (0, 0, 0, hn, 0, ..., 1)T ,
~λ = (U,U,U + a, U − a, U, ..., U). where U = ~V ~n,
V = ~V ~τ - normal and tangential to bound of con-
trol volume components of gas velocity. Denoting
∆W = (α1, α2..., αn) we can solve system of linear
equations for finding components α1, α2..., αn:

α2 + α3 + α4 = ∆ρ (5)
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Uα2 +(U +a)α3 +(U−a)α4 = ∆(ρU) α1 +V α2 +
V α3 + V α4 = ∆(ρv) V α1 + ωα2 + (H + Ua)α3 +
(H − Ua)α4 + Σn

i=1αihi = ∆(E) ci(α3 + α4) +
αi = ∆(ρci) System (5) has the simple decision
for arbitrary number of gas mix components:

α2 = ∆ρ(H − U2 − Σn
i=1cihi) (6)

+∆(ρU)U + Σn
i=1hi∆(ρci) − Ẽ)/ω α4 = ((U +

a)∆ρ − ∆(ρU) − aα2)/2a; α3 = (−(U − a)∆ρ +
∆(ρU) − aα2)/2a; α1 = ∆(ρV ) − V ∆ρ αi+4 =
∆(ρci) − ci(∆ρU − α2), i = 1, ..., n Ẽ = ∆E −
V (∆(ρV ) − V ∆ρ). analogous formulae can be
written for three dimensional case. For state equa-
tions of real gases mathematical model (1)-(6) was
modified in the next way. Adiabatic quotient γ
was calculated in connection with classic formu-
lae for value of γ for one, two and three atomic
gases:

γ = Σi15ci/7 + Σi25ci/3 + Σi34ci/7

where i1, i2, i3 - number of one, two and three
atomic components of gas mixes. Calculation of
temperature on every time step where providing
with respect to dependence of enthalpy formation
from temperature by iterative algorithm:

P = (γ − 1)(ρe− ρ~V 2/2 + Σiρihi(Tn), (7)

Tn+1 = P/ρRB

∑ ci

µi

In connection with Glaister 1988 for real state
equations parameter ω for calculation of eigen-
vector ~r2 was calculated by the formulae ω =
H − ρU2/(∂P/∂i), where i - internal energy of
gas mix (for ideal gases ω = a2/(γ − 1). Keep
in mind high meanings of chemical reaction con-
stants and temperature value during detonation
process normalizing of gas dynamics parameters
and constants of Arrhenius formulae where pro-
viding, namely: pressure P by ρ0q, temperature
by q/R, where q,R - enthalpy of formation of mass
unit for water (gas) and gas constant for dry air.
Time was normalized by l/

√
q,gas velocity and

sound speed was normalized by
√

q . Energy of
activation of mass unit Ef,b and pre exponential
factor in (2) where normalized by q and

√
q , con-

sequently.

The second mathematical model introduced
in Levin et al. 1972 and corresponding simplified
model of two-phase chemical reaction, including
the induction period and the subsequent reaction
period was used for numerical simulation of det-
onation in gas mixes oxygen-hydrogen. Gas also
was assumed non viscous. This model was used
for three dimensional numerical simulations. The
system of the equations of ideal gas and the kinetic
equations in the integral form for axial symmetric
flows is exactly similar to (1) with different mean-
ings of values, namely, conservative unknowns vec-
tor will be: where conservative unknowns vector
will be: −→Q = (ρ,−→m, ρe, ρβ, ρα), where −→m = ρ−→u -
impulse vector,ρ - density of gas mix, e - internal
energy per volume unit, α = −1/τind - parameter

of induction,β - parameter of reactive component
density, Φ = (0, 0, 0, 0, ρwβ , wα), where wβ , wα) -
velocities of kinetic unknowns changes. Vector of
fluxes normal to boundary of control volume can
be written in the form: −→Fn = −→n F̂ = (−→m,−→m/ρ +
P
−→
I ,−→m(e + P )/ρ,−→m−→B ),where P -pressure of gas

mix, −→B = (β, α). Arrhenius hypothesys is pre-
dicted for speeds of kinetics unknowns:

wα = dα/dt = −k1P exp(−E1/RT ), (8)

wβ = dβ/dt =



−k2P

2[β2e−E2/RT − (1− β2)e−(E2+q)/RT ]
, α = 0
0, α 6= 0.

where P = ρRT , e = RT/(γ − 1) + −→
V

2
/2 + βq,

q - energy of reaction. Despite of simplicity this
kinetic model is widely spread because of it pre-
serves mean features of full system of kinetic equa-
tions: Arrhenius hypothesys of functions form,
period of induction instead of time period of radi-
cal component appearance and backward reaction
possibility. Essential features of coefficients in Ar-
rhenius formulae are evident for simplified system
(3) and not clear for full system of kinetic equa-
tions. In addition to both mathematical models
boundary condition on the ring nozzle (for un-
stable flows) can be formulated in the following
form. Meanings of pressure P

′
, P

′′
for supersonic

and subsonic flows for Laval nozzle (with quotient
S/S∗ = λ and meanings of gas dynamics values in
reactor ρm, Pm) can be found as roots of nonlinear
equation:

(P/Pm)1/γ(1− (P/Pm)(γ−1)/γ)1/2 = (9)

(2/(γ + 1))1/(γ−1)((γ − 1)/(γ + 1))1/2/λ In this
conditions gas dynamics values on Laval nozzle
exit can be found as follows: u = 0 when Pm <
Pp; P = Pp when P

′
< Pp < Pm; P = P

′
,

u = umax

√
1− (P/Pm)(γ−1)/γ , ρ = ρ∗(P/P∗)1/γ

when P
′′

< Pp < PPm ρuS = ρ∗u∗S∗, γP/(γ −
1)ρ + u2/2 = u2

max/2 when Pp < P
′′
.

Numerical simulations.

Flow in pulsing detonation engine On the ba-
sis of full system of gas dynamics and kinetics
(1) flow in pulsing detonation engine was calcu-
lated. A pulse detonation engine is a type of
propulsion system that utilizes detonation waves
for efficient combustion of the fuel and oxidizer
mixture. Different designs of detonation engine
have been proposed and investigated during the
past decades. The advantage of type of detona-
tion engine, introduced in Levin et al. 2000 are:
the absence of moving parts in its design; conti-
nuity injection of fuel into resonator; very high
frequencies of cycles. This engine comprises a re-
actor, where fuel-oxidizer mixture is prepared for
detonation and a and resonator chamber of semi-
sphere form, Fig. 1.

Gaseous mixture flows from the reactor into the
resonator through a ring nozzle. The parameters

2
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Figure 1. Scheme of Resonator of PDE with ring noz-
zle

that determine the flow apart from the composi-
tion of the fuel-oxidizer mixture are the magni-
tudes of pressure and temperatures in the reactor
and in the external space and the sizes of the exit
cross-section and the critical cross-section of the
ring nozzle. On the exit section of ring nozzle the
gas dynamics parameters are defined as the de-
cision of Laval’s nozzle problem. In the resulted
variants of calculation the values of parameters,
similar to used in [4], have been chosen: ; Two
types of resulting flows were defined as numerical
simulation results: flow with low amplitude of gas
dynamic parameters frequencies for ratio of pres-
sure in the Laval nozzle ; and essential periodical
one for . Those results shows up, that with us-
ing the parameters of flow, close to specified in
[9], pulsing character of flow is observed, however
a detonation of the gas mixture appears not in
a vicinity of the center of sphere, but in vorti-
cal structures near the ring jet. It seems, that
such mechanism of appearance of the detonation
is more realistic for essentially non-stationary and
pulsing flows then one in [9], where declared the
exact focusing of the shock wave in the center of
the sphere. The results of calculations, illustrated
on Fig. 2, Fig. 3

Flow in rotating detonation engine On the basis
of simplified system of gas dynamics and kinetics
(8) three dimensional flow in rotating detonation
engine, Introduced in Zhdan et al. 2009 was cal-
culated. Scheme of this engine is drown on Fig. 4

The engine consist of two parts: cylindrical
channel (Fig.3, 1) and channel with conical inter-
nal boundary (Fig.3, 2). At the initial moment air
begin moves from reactor 3 throw the ring nozzle
4. Hydrogen begin to move from second chamber
throw the injectors 5 or 6. Detonation initiated
by explosion of aluminium foil on internal bound-
ary of conical channel 2. The aim of numerical
experiments was finding regimes of long life deto-

Figure 2. Isopicts (black) and level lines of tempera-
ture at the beginning of cycle

Figure 3. Isopicts (black) and level lines of tempera-
ture at the middle of cycle

Figure 4. Scheme of rotating detonation engine from
Zhdan et al. 2009

Figure 5. Initial period of process, isopicts (black)
and level lines of reactive component density (grey) in
meridian sections of conical part of engine

nation wave propagation in axial direction On the
Fig. 5Fig. 6 isopicts (black) and level lines of re-

3
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Figure 6. Initial period of process, isopicts (black)
and level lines of reactive component density (grey) in
cross sections of conical part of engine

Figure 7. isopicts (black) and level lines of reactive
component density (grey) on the up boundary of chan-
nel surface of conical part of engine for consequent
period of process

Figure 8. isopicts (black) and level lines of reactive
component density (grey) on the cross sections of con-
ical part of engine for consequent period of process

active component density (grey) in meridian and
cross sections of conical part of engine in initial
period of process are drown. On the Fig. 7 Fig. 8
isopicts (black) and level lines of reactive compo-
nent density (grey) on the up boundary of channel
surface and cross sections of conical part of engine
for consequent period of process are drown

Results of numerical simulation shows propaga-
tion of initial detonation wave in asimutal direc-
tion and formation after detonation wave irreg-
ular structures similar to detonation cells. This
results also show possibility of using simplified
model (7) for numerical simulation of three di-
mensional flows with detonation and shock waves
propagation.
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Vibrational-chemical coupling in air flows behind shock waves

O. Kunova, E. Nagnibeda, I. Sharafutdinov
Department of Mathematics and Mechanics, Saint Petersburg State University, 198504 Saint
Petersburg, Russia

1. Introduction. The accurate models for
non-equilibrium reacting air flows are needed for
prediction of flow parameters on the trajectory
of nonexpendable space vehicles in their reentry
into the Earth atmosphere, in experiments car-
ried out in high-enthalpy facilities, in supersonic
gas flows in nozzles and jets. The existing experi-
mental data (see Chernyi et al. (2004)) show that
in high-temperature flows, the relaxation time for
vibrational degrees of freedom and chemical re-
actions appear to be comparable with the char-
acteristic time for the variation of basic gas flow
parameters. Therefore, while mathematical mod-
eling of a flow, the equations of gas dynamics and
vibrational-chemical kinetics should be considered
jointly. Different models for vibrational-chemical
coupling are proposed in a number of papers (see
Refs. Nagnibeda et al. (2009)).

The most rigorous approach is based on the
solution of equations for gas flow parameters and
vibrational level populations of molecular species.
This approach receives much attention for
study of different gas flows behind shock waves
(Kustova et al. (2000), Lordet et al. (1995),
Park (2006)), in non-equilibrium bound-
ary layer (Capitelli et al. (1997)), in nozzles
(Shizgal et al. (1996), Kustova et al. (2002)),
in a shock layer near blunt bodies
(Candler et al. (1997)). However, practical
realization of this approach for multi-component
reacting mixtures occurs extremely computa-
tionally consuming because a large number of
equations for vibrational distributions for all
molecular species should be solved at each time
and space step of numerical calculations. There-
fore, up to recent time, most of the numerical
results based on consideration of the detailed
state-to-state kinetics in air components are
obtained only for the flows of binary mixtures
of molecules and atoms. In the present paper,
the state-to-state kinetic model is proposed for
the flows of the shock heated 5-component air
mixture taking into account dissociation, re-
combination, exchange reactions and vibrational
energy transitions. The equations for vibrational
distributions are coupled to the equations for
macroscopic flow parameters and solved numer-
ically for various test cases typical for re-entry
conditions.

Along with the state-to-state approxima-
tion, more simple three-temperature and one-
temperature models based on quasi-stationary vi-
brational distributions are applied for study of the
same flows. The comparison of the results ob-
tained using three approaches shows the influence
of a kinetic model on gas flow parameters and vi-
brational distributions behind shock waves.

2. State-to-state approach. The full
scheme of the kinetic processes in the re-

laxation zone behind shock waves occurring
in hypersonic flows of 5-component air mix-
ture N2(i)/O2(i)/NO(i)/N/O includes vibra-
tional energy transitions and chemical reac-
tions. The existing experimental data (see
Chernyi et al. (2004)) show that the translation
and rotational degrees of freedom equilibrate
much faster comparable to the vibrational and
chemical relaxation. Therefore we suppose that
equilibrium distributions over the velocity and ro-
tational energy establish within the shock front
with the characteristic length of about several
mean free paths and then maintain during the vi-
brational energy excitation and chemical reactions
in the relaxation zone behind a shock. The length
of the relaxation zone reaches many tens and even
hundreds mean free paths. In the present paper
we do not take into account electronic excitation
and ionization and the temperature range is re-
stricted by the conditions when the influence of
these processes on flow field parameters remains
slight. In the free stream before the shock front
the air mixture is supposed to be local equilib-
rium.

In the considered mixture the vibrational re-
laxation proceeds through the following collision
processes:

- VV vibrational energy exchanges at the collisions
of molecules of the same species

c(i) + c(k) = c(i ′) + c(k ′), c = N2,O2,NO, (1)

- VV’ exchanges between the molecules of various
species

c(i) + d(k) = c(i ′) + d(k ′), d = N2, O2, NO,

d 6= c, (2)

- VT(TV) exchanges between vibrational and
translational energies

c(i) + M = c(i ′) + M, c = N2, O2, NO,

M = N2, O2, NO, N, O. (3)

Here i, k and i′, k′ are vibrational states of
molecules before and after a collision, respec-
tively. Simultaneous VTR(TRV) exchanges of vi-
brational, rotational and translational energies are
neglected as less probable for considered diatomic
molecules.

Chemical processes behind a shock wave include
state-specific exchange reactions

N2(i) + O = NO(i ′) + N, (4)

O2(i) + N = NO(i ′) + O, (5)

dissociation and recombination

N2(i) + M = N + N + M, (6)
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O2(i) + M = O + O + M, (7)
NO(i) + M = N + O + M. (8)

The non-equilibrium air flow under the consid-
ered conditions is described by the equations for
the vibrational level populations nci of molecu-
lar species c = N2,O2,NO and number densities
of atoms cat = N, O coupled to the conservation
equations for impulse and total energy. The sys-
tem of equations for a multi-component reacting
mixture in the state-to-state approximation is de-
rived by Nagnibeda et al. (2009) from the kinetic
equations for distribution functions on the basis
of the Chapman-Enskog method generalized for
rapid and slow kinetic processes. In the zero-
order (Euler) approximation of non-viscous non-
conducting flow of the considered mixture we ob-
tain:

dnci

dt
+ nci∇ · v = Rvibr

ci + R2↔2
ci + R2↔3

ci ,

i = 0, 1, . . . lc, (9)

dncat

dt
+ ncat∇ · v = R2↔2

cat
+ R2↔3

cat
, (10)

ρ
dv
dt

+∇p = 0, (11)

ρ
dU

dt
+ p∇ · v = 0. (12)

Here ρ is the gas density, p is the pressure, v is the
velocity vector, U is the total energy of the unit
mass, lc are the numbers of excited vibrational
levels i of molecules N2, O2, NO. The values lc
are found by equalizing of the energies of the last
level and dissociation, then lN2 = 46, lO2 = 35,
lNO = 38. The total energy U is defined as a
sum of translational, rotational, vibrational and
formation energies:

ρU =
3
2
(nN2 + nO2 + nNO + nN + nO)kT +

+(nN2 + nO2 + nNO)kT +
∑

c,i

εc
inci +

∑

d

εdnd,

c = N2, O2, NO, d = NO, N, O, (13)

where T is the gas temperature, k is the Boltz-
mann constant, εc

i is vibrational energy of species
c at i-th vibrational level, εd is the forma-
tion energy of a particle of d species, nc (c =
N2, O2, NO,N, O) is the number density of parti-
cles of c species. Right-hand sides of Eqs. (9)-(10)
describe the kinetic processes (1)-(8).

In the case of the 1-D steady-state flow of the
considered mixture in the relaxation zone behind
a plane shock wave the equations (9)-(12) for the
functions nN2i(x), nO2i(x), nNO(x), nN(x), nO(x),
T (x), v(x) take the form:

d(vnN2i)
dx

= Rvibr
N2i + R2↔2

N2i + R2↔3
N2i ,

i = 0, 1, . . . lN2 , (14)

d(vnO2i)
dx

= Rvibr
O2i + R2↔2

O2i + R2↔3
O2i ,

i = 0, 1, . . . lO2 , (15)

d(vnNO)
dx

= −
lN2∑

i=0

R2↔2
N2i −

lO2∑

i=0

R2↔2
O2i + R2↔3

NO , (16)

d(vnN)
dx

= −2
lN2∑

i=0

R2↔3
N2i −R2↔3

NO −

−
lN2∑

i=0

R2↔2
N2i +

lO2∑

i=0

R2↔2
O2i , (17)

d(vnO)
dx

= −2
lO2∑

i=0

R2↔3
O2i −R2↔3

NO −

−
lO2∑

i=0

R2↔2
O2i +

lN2∑

i=0

R2↔2
N2i , (18)

ρ0v
2
0 + p0 = ρv2 + p, (19)

h0 +
v2
0

2
= h +

v2

2
. (20)

Here h is the enthalpy of the mixture in the unit
mass, index “0” indicates the values of parameters
in the free stream.

For simplicity of calculations we suppose that
NO molecules remain on the zero-th vibrational
level during relaxation processes. This assump-
tion is often accepted because NO molecules con-
stitute a small part of the mixture under consid-
ered conditions and their excitation does not in-
fluence noticeably on flow parameters (see for ex-
ample Capitelli et al. (1997)).

The relaxation terms in Eqs. (14)-(18) contain
state-specific rate coefficients for energy transi-
tions and chemical reactions (1)-(8). In the liter-
ature, a number of theoretical and experimental
estimates for rate coefficients of vibrational energy
transitions, dissociation and exchange reactions in
different temperature intervals are available (see
Chernyi et al. (2004)).

Rate coefficients of VV, VV’, VT(TV) tran-
sitions are calculated using the most commonly
considered formulae of the theory proposed by
Schwartz et al. (1952) and later generalized by
Gordiets et al. (1986), Gordiets et al. (1988).

For dissociation rate coefficients the
model of Marrone et al. (1963) modified by
Nagnibeda et al. (2009) for the state-to-state
approximation is used. Following this model, we
have

kM
ci,diss = ZM

ci (T )kM
c,diss−eq(T ), (21)

ZM
ci is the state-depending non-equilibrium factor:

ZM
ci (T ) =

Zvibr
c (T )

Zvibr
c (−Uc)

exp
[
εc
i

k

(
1
T

+
1
Uc

)]
,

here Uc = Dc/6k is the model parameter,
kM

c,diss−eq is thermal equilibrium dissociation rate
coefficient calculated using the Arrhenius formula:

kM
c,diss−eq = ATn exp

(
−Dc

T

)
. (22)

2
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The values n, A in (22) for reactions in the air
mixture are available in several papers for vari-
ous temperature intervals. The values used in the
present paper are given by Rond et al. (2004) and
presented in the table 1.

Table 1. Coefficients in the Arrhenius’ equation
(22). In Eq.(22) the rate coefficients kM

c,diss−eq are

in mol−1cm3s−1.

A n Dc, K
N2 0.25 · 1020 -1 113200
O2 0.91 · 1019 -1 59370
NO 0.41 · 1019 -1 75330

For state-specific rate coefficients of exchange
reactions (4), (5) the empirical formulas proposed
by Warnatz et al. (1992) are used:

kO,N
N2i,NO = C(i + 1)T β ×

× exp

[
−Ea − εN2

i

kT
Θ̃(Ea − εN2

i )

]
, (23)

(C = 4.17 · 1012, β = 0 , Ea = 0.53 · 10−18 J),

kN,O
O2i,NO = C(i + 1)T β ×

× exp

[
−Ea − εO2

i

kT
Θ̃(Ea − εO2

i )

]
, (24)

(C = 1.15 · 109, β = 1.0, Ea = 0.43 · 10−19 J).
Here Θ̃ is the Heaviside function, Ea is the
reaction activation energy, the rate coefficients
kO,N
N2i,NO and kN,O

O2i,NO are in mol−1cm3s−1.

The rate coefficients for recombination
and backward exchange reactions are found
using the detailed balance principle (see
Nagnibeda et al. (2009)).

3. Multi-temperature and one-
temperature approaches. In the vi-
brationally excited gas, VV vibrational
energy exchanges occur much more fre-
quent compared to other vibrational energy
transitions (see Stupochenko et al. (1967),
Gordiets et al. (1988)). Under this condition,
as a result of rapid VV exchanges, the quasi-
stationary distributions over vibrational levels
establish within a thin layer, and then VV’
and TV(VT) transitions along with chemical
reactions proceed in the relaxation zone. In this
case, vibrational level populations in considered
mixture are derived by Chikhaoui et al. (2000)
from the kinetic equations and expressed in term
of vibrational temperatures of species and the gas
temperature. Such a distribution was proposed
by Treanor et al. (1968) for one-component gas
with the rapid VV exchange for anharmonic
oscillator model of molecular vibrations. In our
case distributions of N2,O2, NO molecules over
vibrational levels take the form:

nT
ci =

nc

Zvibr
c (T, T c

1 )
×

× exp
(
−εc

i − iεc
1

kT
− iεc

1

kT c
1

)
. (25)

Here T c
1 are the vibrational temperatures of the

first level for species c = N2, O2,NO, Zvibr
c (T, T c

1 )
are the non-equilibrium partition functions:

Zvibr
c (T, T c

1 ) =
lc∑

i=0

exp
(
−εc

i − iεc
1

kT
− iεc

1

kT c
1

)
.

If the vibrational excitation of NO molecules is
not taken into account, only two vibrational tem-
peratures are introduced TN2

1 , TO2
1 .

For harmonic oscillators the expressions (25)
are reduced to the non-equilibrium Boltzmann
distributions with vibrational temperatures T c

v =
T c

1 :

nB
ci =

nc

Zvibr
c (T c

1 )
exp

(
− εc

i

kT c
1

)
, (26)

where Zvibr
c (T c

1 ) =
lc∑

i=0

exp
(
− εc

i

kT c
1

)
.

In the thermally equilibrium mixture vibra-
tional temperatures equalize to the gas temper-
ature due to rapid VV’, VT exchanges and vi-
brational level populations are described by the
Boltzmann distributions (26) with the gas tem-
perature T c

v = T .

The governing equations (9)-(12) are essentially
simplified on the basis of quasi-stationary dis-
tributions. In the three temperature approach
lN2+lO2+2 = 83 equations (9) for vibrational level
populations of N2 and O2 molecules are reduced
to four equations: two equations for nN2 , nO2 and
two equations for TN2

1 , TO2
1 . The temperatures

T c
1 are connected with the total numbers Wc of

vibrational quanta of species c per unit mass:

ρcWc(T, T c
1 ) =

lc∑

i=0

inT
ci(T, T c

1 ). (27)

Finally, the system of governing equa-
tions for macroscopic parameters nc
(c = N2, O2,NO, N,O), v, T , T c

1 (c = N2,O2) in
the three-temperature approach takes the form:

dnc

dt
+ nc∇ · v = R2↔2

c + R2↔3
c ,

c = N2,O2,NO, N,O, (28)

ρ
dv
dt

+∇p = 0, (29)

ρ
dU

dt
+ p∇ · v = 0, (30)

ρc
dWc

dt
= Rw

c −mcWc(R2↔2
c + R2↔3

c ),

c = N2, O2, (31)

Rw
c =

lc∑

i=0

iRvibr
ci . (32)

3

21st Intl. Shock Interact. Symp. 181 3 - 8 Aug. 2014, Riga, Latvia



The relaxation terms Rw
c , R2↔2

c , R2↔3
c de-

scribe vibrational energy VV’ and VT(TV) transi-
tions and chemical reactions and contain reaction
rate coefficients depending on two temperatures
T and T c

1 , c = N2 or O2. Expressions for two-
temperature reaction rate coefficients are obtained
by averaging the state-depending rate coefficients
(21), (23)-(24) over vibrational distributions (25).
The total energy U in this approach according to
relations (13) and (25) is expressed in terms of
number densities of species nc and temperature
T , T c

1 (c = N2,O2).

The one-temperature approach describes the
flow of the considered air mixture under the
conditions when the Boltzmann thermal equilib-
rium distributions (26) with T c

1 = T keep their
form during the non-equilibrium chemical reac-
tions which proceed with the characteristic time
of the same order as the mean time of macroscopic
parameters changing. In this case the system (28)-
(31) is reduced to 7 equations for number densities
of molecules and atoms nc (c = N2, O2,NO, N,O),
gas temperature T and velocity v:

dnc

dt
+ nc∇ · v = R2↔2

c + R2↔3
c ,

c = N2, O2, NO,N, O, (33)

ρ
dv
dt

+∇p = 0, (34)

ρ
dU

dt
+ p∇ · v = 0. (35)

Note, that the total energy U in this approach
depends on the species number densities and the
gas temperature. The right hand sides of equa-
tion (33) contain one-temperature rate coefficients
for dissociation and exchange reactions which are
calculated using the Arrhenius expressions (see
Chernyi et al. (2004)).

The governing equations in this approach de-
scribe non-equilibrium chemical reactions in a
thermal equilibrium mixture.

4. Results and discussion. Below, we will
discuss the results of numerical modeling for the
flow of the considered air mixture behind a shock
front using three approaches described in sections
2, 3 under the following conditions in the free
stream: T0 = 271 K, p0 = 100 Pa, M0 = 15.
For the state-to-state approach the distributions
in the free stream are assumed to be the Boltz-
mann ones with the temperature T0. The expres-
sions connecting the values of gas dynamic param-
eters in the free stream and immediately behind
a shock were written without a variation in the
mixture composition and vibration distributions,
and then the latter values were used for numerical
solution of governing equations in the relaxation
zone.

We considered three sets of the flow equations.
The first system contains 88 equations (14)-(20)
for the functions nci(x) (c = N2, O2, i = 0, 1, . . . lc,
lN2 = 46, lO2 = 35), nN(x), nO(x), nNO(x), T (x),
v(x) in the state-to-state approach. The second
system includes 9 equations (28)-(31) for nc(x)
(c = N2, O2, NO,N, O), T (x), TN2

1 (x), TO2
1 (x),

v(x) in the three-temperature approach and the
third one involves 7 equations (33)-(35) for the
functions nc(x) (c = N2, O2, NO,N, O), T (x),
v(x) in the one-temperature approach. All three
systems have been solved numerically using the
Gear method which is effective for rigid systems of
ordinary differential equations. The results show
changing of macroscopic parameters and vibra-
tional distributions in the relaxation zone found
in three approaches.

0 0.5 1 1.5 2 2.5 3

x 10
−3

2000

4000

6000

8000

10000

12000

x, m

T
, K

3

12

Figure 1. The temperatures T , TN2
1 , and TO2

1 as
functions of x. The solid curves 1-3 display T cal-
culated in the state-to-state, three-temperature, and
one-temperature approach, respectively. The dash
and dash-dot lines represent TN2

1 and TO2
1 obtained

in the three-temperature approach.

Fig. 1 presents the comparison of the air tem-
perature values, obtained in different approxima-
tions, as a function of the distance from the shock
front and the vibrational temperatures TN2

1 and
TO2

1 . The gas temperature behind a shock de-
creases during the vibrational and chemical relax-
ation whereas vibrational temperatures increase
rapidly just behind a shock and then also decrease.
We can see the most noticeable discrepancy be-
tween the values of the temperature T obtained
in various approaches in the very beginning of the
relaxation zone. The second and third models sig-
nificantly underestimate the gas temperature in
the relaxation zone because these approaches as-
sume the existence of quasi-stationary distribu-
tions just behind a shock and do not describe cor-
rectly the process of vibrational excitation in the
very beginning of the relaxation zone.

The difference between the temperature values
found in different approaches decreases with rising
of the distance from the shock front.

In Fig. 2 and 3 the number densities of ni-
trogen and oxygen molecules and atoms calcu-
lated in three approaches are compared. We
can notice that both quasi-stationary models
do not describe the delay of free atoms for-
mation which is found in the state-to-state ap-
proach and known from experimental results (see
Stupochenko et al. (1967)) in the thin layer near
the shock where the vibrational degrees of freedom
of the molecules are not sufficiently excited yet for
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Figure 2. The molecular molar fraction nN2/n and
nO2/n behind the shock front as a function of x. The
solid, dash and dash-dot curves represent the state-
to-state, three-temperature, and one-temperature ap-
proach, respectively.

active dissociation processes. One can see that
using quasi-stationary approaches leads to over-
estimation of atomic number densities (the dis-
crepancy reaches 72% for one-temperature model
and 70% for three-temperature model) and, on the
contrary, to underestimation of the number den-
sities of molecules (the maximum difference does
not exceed 34% for one-temperature model and
22% for the three-temperature approach).

The Fig. 4 represents the vibrational distribu-
tions of N2 in two positions behind the shock,
found in the frame of the state-to-state, three-
temperature and one-temperature models. In the
quasi-stationary approaches the vibrational level
populations are found using the values of macro-
scopic parameters obtained in a corresponding ap-
proach. Note that considerable difference between
the vibrational level populations exists close to
the shock front, where the quasi-stationary dis-
tributions have not been established yet. Thus,
the three-temperature and one-temperature ap-
proaches overestimate the vibrational level pop-
ulations in the beginning of the relaxation zone.
The discrepancy, again, reduces with the distance
from the shock front rising and the mixture ap-
proaching to the thermal and chemical equilib-
rium .

Comparing the peculiarities of macro-
scopic parameters in the present case of the
five-component air mixture to the ones re-
ported by Nagnibeda et al. (2009) for N2/N
mixture flow behind a shock wave and by
Chikhaoui et al. (2000) we can note the qualita-
tive similarity of the results.

5. Conclusions. In the present paper the non-
equilibrium flows of the reacting five-component
air mixture in the relaxation zone behind shock
waves are studied using the state-to-state, three-
temperature kinetic theory approaches and ther-
mal equilibrium one-temperature model. The ki-
netic processes of vibrational energy transitions,
dissociation, recombination and exchange reac-

0 1 2 3 4 5
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0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

x, m

n c/n

N

O

Figure 3. The atomic molar fraction nN/n and nO/n
behind the shock front as a function of x. The
solid, dash and dash-dot curves represent the state-
to-state, three-temperature, and one-temperature ap-
proach, respectively.
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Figure 4. The vibrational level populations molecules
N2. The curves correspond to different values of
x. The solid, dash and dash-dot curves repre-
sent the state-to-state, three-temperature, and one-
temperature approach, respectively.

tion are taken into account. The equations for
the state-to state and three-temperature vibra-
tional and chemical kinetics are coupled to the
equations for macroscopic parameters and solved
numerically as well as the equations for thermal
equilibrium mixture with non-equilibrium chem-
ical reactions. The comparison of the gas tem-
perature values, mixture composition and popu-
lations of vibration levels of molecular species is
presented in the paper. The most noticeable dis-
crepancy between the results obtained for different
approaches is found in the beginning of the relax-
ation zone close to the shock front, the influence
of the choice of a kinetic model on gas flow param-
eters and vibrational distributions is estimated.
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Hypersonic Wind Tunnel Testing for Investigation of the
Attitude of the Ballute

H. Yoshioka, H. Otsu
Ryukoku University, Seta Oe-cho, Otsu, Shiga, 5202194, Japan

1. Introduction

A ballute system is an inflatable large aero-
dynamic device that can enhance the drag
force of the reentry vehicle system drastically.
Although the inflatable decelerator is large, it
is a light. As a result, it is possible to decel-
erate at high altitude; it may be possible to
considerably reduce the maximum aerodynamic
heating. The inflatable structure is considered
in the various-shaped thing, and a doughnutlike
the reentry vehicle is shown in Fig. 1 by this
research (R. R. Rohrschneider et al. (2007)).
Such a shape is called ballute. In this sys-
tem, the reentry capsule and ballute are
connected by the cables. For the above con-
figuration, the aerodynamics and aerothermo-
dynamics are investigated numerically and
experimentally (A. Rasheed et al. (2001),
P. A. Gnoffo et al. (2006)). Thus, it is ex-
pected that the aerodynamic characteristics can
be controlled by adjusting the length of cables.
Generally this system can reduce aerodynamic
heating. However, the deceleration in the reentry
flight is immitigable. Considering the influence
of a human body, it is good to reduce the
deceleration. In order to reduce the deceleration,
the aerodynamic lift will be helpful.

Figure 1. Schematic view of a toroidal ballute with a
reentry vehicle

In our research, we found that the aerody-
namic lift force can be generated by tilting bal-
lute to a body axis. The schematic view is
shown in Fig. 2. Our previous research showed
that the deceleration could be reduced by a lift
(H., Otsu et al. (2008)). However, the flexibility
of the cables had not been taken into account and
this flexibility may affect the attitude stability of

the ballute. In this study, the attitude stability
of the ballute with the flexible cables was investi-
gated through the supersonic and hypersonic wind
tunnel experiments.

Figure 2. Schematic view of a reentry vehicle that
generates a lift

2. Experimental model and setup

The test models were made of ABS resin us-
ing the three-dimensional printer. The hypersonic
wind tunnel experiment was conducted using the
hypersonic wind tunnel of the University of Tokyo.
The Mach number is set to be 7. The experi-
ment model used in the wind tunnel experiment
is shown in Fig. 3. The diameter of the sphere
as a reentry capsule, D, is 12.6 [mm], and this
part is connected to the force balance through the
sting. The diameter R of the ballute is set to be
20 or 40[mm]. The toroidal ballute can be tilted
by changing the length of cables, thus the toroidal
ballute generate lift force. The tilted toroidal bal-
lute will generate pitching moment by drag force
and lift force. Angle of attack is shown in this
Fig. 5. The ballute is balanced at this point where
pitching moment is zero. The size of cross section
of the ballute is shown in Fig. 4 and Table 1.

Moreover, the distance L between a reentry cap-
sule and the ballute was set to be 50 [mm]. The
ring as a ballute is connected by four flexible ca-
bles to the sphere.

Table 1. Dimensions of the ballute

circle ellipse airfoil
R[mm] 40 15 or 20 40 40
a[mm] 6.4 6.4 6.4 6.4
b[mm] – 9.6 9.6 12.8
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Figure 3. Schematic view of a toroidal ballute, Not
deformed ballute (Left), Deformed ballute (Right)

Figure 4. Schematic cross-section view of a test model

Figure 5. Schematic view of test model

3. Result and Discussions

Figure 6. Schlieren Photograph for case 5

Table 2. The experimental result

No R Type shape L θ α stability

1 15 e flat 51.2 2 2 oscill.
2 20 e flat 50.0 0 0 unstable
3 15 e flat 57.9 20 15.5 oscill.
4 20 e flat 56.8 1 0.5 oscill.
5 40 c flat 57.1 4.5 6.5 stable
6 40 c deform. 51.4 6.5 11.5 stable
7 40 e flat 52.3 -1 1 stable
8 40 a flat 54.5 6 8 stable
9 40 e deform. 53.2 0 0 stable
10 20 e flat 55.7 18 18 unstable
11 40 c deform. 50.4 -2 -2 stable
12 40 c flat 48.7 3 3 stable
13 40 a flat 49.6 10 11.5 stable
14 40 c flat 54.1 4 6 stable
15 40 c deform. 46.0 9 11 stable
16 40 e deform. 50.6 5 5 stable

Figure 7. Schlieren Photograph for case 7

Figure 8. Schlieren Photograph for case 8

The summary of the result is shown in Table
2. In this table, ’c’, ’e’, and ’a’ indicates ‘cir-
cle’, ‘ellipse’, and ‘airfoil’, respectively. The re-
sults were categorized into two patterns regard-
less of the shape of the toroidal ballute; the shock
from the capsule is created inside of the toroidal
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Figure 9. Schlieren Photograph for case 9

Figure 10. Schlieren Photograph for case 4

ballute, and the shock from the capsule is created
outside of the toroidal ballute. Figure 6 ∼ 10 show
the Schlieren photograph for case 5, 7, 8, 9 and 4,
respectively. In case 5, 7, 8 and 9, we can observe
that the shock interaction from capsule is created
inside of the toroidal ballute. For case 5, 7, 8, and
9, the ballute is found to be stable. Especially,
in case 9, though the ballute is intentionally de-
formed, no significant oscillation is observed. In
case 4, the shock interaction from capsule is cre-
ated outside of the toroidal ballute. For case 4,
we found that the ballute oscillates.

Figure 11 ∼ 15 show the time history of the
aerodynamic force for case 5, 7, 8, 9 and 4, re-
spectively. In case 5, 7, 8 and 9, the ballute is
found to be stable and the aerodynamic drag force
is also seemed to be constant. This suggests that
when the shock from the capsule is created inside
of the ballute the oscillation of the ballute is sup-
pressed. On the other hand, in case 4, the small
oscillation of drag force is observed. This suggests
that when the shock from the capsule is created
outside of the ballute the oscillation is induced.
These results show that the shock interaction af-
fects the attitude of the ballute significantly.

4. Conclusions

In this study, we investigated the aerodynamic
characteristics and the attitude stability of this

Figure 11. Time history of lift and drag coefficient for
case 5

Figure 12. Time history of lift and drag coefficient for
case 7

Figure 13. Time history of lift and drag coefficient for
case 8

Figure 14. Time history of lift and drag coefficient for
case 9

3
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Figure 15. Time history of lift and drag coefficient for
case 4

system by shock interaction and change of the de-
formed ballute by hypersonic wind tunnel. From
this study, the shock interaction is found to be a
key feature that controls the stability of the bal-
lute. When the shock interaction occurs outside of
the ballute the attitude of the ballute is unstable.
On the other hand, the oscillation is suppressed
when the shock from the reentry capsule is cre-
ated the inside of the toroidal ballute. The shape
of the cross-section and the deformation of bal-
lute has no significant impact on the stability of
the ballute.
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Simulations of highly under-expanded jets

R. Buttay, P.J. Mart́ınez Ferrer, G. Lehnasch and A. Mura
Institut Pprime UPR 3346 CNRS, ISAE - ENSMA and University of Poitiers, FRANCE

1. Introduction

Highly resolved numerical simulations of under-
expanded jets are conducted. Such high speed
jets may result from the accidental release of high
pressure flammable mixtures into the quiescent at-
mosphere, which poses important concerns related
to explosion hazards. The nature of the hazard
will depend on the stability of any jet fire result-
ing from the under-expanded release of fuel. More
precisely, it will depend on whether or not com-
bustion can be sustained in the vicinity of the
release or there is a delay during which an ex-
plosive cloud may form. The description of such
under-expanded jets covers also a broad range of
applications related to spacecraft propulsion in-
cluding hypervelocity Scramjets or rocket engines.
For instance, an underexpanded torch jet is used
to initiate combustion in expander cycle engines.
The description of scalar mixing downstream of
the Mach bottle thus appears as an essential is-
sue, which is central to the present paper. It con-
stitutes a preliminary step before a more detailed
analysis of the effects of heat release, chemical ki-
netics and self-ignition on such compressible jet
structures.

2. Numerical methods

The present study is carried out with a numeri-
cal solver able to describe compressible multicom-
ponent reactive mixtures. We therefore consider
the compressible Navier-Stokes equations writ-
ten for a reactive multicomponent mixture. The
treatment of the inviscid component of the trans-
port equation for the conservative vector relies on
the seventh-order accurate Weighted Essentially
Non-Oscillatory (WENO7) reconstruction of the
characteristic fluxes. In practice, the numerical
solver uses a seventh-order accurate centered fi-
nite difference scheme, and the application of the
WENO7 scheme is conditioned to a smoothness
criterion which involves the local values of the
normalized spatial variations of both pressure and
density. The viscous and molecular diffusion flux
functions are determined thanks to an eighth-
order centered difference scheme. The temporal
integration is performed by using an explicit third-
order TVD Runge-Kutta algorithm. Further de-
tails about the numerical methods as well as an
exhaustive verification of the solver are provided
by Martinez Ferrer et al (2014).

3. Numerical setup

The studied simulation consists in air released
from a high pressure vessel into the quiescent at-
mosphere. Air is considered as a two-species mix-
ture (O2 and N2) described with variable heat
capacities and transport properties thus avoid-
ing the resort to simplifying hypotheses such as
constant heat capacity ratio value. The corre-
sponding release velocity is 630 m/s at the exit

(Ma = 1). The flow field is initialized with the
mixture characteristic of air at a pressure of 1 atm
and a temperature of 300 K. The diameter of the
injector exit is set to D = 0.001 m, which cor-
responds to a Reynolds number of 77500. The
inflow parameters retained to perform the present
simulation are listed in table 1 and correspond to
a sonic under-expanded jet with a nozzle pressure
ratio (NPR) based on static pressure of fifteen.

Table 1. Under-expanded jet flow parameters.

Injector Free-stream

P (atm) 15.0 1.0
T (K) 1000.0 300.0
Ma 1.0 0.05
u (m/s) 630.0 20.0
YO2

0.233 0.233
YN2

0.767 0.767

The computational domain dimension, non-
dimensionalized by the diameter of injection D,
are L∗

x1
= 14 and L∗

x2
= L∗

x3
= 6. This domain is

discretized with Nx1
×Nx2

×Nx3
= 880×449×449

nodes Cartesian grid, which corresponds to ap-
proximately 180 millions nodes. Sponge regions
combining both grid coarsening and explicit filter-
ing are used in order to avoid spurious numerical
wave reflections and to make easier the processing
of open boundary conditions. The resolution in
the highly resolved region is ∆x = ∆y = ∆z =
D/60. Perfectly non-reflecting boundaries con-
ditions are applied at the top, bottom, backside
and frontside boundaries. Partially non-reflecting
boundary condition is imposed at the outflow.
The value of the CFL number is set to 0.75 and
the Fourier number Fo is set to 0.1.

y/D

Figure 1. Numerical schlieren image of the near-field
of the jet.
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4. Description of the velocity field

The structure of the axisymmetric free jet expand-
ing through the small orifice into quiescent atmo-
sphere is displayed in Fig. 1. The whole compress-
ible structure is clearly identified.

As the flow leaves the nozzle the high pres-
sure mismatch causes it to expand and acceler-
ate (Fig. 2). Expansion waves originate near the
expansion point, propagate and meet the outer
boundary of the jet, where they are reflected as
compression waves. Coalescence of these pressure
waves results in a curved barrel shock surrounding
the immediate supersonic region. The reflection of
the incident shock is not regular and a Mach disk
pattern appears in the near-field of the jet. The
flow is subsonic just behind the Mach disk, while
it remains supersonic downstream of the barrel
shock. The triple point connects various disconti-
nuities and becomes the origin of a new slip line,
which gives rise to a supersonic shear layer.
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Figure 2. Axial profiles of Mach number and normal-
ized pressure P ∗ = P/Pa.
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Figure 3. Normalized axial velocity profiles u∗ = u/ue

along the centerline of the jet.

Figure 2 shows centerline values of the nor-
malised pressure P ∗ = P/Pa and Mach number.

Due to the expansion of the gas, the pressure and
the temperature decrease significantly while the
velocity and the Mach number increase (Fig. 2
and Fig. 3). The Mach number drop indeed allows
to delineate the Mach disk location at approxi-
mately x/D = 3.55. The position of the Mach
disk is checked against the empirical correlation
of Ashkenas et al (1966) xDM/D = 0.67

√

P0/Pa,
which provides a similar estimate: xDM/D =
3.60. Downstream of the Mach disk, the pressure
stabilizes around the atmospheric pressure while
the flow reaccelerates progressively and becomes
supersonic at a distance x/D ≈ 13 from the in-
jector. Figure 3 reports comparisons of stream-
wise velocity centerline values with previous ex-
perimental and numerical data. Considering the
difficulties associated with high velocity measure-
ments above x/D = 2, the present velocity profile
displays a satisfactory level of agreement with ex-
perimental data.

5. Scalar field: turbulent mixing

We now investigate scalar mixing in such highly
compressible flow. To this purpose, we solve an
additional transport equation for a passive scalar
ξ wich is advected with an unity Lewis number.
The molecular diffusivity of ξ is taken equal to the
thermal diffusivity and Lewis number effects asso-
ciated to differential diffusion are thus dropped off
from the present analysis. This tracer ξ is defined
to be unity in the jet and zero elsewhere. Figure 4
presents the mean Mach number field superim-
posed with four iso-contours of ξ (0.1,0.4,0.7,0.95).

0 5.3

x/D

Figure 4. Mean Mach number field superimposed with
ξ iso-contours.

0 1

x/D

Figure 5. Mean ξ field superimposed with ξ iso-
contours.

2
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Figure 5 reports the mean field of the tracer ξ.
The boundary of the mean jet behaves like an im-
permeable membrane. In this configuration, the
turbulence develops at this boundary and grows
in the supersonic shear layers. Figure 6 and 7
display the radial profiles of the mean value and
variance of the passive scalar at different cross-

sections of the jet. The quantity ˜ξ′′2 characterizes
the dispersion of the scalar from its average value.
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Figure 6. Radial profiles of ˜ξ.
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Figure 7. Radial profiles of ˜ξ′′2.

Production of variance reflects the inhomogene-
ity of the local mixture. Conversely, its destruc-
tion characterizes the action of molecular pro-
cesses trough the mean value of the SDR (scalar
dissipation rate) χξ = D(∂ξ/∂xk)(∂ξ/∂xk) of the
passive tracer. The scalar mixing takes place in
the supersonic shears layers as shown in Fig. 6.
One can notice that at x/D = 12, the value of
˜ξ on the symmetry axis (r/D = 0) is lower than
unity. The shear layers indeed intersect the cen-
terline of the jet at a distance of x/D ≈ 12 which
corresponds approximately to the length of the
subsonic throat. Figure 7 illustrates the mixture
homogenization and the destruction of variance
taking place between the plane x/D = 6 and the

plane x/D = 14. The variance ˜ξ′′2 is also plot-

ted against the mean value ˜ξ in Fig. 8. Thus, the
resulting profiles can be compared to the max-
imum realizable value of the scalar variance, as

given by ˜ξ(1 − ˜ξ). Figure 9 and 10 represent re-

spectively ξ′2 and χξ along ξ iso-contours defined
previously. For x/D ≤ 3, profiles are less repre-
sentative due of the lack of point in this region
to capture the dynamics which may explain the
persistence of residual oscillations on the profiles.
The peak of both ξ′2 and χξ at x/D ≈ 4 per-

ceptible on the iso-contours ξ = 0.4, 0.7 and 0.95
are explained by the impact of the reflected shock
wave while the iso-contour ξ=0.1 does not cross
the reflected shock wave and does not exhibit the
presence of such a peak. This is consistent with
the previous investigation of Huh et al (1996) who
pointed out the shock wave enhancement of mix-
ing by deflecting streamlines in mixing region and
generating shock-generated vorticity.
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Figure 8. Scalar variance plotted versus ˜ξ.
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Probability density functions (PDFs) of ξ are

3
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reported on figure 11. These PDFs are evaluated
on iso-contours of ξ for different values of x/D.
The shape of the PDF, according to their posi-
tion in the jet, are consistent with their theoretical
counterparts (Bilger (1980)). On the boundary of
the jet and internal side of the jet, i.e. ξ = 0.1
and ξ = 0.95, the influence of molecular mixing
effects on ξ is less appreciable. In contrast, in-
side the shear layer, i.e. ξ = 0.4 and ξ = 0.7,
the PDF shapes tighten around the mean value.
Scalar dissipation rate is known to play a crucial
role for non-premixed conditions since mixing is
a prerequisite before combustion occurs. In the
field of turbulent combustion modeling approach,
it remains a common practice to close the average
SDR that appears in the RHS of the scalar vari-
ance transport equation (1) (see appendix) by in-
voking a similarity hypothesis between scalar and
velocity turbulence spectra which results in the
classical approximation τξ ' Cξτt with Cξ a mod-
eling constant. This leads to the Linear relaxation

model (LRM) which consists in ε̃ξ = ˜ξ′′2/τξ '
˜ξ′′2/Cξτt.
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Figure 10. Profiles of χξ along differents ξ iso-
contours.

The validity of the simplified LRM closure is
analysed by investigating the proportionality con-
stant between τξ and τt, i.e. the scalar to tur-
bulence time scale ratio Cξ = τξ/τt in the present
configuration. Figure 12 reports the scalar mixing

time scale defined as τξ = ˜ξ′′2/ε̃ξ along the iso-

contours of the mean value ξ. Figure 13 reports
the turbulence time scale defined as τt = k/ε along
ξ iso-contours. The quantity k is the turbulent ki-
netic energy while ε denotes its dissipation rate.
Finally, Fig. 14 reports the profile of the scalar
to turbulence time scale ratio. In this figure,
it is noteworthy that the shock-wave impact on
the mixing layer does not significantly impact the
scalar to turbulence time scale ratio. Moreover,
it is also remarkable that, in highly compressible
situations such as those considered therein, the
hypothesis of a constant value, as implied by the
LRM closure, is rather well verified and not sig-
nificantly altered by compressibility effects.
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6. Conclusions

Highly resolved numerical simulations of highly
under-expanded turbulent gas jets have been
conducted. The comparisons performed between
the present results and experimental data sets or
empirical correlations give rise to a satisfactory
level of agreement. Special emphasis has been
placed on the description of turbulent mixing
downstream of the Mach disk structure. The
study has been focused on the applicability of
the linear relaxation model (LRM) as a possible
closure of the mean scalar dissipation rate and
especially on the mapping of the scalar to turbu-
lence time scale ratio Cξ. The obtained results
show that the hypothesis of a constant value, as
implied by the LRM closure, is rather well verified
and not significantly altered by compressibility
effects. Future works will consist in computing
highly under-expanded hydrogen/air jet so as to
determine the flammability index (FI) map in
such conditions. This will provide very valuable
insights into security issues relevant to hydrogen
explosion hazards
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Appendix

The transport equation for the scalar variance
writes :

∂

∂t
(ρξ′′2) +

∂F ξ′′2

k

∂xk
= −2ρD

∂ξ′′

∂xk

∂ξ′′

∂xk

−2ρu′′
kξ

′′ ∂
˜ξ

∂xk
(1)

with the scalar flux F ξ′′2

k = (ρukξ′′2 − ρD ∂ξ′′2

∂xk
).

In this transport equation, the first term in the
left hand side is the accumulation term and the
second is the (conservative) flux term (convection
and diffusion). On the right hand side of eq. (1),
the first term corresponds to mean SDR while the
second is the production associated to mean con-
centration gradients.
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Abstract: The mathematical model for two-
dimensional (plane or axis-symmetric) overex-
panded jet flow parameters analysis in the vicinity
of supersonic nozzle lip is proposed. The varia-
tion of the key parameters of this problem (e.g.,
the geometrical curvature of oblique shock ema-
nating from the nozzle edge) is studied paramet-
rically depending of jet flow parameters, such as
Mach number, jet incalculability, and the ratio of
gas specific heats. It was proved that differential
parameters of the flow field crucially depend not
only of the key parameters, but on the symmetry
type as well.

1. Introduction

The effectiveness of the aviation jet engines and
rocket propulsions can be achieved in many re-
spects due to correct nozzle configuration and su-
personic jet flow control. It is important to control
the shock-wave configurations in under-expanded,
correctly expanded or overexpanded jets flowing
out of the nozzle to avoid the boundary layer sep-
aration, auto-oscillating regimes, and longitudinal
instability of the flow supplying the reactive force.

Differential characteristics of the supersonic
flow filed in the vicinity of the nozzle edge often
relate to such physical effects as Taylor-Görtler
instability, regular/Mach reflection mutual transi-
tion at small Mach numbers, self-oscillation phe-
nomena in free, submerged and impact jets.

This article presents a fragment of a complex
study on supersonic jet flows in a vicinity of a
nozzle edge. Differential conditions of dynamic
coexistence (Adrianov et al. (1995)) are applied
to gas dynamic variables and their spatial deriva-
tives at both sides of oblique shock waves em-
anating from an edge of two-dimensional (plane
or axis-symmetric) overexpanded jet flowing into
submerged media. Isobaricity condition at the in-
viscid gas jet boundary allows us to investigate
a change of the shock geometry, and of the jet
flow boundary, finding special and extreme cases
of the emanation. A crucial differential charac-
teristic which allows defining all main flow non-
uniformities in the edge vicinity is the geometrical
curvature of the oblique shock emanating from the
nozzle lip. The article presents analysis of vari-
ations of the differential characteristic in a two-
dimensional jet of a non-viscous perfect gas in re-
lation to the outflow conditions.

2. Governing Relations

The shock wave AT (Fig. 1) emanating from the
edge A of the supersonic nozzle with θ opening

angle has the strength (intensity) J = 1/n where
n = pa/pn is jet incalculability determined by
comparison between static pressure pa of the em-
anating jet in the nozzle edge vicinity and the sur-
rounding pressure pn.

The intensity J (relation between pres-
sures behind and ahead of a shock wave,
(Smirnov et al. (2009))) is limited in the range
1 < J < Jm where Jm = (1 + ε)M2 − ε is the
strength of a direct shock wave in the flow with
the Mach number M ahead of it, M is flow Mach
number in the vicinity of point A upstream the
shock, ε = (γ − 1)/(γ + 1), and γ is the ratio of
gas specific heats (it is assumed in the further cal-
culations that γ = 1, 4).

Flow deflection angle β at the shock wave re-
lates to its intensity and the Mach number ahead
of it as follows:

tan |β| =

√

Jm − J

J + ε

(1 − ε)(J − 1)
Jm + ε − (1 − ε)(J − 1)

.

(1)

Shock slope angle σ to the flow velocity vector
ahead of the shock and the flow Mach number M2

downstream the shock wave are related to M and
J as follows:

J = (1 + ε)M2 sin2 σ − ε, (2)

M2 =

√

(J + ε)M2 − (1 − ε)(J2 − 1)
J(1 + εJ)

. (3)

In a general case, spatial derivatives of various
jet parameters undergo a break at the shock wave
surface, as well as flow parameters themselves.
The variations of the spatial derivatives on the
shock sides are described by differential conditions
of dynamic coexistence (Adrianov et al. (1995))
in the following form:

Ni2 = Ci

5
∑

j=1

AijNj , i = 1 . . . 3, , (4)

where Ni2 are flow non-uniformities behind the
shock wave, Nj are flow non-uniformities ahead
of the shock; Ci and Aij are the factors which de-
pend on M , J and θ. The non-uniformities N1 =
∂ ln p/∂s, N2 = ∂θ/∂s, and N3 = ∂ ln p0/∂n char-
acterize, correspondingly: flow non-isobaricity,
streamline curvature and the gradient of the total
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pressure in isoenergetic flow; N4 = δ/y is symme-
try type factor (δ = 0 in plane flow, and δ = 1
in axis-symmetric one); N5 ≡ Kσ is the own ge-
ometrical curvature of the shock. Conditions (4)
determine, in particular, the flow non-uniformities
in the compressed layer directly behind the shock
wave of the known curvature, if the flow field
ahead of it is known.

The writing (4) of the differential conditions
on the stationary shocks in steady non-uniform
flow is certainly not unique. One of the most
modern forms of differential flow field pa-
rameters mutual dependence on shock sides
was deduced in (Emanuel et al. (2007)) and
applied later (Emanuel et al. (2011)) for gas
entropy variation and flow vorticity analysis.
The results reached below and elaborated in
(Uskov et al. (2006)–Omelchenko et al. (2003))
for plane overexpanded jet are independent of
form of writing of correctly deduced differential
relations on stationary shock.

Condition of flow isobaricity (N12 = 0) along
the jet boundary AB (Fig. 1) determines a sought
shock wave curvature:

Kσ = −
4

∑

j=1

A1jNj/A15, (5)

as well as other differential flow field parameters
in the compressed layer immediately behind the
shock.

In particular, jet boundary curvature (N22 ≡
Kτ ) in point A depends on it as follows:

Kτ = C2

4
∑

j=1

(A2jA15 − A1jA25) Nj/A15. (6)

According to (Glaznev et al. (2000)–
Zapryagaev et al. (2004)), Kτ determines
formation and development of the Taylor-Görtler
longitudinal instability.

Relation (5), two-dimensional perfect gas flow
equations applied in front of the shock wave and
behind it in natural coordinates (s, n):

M2 − 1
γM2

N1 +
∂θ

∂n
+ N4 sin θ = 0,

γM2N2 = −∂ ln p

∂n
,

∂p0

∂s
= 0,

and relations (1-3) between the shock wave shape,
its intensity and the Mach number on the shock
wave sides determine, after some transformations,
e.g., local changes in the intensity and the Mach
number behind the shock wave in τ direction along
the shock wave:

dJ

dτ
= −2(J + ε)·

· (B1N1 + B2N2 + B3N3 + χacN4 sin θ + qKσ) ,

dM2

dτ
= − [

1 + ε(M2

2
− 1)

] · (7)

·
(

M2N22

1 − ε
+

N32

(1 + ε)M2

)

· sin (σ − β).

Here the direction index χ = −1 relates
to the incident shock wave at Fig. 1, c =
√

(J + ε)/(Jm + ε), q =
√

(Jm − J)/(J + ε), and
factors Bi have the following form:

B1 = χac · 1 − (1 − 2ε)(M2 − 1)
(1 + ε)M2

,

B2 = c ·
(

1 + ε(M2 − 1)
1 − ε

− q2

)

,

B3 = c · 1 + ε(M2 − 1)
Jm + ε

.

Total pressure preservation coefficient at the
shock is

I = p02/p0 = (JEγ)(1−ε)/2ε.

Here p0 and p02 are flow stagnation pressures
before the shock wave and behind it, E =
(1 + εJ)/(J + ε) is the inverse ratio of gas den-
sities at shock wave sides, ∆S is entropy varia-
tion: ∆S = cv ln(JEγ) (cv is gas specific heat
at constant volume). All these parameters are in
uniform dependence on shock intensity. Thus, the
non-uniformity (flow vorticity) N32, according to
(4), and the direction of an isoenergetic jet ve-
locity vortex vector, according to Crocco formula,
are determined by derivative dJ/dτ of the shock
wave strength in the direction of its incidence.
The strength derivative, in its turn, depends on
the shock wave geometrical curvature which is de-
fined by (7).

Condition A15 = 0, at which the shock cur-
vature and jet parameters related to it become
unlimited, is fulfilled at shock strength equal to

Jp =
3Jm − 2 − 3ε +

√
t

2(3 + ε)
, (8)

t = 9J2

m + 2ε(17 + 8ε)Jm + 16 + 16ε + 9ε2.

This strength corresponds to so-called constant
pressure point. The inequality 1 < Jp(M) <
Jm(M) is fulfilled at any Mach number and the
ratio of specific heats exceeding a unit. The flow
velocity behind the oblique shock of Jp intensity
is subsonic.

Thus, the geometrical curvature of a shock wave
emanating from the nozzle edge is the governing
parameter for determining all differential charac-
teristics of the compressed layer behind the shock
wave.

3. Variation of the Shock Geometri-
cal Curvature in Plane and Axis-
Symmetric Jet

As an example of a jet flow parameters ahead of a
shock wave we consider, here and below, an isen-
tropic flow from a cylindrical or spherical source

2
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Figure 1. Scheme of the overexpanded jet flow into
ambient gas media

 

a b 
c 

e) 

I II 

III 

IV 

V VI 

1

2

3

4 

a) b) c) d) 

10 

20 

30 

40 

50 

60 

70 

80 

M 
1.5 2 2.5 

θ,o

0 0 0 0 

0 

0 

0 
0 

0 
0 

1 1 1 
1 

1 

1 1 

1 

1 1 

J J J J 

J 

J 

J 

J 

J 

J m J m J m J m 

J m 

J m 

J m 

J m 

J m 

J m 

J p J p J p J p 

J p 

J p J p 

J p 

J p 
J p 

K s
-

K s
- K s

- K s
-

K sr
K sr

K sr

K sr
K sr

...

. .

.

.d e

g

g

J 

K sr

Figure 2. Change in geometrical curvature of the
shock emanating from the nozzle edge in relation to
the emanation conditions

with the following basic non-uniformities:

N1 = − (1 + δ)γM2 sin θ

y(M2 − 1)
,

N2 = N3 = 0, N4 = δ/y.

To determine the curvature Kσ of the incident
shock wave, it is necessary to provide these ema-
nation conditions to (5), as well as the values of
M , J , jet incalculability na = 1/J , the ratio γ of
the specific heats, and the type of symmetry. The
jet incalculability and the shock wave strength,
its inverse value, can be easily changed in prac-
tice. Two other parameters require change in the
gas type and the nozzle design.

Therefore, rKσ(J) dependence of the shock
wave curvature on its intensity caused by the jet
incalculability is considering below at various out-
flow Mach numbers and nozzle semi-angles. Here
r is nozzle exit section radius or half-width.

In plane jet flow, the shock wave curve depends
uniformly on the opening semi-angle (pro rata
sin θ). Therefore, in further plane flow examples
a non-dimensional value K−

σ = rKσ/sin θ is con-
sidered as in (Uskov et al. (2006)).

At small Mach numbers of the plane flow, K−
σ

value is positive (shock wave AT in Fig. 1 is curved
downwards in the edge vicinity). This value is in-
creasing as the shock wave intensity function in
the region (1; Jp), and at J → Jp it tends to in-
finity (Fig. 2,a). At J > Jp shock curvature is
negative. At all special values of intensity (which
correspond, for example, sonic flow velocity down-
stream the shock, maximum flow deflection angle
at given Mach number, or Crocco point) that are
not equal to Jp the shock wave curve is finite.

In particular, at J → 1 (degeneracy of the shock
into weak discontinuity), and at J → Jm (normal
shock) it is expressed by general relations common
for plane and axis-symmetric flow:

lim
J→1

K−
σ = − (1 − 2ε)M2 − 2(1 − ε) − δµ(M)

(1 − ε)M(M2 − 1)
,

lim
J→Jm

K−
σ = − M2 + δµ(M)

(1 − ε)(M2 − 1)
,

where µ(M) = 1 + ε(M2 − 1).

Increase of the plane flow Mach number up
to Ma =

√

(2 − ε)/(1 − ε) = 1, 483 value leads
at first to the minimum curvature (Fig. 2,b) in
J = 1 point. The shock-wave curvature value in
the minimum point falls to zero at Mach number
Mb = 1, 571 and intensity Jb = 1, 242, and after
that it becomes negative (Fig. 2,c). At voluntary
gas specific heats ratio, the values Mb and Jb are
the greatest real roots of the equations:

(3−4ε)2M8

b −8(3−6ε+4ε2)M6

b +8(1−3ε+4ε2)M4

b

+32ε(1 − ε)M2

b + 16(1 − ε)2 = 0,

4
∑

k=0

akJk
b = 0,

a4 = (1 − ε)(3 − 4ε)(3 + 5ε),

a3 = −4(1 − ε)(6 + ε − 3ε2 + 16ε3),

a2 = −2(7 + 36ε − 45ε2 − 94ε3 + 32ε4 − 32ε5,

a1 = 4(4 + 11ε + 6ε2 + 39ε3 + 52ε4 − 16ε5,

a0 = 13 + 62ε + 85ε2 − 16ε4 + 48ε5.

At Mach number Mc =
√

2(1 − ε)/(1 − 2ε) =
1, 581 the curvature of the shock degenerating into
a weak discontinuity (i.e., in correctly expanded
jet) becomes negative for the first time (Fig. 2,d).
Other value of the strength of the shock wave
with the zero curvature at the same Mach num-
ber is equal to J = M2

c − 1 = 1/(1 − 2ε) = 1, 5.
At M > Mc, the strength of the zero-curvature
oblique shock grows fast, and the flow behind it
becomes subsonic at M = 1, 787 and J = 2, 699.
At large Mach numbers, the zero curvature point
corresponds to a strong shock wave with subsonic
flow behind it; and on the contrary, the intensity
Jmin of the shock with minimal curvature corre-
sponds to the supersonic flow in the compressed
layer.

3
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Unlike the plane flow case, change in the cur-
vature Kσ (or dimensionless curvature rKσ) of
the shock AT depends on the angle θ value non-
monotonously, which make the two-parametrical
investigation on the (M ; J) plane which is pre-
sented in Fig. 2,e necessary. Curves 1-4 deter-
mined analytically are the boundaries of the re-
gions I-VI with different dependence of the shock
geometrical curvature on jet incalculability. In
particular, curve 1, on which (similar to the plane
jet at M = Ma) the minimum of the dependence
rKσ(J) in point J = 1 occurs, is described by the
following expression:

cot θ = −3(1 − ε)M4 − 2(3 − ε)M2 − (1 − ε)
(1 − ε)(M2 − 1)3/2

.

This curve finishes at θ = 90◦ and the Mach num-
ber

Md =
3 − ε + 2

√
3 − 3ε + ε2

3(1 − ε)
= 1, 551.

A problem of the practical implementation of
“source flow” at a large nozzle angles is not con-
sidered here.

Curve 2 corresponding to the moderate strength
and negative curve of the shock wave ends at the
Mach number Me = 1, 925 which is defined as the
root of the equation

6
∑

k=0

bkM2k
e = 0,

b6 = −24ε(2 − 3ε)2,

b5 = −80 + 672ε − 1036ε2 + 384ε3 + 252ε4,

b4 = 296− 930ε + 412ε2 + 886ε3 − 1096ε4 + 48ε5,

b3 = −(1−ε)(101+609ε−1365ε2+1775ε3−192ε4),

b2 = −3(107 − 208ε + 423ε2 − 96ε3)(1 − ε)2,

b1 = (61 − 337ε + 192ε2)(1 − ε)3,

b0 = (1 + 48ε)(1 − ε)4.

Vertical line 3 relates to the curvature direc-
tion change of the shock degenerating into the
weak discontinuity. It corresponds to Mach num-
ber Mg =

√

3(1 − ε)/(1 − 3ε) = 2, 236 (in the
plane case the similar phenomenon takes place at
M = Mc).

The direction change of the shock wave cur-
vature infinite break in the diagram rKσ(J) at
J = Jp(M,γ) takes place at curve 4 which is de-
fined by the equation

cot θ = − u
√

Jp + ε

(1 − ε)((3 + ε)Jp + 2 + 4ε)(Jp − 1)3/2
√

v
,

u = cJ3

p + dJ2

p + eJp + f,

v = (1 + εJp)(3Jp + 1 + 4ε),

c = (3 + ε)(9ε − 1),

d = (28 + 34ε + 82ε2 + 16ε3),

e = 33 + 94ε + 49ε2 + 48ε3,

f = 2(1 + 2ε)(3 + 13ε).

It has the following horizontal asymptote at the
limit M → ∞:

θ = arctan
(1 − ε)

√
3ε

9ε − 1
= 49, 684◦.

The character of the shock wave curvature
behavior in I–IV zones is similar to the plane
flow case at the Mach numbers corresponding
to Fig. 2,a-d. However, the I–IV zones analo-
gous to plane flow correspond only to rather large
values of the nozzle opening semi-angle in axis-
symmetric jet. At small angles of θ (V–VI zones)
the axis-symmetrical flow factor is the prevail-
ing one. The character of the shock wave curva-
ture variation at small angles of θ does not have
analogs in the plane jet flow case. At the ema-
nation of the uniform axis-symmetric jet from a
specially shaped nozzle (θ = 0), the only differ-
ence from the adjacent regions (V and VI) is in
zero values of the shock wave curvature at J → 1
and J = Jm.

The fact of existence of the shock waves convex
downwards emanating from the nozzle edge both
in overexpanded and underexpanded jets at small
Mach numbers has been experimentally proven by
V.I. Zapryagaev, see (Zapryagaev et al. (2004),
Zapryagaev et al. (2010)).

4. Conclusion

The calculations and analytical investigation per-
formed have revealed definite peculiarities of noz-
zle tip flows. Shock wave formed at nozzle edge
could have different curvature (positive or nega-
tive) depending on the flow conditions and type of
symmetry (plane or axis-symmetrical supersonic
jet). The geometrical curvature dependence on
the supersonic jet parameters is not uniform and
not monotonous. The oblique shock that is con-
vex to the axis or plane of flow symmetry oc-
curs usually in the region of small Mach num-
bers, which might be relevant to inter-transition of
regular/irregular reflection and excitation of auto-
oscillation modes of the jet. The shock wave cur-
vature behavior in axis-symmetrical and plane jet
greatly depends on a type of jet symmetry.
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Experimental Investigation of Weak Shock Wave Propagating
through Turbulent Medium in Controlled Humidity Field

T. Ukai, K. Ohtani, S. Obayashi
Institute of Fluid Science, Tohoku University, Sendai, 980-8577, Japan

1. Introduction

Effects of the real atmosphere are an unavoidable
problem for sonic boom phenomena. The typical
sonic boom is produced by shock waves generated
from a supersonic transport vehicle cruising at
more than the speed of sound. The shock waves,
occurring at altitudes of several kilometres, pass
through the real atmosphere and reach ground
level, and huge noise occurs. Development of a
supersonic transport vehicle with low sonic boom
level is necessary to reduce the noise, Orth (2007)
however, it is not easy to achieve. The sonic boom
signatures are affected by the atmospheric condi-
tions such as turbulence, humidity and temper-
ature, Hodgson (1973). These atmospheric con-
ditions cannot be controlled, and thus they must
be considered for developing a low sonic boom su-
personic transport vehicle with robustness. The
atmospheric effects have to be well understood
because it is extremely important to accurately
estimate the sonic boom magnitude.
Turbulence effects are a critical issue for

sonic boom estimation. The sonic boom signa-
tures strongly vary by turbulence, Edward (1967).
Hilton et al. (1966) have shown from the flight
test results that turbulence inside the atmospheric
boundary layer existing within altitude of 1-2
kilometres from the ground have significant ef-
fects on the sonic boom signature. Laboratory-
scale experiments are effective for the investi-
gation of the shock-turbulence interaction, be-
cause it is easy to adjust the turbulent param-
eters and huge budget is not required compared
to flight testing. Lipkens and Blackstock (1998)
have found that in the case of shock-turbulence
interaction, the mean overpressure is decreased
and the mean rise-time is increased, and these
standard deviations increase. The larger stan-
dard deviations suggest that the large overpres-
sure and short rise-time may occur. Additionally,
the turbulence effects are enhanced if a shock wave
passes through the turbulent field for a long prop-
agation distance, Lipkens and Blackstock (1998).
Ribner et al. (1973) and Harasaki et al. (2013)
showed that the overpressure varies depending on
an impinging flow direction on a shock wave. Al-
though these effects of turbulence on the shock
waves have been investigated, atmospheric effects
on shock waves are not clarified even if the char-
acteristics of the shock-turbulence interaction are
fully understood. This is because the shock wave
propagating passed through the real atmosphere is
affected by relaxation and absorption induced by
humidity and temperature before the shock waves
impinge on turbulence existing within the atmo-
spheric boundary layer.
The molecular vibrational relaxation effects

are important factor on the sonic boom char-
acteristics although the thermo-viscous absorp-
tion effects also affect the characteristics. These

effects are clarified by experimentally and nu-
merically investigations, Honma et al. (1991) and
Cleveland et al. (1996). The atmosphere mainly
consists of nitrogen and oxygen molecules which
have specific frequency for attenuation of acous-
tic waves. A pressure waveform is affected due
to the molecular vibrational relaxation effects in-
duced by molecules of nitrogen and oxygen on
weak shock waves, Hodgson (1973) . For gen-
eral pressure waveform generated in laboratory-
scale experiments, although it is dependent on
length of a pressure waveform propagated through
the atmosphere, a characteristic of the rise-
time is dominated by vibrational relaxation ef-
fects due to molecule of oxygen because oxy-
gen possesses high frequency for sound absorp-
tion. An effect of humidity on the molecu-
lar vibrational relaxation is important factor be-
cause the attenuation frequency is varied by hu-
midity, Hatanaka and Saito (2011). The thermo-
viscous absorption effects on a pressure wave-
form are changed depending on temperature.
Hodgson (1973) has shown that temperature vari-
ation influences the overpressure and rise-time of
a pressure waveform. For shock wave propaga-
tion in the real atmosphere, the sonic boom sig-
natures are changed depending on uncertainty of
the atmospheric condition. Jeong et al. (2013) in-
vestigated the effect of the real atmospheric un-
certainty on a sonic boom signature, and have
shown that atmospheric humidity uncertainty has
strongly impact on the overpressure and the rise-
time. Yuldashev et al. (2008) and Edward (1967)
have also shown that relaxation effects due to hu-
midity could strongly influence a pressure wave-
form with the low overpressure compared to
thermo-viscous absorption effects.

The combined effects of turbulence and relax-
ation due to humidity and thermo-viscous ab-
sorption by temperature on a pressure waveform
have to be investigated to understand sonic boom
phenomena. Subtle techniques for investigating
the combined effects on a pressure waveform in
laboratory-scale experiments are required because
it is difficult to control turbulence, humidity and
temperature simultaneously. To understand the
atmospheric effects on a shock wave steadily, the
effects of turbulence and humidity on the shock
wave should be investigated at first phase of the
experimental investigation. This is because these
effects mainly cause distorted or attenuated wave-
forms. In this experimental investigation, to in-
vestigate the combined effects of turbulence and
humidity on a shock wave, the shock wave gen-
erated by focusing laser beam was propagated
in controlled humidity field and interacted with
turbulence during its process. Fixing the tur-
bulent characteristics, the shock propagation dis-
tance and relative humidity were varied and the
combined effects were investigated by using sta-
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tistical analysis.

2. Experimental setup

Figure 1 shows a sealed rectangular test chamber
and pressure measuring system. The coordinate
system was defined as shown Fig. 1. A laser facil-
ity which is pulsed Nd: YAG laser (B. M. indus-
tries Corp., Model: SAGA 220, Wavelength: 1064
nm, Maximum energy: 1.5 J/Pulse, Pulse width:
6-8 ns) was used to generate a shock wave. A laser
emission from the laser facility was expanded by
concave optical lens with a focal length of -50 mm,
and then it was focused by convex optical lens
with a focal length of 70 mm. The spherical shock
wave generated by focusing laser beam was propa-
gated within the sealed test chamber, size of 1500
mm×450 mm×430 mm (length×height×width)
and made of acrylic resin. Additionally, the shock
wave was propagated in humidity field controlled
using a nebulizer. Moist air from the nebulizer
was supplied into the test chamber, relative hu-
midity of 90% was achieved. When the humidity
field within the chamber was changed to 20%, dry
air was supplied from a compressor equipped with
deaeration into the test chamber. The humidity
was measured using a digital thermo-hygrometer
(Sato Keiryoki Mfg.co., Ltd, Model: SK-140TRH,
Resolution: 0.1%rh, Measuring error: ±3%rh)
during the shock-turbulence interaction experi-
ments.
A turbulence generator is illustrated in Fig. 2.

The spherical shock wave passed through above
58 mm from the slit nozzle interacted with turbu-
lence generated by a rectangular slit nozzle with
length of 100 mm and width of 10 mm. Since tur-
bulent flow was supplied by a fan with circuit type
within the chamber, humidity is almost constant
within the test chamber. Additionally, the im-
pingement area for shock-turbulence interaction
is constant since turbulence flows into an intake.
Although slight various humidity appeared result-
ing from temperature increase by the fan device,
serious temperature increase did not occurs be-
cause we confirmed a temperature and humid-
ity, switched off the fan to keep constant value
as much as possible.
To evaluate the turbulent field, a hot-wire

anemometer (Institute of Flow Research Corp.,
Model: CTA-002) with X-probe (KANOMAX
Corp., Model: 0252R-T5) was used. The volt-
age signals from the hot-wire anemometer was
recorded by an oscilloscope (Yokogawa Electric
Corp., Model: DL750) at a sampling rate of 10
kHz and recording time of 10 s. The voltage sig-
nals were calibrated before an each measurement.
A portable anemometer (testo Corp., Model:
testo425, Resolution: 0.01 m/s, Measuring error:
±(0.03 m/s +5% of measurement value)) was lo-
cated next to the hot-wire anemometer for cali-
bration, the mean velocity was measured using the
portable anemometer as reference. The portable
anemometer was removed in shock-turbulence in-
teraction experiment.
Table 1 shows the experimental conditions. To

provide different relaxation effects, a shock wave
was propagated 400 mm, 500 mm and 600 mm
from the focusing point of the laser beam, respec-

tively. The pressure was measured 100 times at
each experimental condition to obtain the statis-
tic values for the shock interaction phenomena.　
The attenuated shock waves by relaxation effects
impinged on turbulence at 175 mm from pressure
measurement position, and the shock wave was
propagated in turbulent field of 100 mm. The
pressure waveform was measured using a flash-
mounted pressure transducer (PCB Piezotronics,
INC. Model-113B28, Rise-time: under 1 µs, Res-
olution: 7 Pa, Resonant frequency: over 500 kHz)
into a steel plate of 150 mm×150 mm to avoid
shock diffraction from the edges of the plate. An
axis of the pressure transducer was aligned to the
shock wave propagation direction. A spark oc-
curs by focusing laser beam, its emission was cap-
tured by a photo-detector located near the focus-
ing point, and the signal was used as a trigger sig-
nal for pressure measurement. The pressure char-
acteristics were made to convert the voltage sig-
nals by a piezoelectric element of the transducer,
the signals were recorded by a data acquisition
card (National Instruments Corp., Model: PCI-
6115, Maximum sampling rate: 10 MS/s, Reso-
lution: 12 bit) driven by Labview 2011 via a sig-
nal conditioner with low noise (PCB Piezotron-
ics, INC. Model: 482A21). 10MS/s was set as the
sampling rate to measure the accurate pressure
waveform in the experiment. Since the piezoelec-
tric element is not exposed to ambient air when
a sensor cable is connected to the pressure trans-
ducer, the characteristics of the voltage signal are
not changed by humidity even when humidity field
varies within the test chamber.

Figure 1. An experimental setup and measuring sys-
tem.

3. Results and discussion

3.1 Turbulent characteristics

Figure 3 shows distributions of turbulence inten-
sity of z and y components in the x-y plane,
measured by hot-wire technique in controlled
relative humidity field of approximately 20%.
Wrms/Wmean and Vrms/Wmean indicate turbu-
lence intensity of z and y components, respec-
tively. Turbulence intensity is defined as divided
velocity of root-mean-square by mean velocity. At
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Figure 2. Arrangement of a turbulence generator
(unit: mm).

Table 1. The experimental conditions

Relative
humidity

Shock propagation

distance [mm]
Shock-turbulence

interaction

20% 400 With
20% 400 Without
20% 500 With
20% 500 Without
20% 600 With
20% 600 Without
90% 400 With
90% 400 Without
90% 500 With
90% 500 Without
90% 600 With
90% 600 Without

coordinate (x = 0, y = 125, z = 0), mean velocity
of z component was Wmean = 8.9 m/s. Reynolds
number of 8.1×104 based on Wmean = 12.1 m/s
measured at coordinate (0, 125, -58) was obtained.
Although the complete symmetrical distribu-

tion of the turbulence intensity was not gener-
ated, comparatively symmetrical distribution was
obtained especially around the center of the slit
nozzle. Turbulence intensity with wide dispersion
was possessed in whole region because flow was
non-uniformly provided to the slit nozzle. It was
difficult to arrange an outlet of the fan under the
center of the slit nozzle due to the limited space in
the chamber for locating the circuit fan. However,
at the center of the slit nozzle (coordinate of (0,
105, 0), (0, 125, 0) and (0, 145, 0)), the narrow
dispersion, which are 1% and 8% in z and y com-
ponents (see Fig. 3), was able to be obtained.
Turbulence intensity measured at coordinate

(0, 125, 0) in relative humidity of 20% and
90% is shown in Table 2. Turbulence intensity
was not influenced by the humidity change be-
cause the intensity in relative humidity of 20% al-
most corresponded to that in relative humidity of
90%. Additionally, turbulent field consists of vor-
texes with some length scales, biggest scale and
smallest scale are defined as an outer scale and
an inner scale. The outer scale with large en-
ergy transfers the inner scale with small energy,

and the energy of the inner scale dissipated as
heart, Tennekes and Lumley (1972). The effects
of molecular viscosity on the inner scale are dom-
inated, and the outer scale is not affected by the
molecular viscosity. The large energy of the outer
scale must transfer to shock waves, hence the tur-
bulence intensity is constant even if humidity is
changed.

Based on hot-wire measurement data, the one-
dimensional spatial power spectrum of turbulence
at coordinate (0, 125, 0) is calculated in Fig. 4.
The frequencies converted into wavenumber by
Taylor hypothesis, Moni et al. (1975) based on
the mean velocity measured at coordinate (0, 125,
-58). These spectra corresponded to the Kolo-
mogorov ’s -5/3 power law (dot line), hence nor-
mal turbulence was able to developed in this ex-
periment.

Figure 3. Distributions of turbulence intensity.

Figure 4. One-dimensional spectrum of the transvers
y and longitudinal z components measured at coordi-
nate (0, 125, 0). Dot line: Kolomogorov’s -5/3 power
law.
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Table 2. Comparison of turbulence intensity at coor-
dinate (0, 125, 0) in 20% and 90% relative humidity
field

Relative Turbulence intensity
humidity Wrms/Wmean Vrms/Wmean

20% 1.03 0.20
90% 1.03 0.21

3.2 Turbulence effect in constant hu-
midity field

The typical pressure waveforms without and with
shock-turbulence interaction are shown in Fig. 5.
These pressure waveforms were propagated 600
mm from the laser focusing point in relative hu-
midity of 20%. The measured relative humidity
value was 19.8±2% including an error of an instru-
ment. Although an oscillation appeared during
approximate 0-40 µs due to resonant frequency of
the pressure transducer, the characteristics such
as the overpressure and the waveform were able
to be evaluated.
Figure 6 shows a histogram of the overpressure

which is the pressure waveform propagated 600
mm from the laser focusing point in relative hu-
midity of 20%. Based on data of the pressure
waveform with shock-turbulence interaction, the
bin width of the histogram abscissa of 70 Pa was
calculated, it was applied to a histogram, which
is without shock-turbulence interaction, for com-
parison. Additionally, statistics values of the over-
pressure and the arrival time are shown in Table
3. The arrival time defined as time required for
shock wave to propagate from the focusing po-
sition to the pressure transducer. The symbols
of ”w/o turb” and ”w turb” are defined as with-
out shock-turbulence interaction and with shock-
turbulence interaction, respectively.
The shock-turbulence interaction phenomenon

was able to be obtained in present experiment
because the statistics values corresponded to the
general results from the shock-turbulence inter-
action experiments. When the shock wave in-
teracted with turbulence, the mean overpres-
sure and the mean arrival time were decreased
and the standard deviations were increased,
these features resembled the experimental re-
sult by Lipkens and Blackstock (1998) which cor-
responds to the result of flight tests. Hence the
present experimental setup can simulate the phe-
nomena of impinging sonic boom to turbulence in
the laboratory-scale experiment.

Table 3. Mean value: overline and standard deviation:
σ in relative humidity of 20%.

w/o turb w turb

Overpressure ∆̄P 1.00 0.74
[kPa] σ 0.03 0.16

Arrival time ¯tar 1.719 1.707
[ms] σ 0.001 0.003

Figure 5. Typical pressure waveform in 20% relative
humidity field (Measured at 600 mm from laser focus-
ing point).

Figure 6. Histogram of the overpressure measured
with and without turbulence interaction. The bin
width is 70 Pa.

3.3 Effect of shock-turbulence inter-
action with various humidity

Table 4 shows the standard deviations of the over-
pressure obtained various shock wave propaga-
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tion distances in relative humidity of 20% and
90%. The measured relative humidity value of
90% was 89.7±5% including an error of the in-
strument. The different standard deviation oc-
curred due to relative humidity of 90% and 20%,
the standard deviation was increased in all propa-
gation distance when turbulence impinged on the
shock wave. The behavior of the turbulence ef-
fects on the overpressure might be unstable when
shock wave propagated in relative humidity of
20%. For without shock-turbulence interaction,
the standard deviations were slightly increased in
relative humidity of 90% compared to that in 20%,
however they were not widely dispersed in relative
humidity of 90% if the shock wave impinged to
turbulence.
The standard deviations of the arrival time are

shown in Table 5. For shock-turbulence interac-
tion, the standard deviation was widely dispersed
in relative humidity of 20% compared to 90%, al-
though the standard deviations measured at 400
mm in relative humidity of 20% corresponded to
that in 90% because it is comparatively difficult to
confirm the changing value when the shock wave is
propagated for short distance. The same features
with the standard deviation of the overpressure
could appear.
Figure 7 shows the relative overpressure

∆Pmean/∆P
w/o turb
mean , which is defined as divided

the mean overpressure with shock-turbulence in-
teraction by the mean overpressure without tur-
bulence. If the relative overpressure becomes
small value, turbulent effect is enhanced because a
mean overpressure ∆Pmean which is denominator
of the relative overpressure is generally decreased
when turbulence impinges on a shock wave. The
larger relative overpressure appeared in relative
humidity of 20% compared to that in 90%. Ad-
ditionally, the relative overpressure measured in
relative humidity of 20% and 90% were increased
with propagation distance increase; the turbulent
effect was attenuated when the shock wave was
propagated with long distance.
Turbulent effect is varied depending on thick-

ness of a shock wave. Turbulent effect was at-
tenuated when shock wave propagating in relative
humidity of 20% compared to relative humidity of
90%. When the shock wave is propagated in rel-
ative humidity of 20%, the thickness of the shock
wave becomes thick since the rise-time is increased
due to the relaxation effects, Hodgson (1973) and
Hatanaka and Saito (2011). On the other hand,
the rise-time is not comparatively increased in rel-
ative humidity of 90%; thickness of the shock wave
becomes thin compared to that in 20%. In present
experiment, the shock wave with wide or nar-
row thickness passed through the turbulent field.
Additionally, these thicknesses are increased with
propagation distance increase due to the relax-
ation effects, hence the turbulent effect is attenu-
ated if the thickness of the shock wave is increased.
This is because the relative overpressures were in-
creased with propagation distance increase, see
Fig. 7.
A shock wave front is distorted in shock in-

teraction with various media. A shock wave
propagated in turbulent field induces shock fo-
cusing at the shock wave front because the
propagating path is changed by distortion of

the shock wave front, Aver’ yanov et al. (2006)
and Averiyanov et al. (2011). Additionally, a
shock reflection and diffraction appear around
a vortex in the case of shock-vortex interac-
tion, Ellzey et al. (1995) and Zhang et al. (2005).
When a shock wave with wide thickness is propa-
gated, varied shape shock wave distortions might
occur and behavior of a shock reflection and
diffraction changes in the shock wave front.

Table 4. Standard deviation of the overpressure

Propagation

distance
Relative
humidity w/o turb w turb

400 mm 20% 0.03 0.27
400 mm 90% 0.03 0.24

500 mm 20% 0.02 0.21
500 mm 90% 0.07 0.21

600 mm 20% 0.03 0.16
600 mm 90% 0.05 0.13

Unit: kPa

Table 5. Standard deviation of the arrival time

Propagation

distance
Relative
humidity w/o turb w turb

400 mm 20% 0 2
400 mm 90% 0 2

500 mm 20% 0 3
500 mm 90% 1 2

600 mm 20% 1 3
600 mm 90% 1 2

Unit: µs

Figure 7. Relative overpressure at each propagation
distance.

4. Conclusions

An experimental investigation of shock-turbulence
interaction with humidity variation was con-
ducted to understand a sonic boom signature
passed through a real atmosphere. A shock wave
was generated by focusing a laser beam using a
pulsed Nd: YAG laser. The shock wave propagat-
ing in controlled 20% and 90% relative humidity
fields interacted with a slit jet turbulence gener-
ated by a fan with circuit type within a cham-
ber. The pressure waveform was measured at 400
mm, 500 mm and 600 mm from the laser focusing
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point, using a flush-mounted pressure transducer
with high bandwidth.
In case of shock-turbulence interaction, the

mean overpressure was decreased in the both con-
ditions with 20% and 90% relative humidity fields.
It is found that difference of the turbulence effects
appeared due to low and high relative humidity
fields. In 20% relative humidity, the standard de-
viation of the overpressure and the arrival time
were increased compared with the 90% relative
humidity field. It seems that the behavior of the
turbulence effects was unstable when shock wave
propagated in relative humidity of 20%. In 20%
relative humidity, a relative overpressure, which
is a ratio between the mean overpressure without
and with shock-turbulence interaction, was less in-
fluenced than that in 90% relative humidity; the
turbulence strongly influenced the overpressure in
90% relative humidity field. The turbulence effect
was gradually decreased by increasing the propa-
gation distance.
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Peculiarities of the interactions of shock wave with decaying
plasma of gas discharge
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Interaction of shock waves with weakly
ionized plasma is actively investigated
for many years (Klimov et al. (1982),
Basargin et al. (1985), Basargin et al. (1989),
Baryshnikov et al. (1991),
Adamovich et al. (1998),
Baryshnikov et al. (2001),
Bletzinger et al. (2005),
Baryshnikov et al. (2007),
Baryshnikov et al. (2008),
Baryshnikov et al. (2009)). There are many
possible explanations of observed peculiarities
based on the consideration of electrodynamics
processes in plasma. In this paper, we try to
interpret the experimental results in terms of
unsteady gas dynamics process.

Experiments were carried out on the setup
shown at Figure 1. Stationary low-pressure arc
discharge (1) is created between two conical cop-
per electrodes (2) placed at a distance of 100 mm
from each other. The positive output of the ex-
ternal DC power source with a voltage of 600 V
is connected to the lower electrode, which is in-
sulated from the chamber walls. Air, Nitrogen
or Argon at a pressure 4 kPa was used as work-
ing gas. The shock wave is formed in the electric
shock tube (3) with 30 mm inner diameter and
700 mm length. The axis of shock tube is oriented
perpendicular to the discharge axis. Output sec-
tion of the shock tube is located at 100 mm from
the axis of the discharge. Sensor (4) is mounted
on the quartz rod (5) which located at the other
side of the discharge region. Quartz rod can be
moved across the discharge in direction toward the
shock wave (6). Temperature in discharge region
was measured with a chromel-alumel thermocou-
ple, and pressure was measured by a piezoelectric
sensor.

Plasma electrical conductivity was measured by
double electric probe. It consists of two electrodes,
situated at 8 mm from each other and oriented
parallel to the vertical axis of the discharge. Each
electrode is made of platinum wire 0.5 mm di-
ameter and 10 mm length. Position of measuring
point was varied from -50 mm to 100 mm from the
vertical axis of the discharge. Gas pressure and
plasma electrical conductivity were measured at
the same locations. In these experiments, results
of the electric probe measurements are mainly
used to determine the spatial boundaries of the
thermal inhomogeneity region (heated “bubble”)
which created by gas discharge.

Experimental setup is equipped with a simple
schlieren system. Laser beam pass the plasma re-
gion above the electric probe in point with equal
radial coordinate, and detected by a photodiode

Figure 1. Experimental setup.

with a diaphragm. Schlieren system is used to
fix the moment of the shock wave arrival to the
probe.

To exclude the influence of the discharge cur-
rent on the process under study, measurements
were carried out in a decaying plasma, starting
with the fifth milliseconds after the discharge is
switched off. The total duration of the experiment
was 0.5 ms. In this time interval the plasma con-
ductivity still sufficient for reliable measurements
by electric probe. During the whole experiment
the rate of change of the probe signal (plasma re-
combination rate) remains practically constant.
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Figure 2. Radial temperature distribution in dis-
charge region.

Figure 2 shows the radial temperature distri-
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bution in gas discharge region. Consider the re-
sults of experiments in terms of non-stationary
process of interaction of the shock wave and the
gas-dynamic heterogeneity caused by heating of
the gas discharge. Since the temperature of the
gas within the region above the ambient gas, the
pressure of a shock wave in the heated volume is
smaller than in the outer space. Motion of the
shock wave through the inhomogeneity will be ac-
companied by compression from the surrounding
gas (Evans et al. (1962), Ding et al. (1996)).

Figure 3 shows the signals of the electric probe
and the pressure sensor measured at a point lying
on the vertical axis of the discharge (r = 0). The
time is counted from the moment of the arrival of
shock wave to the measurement point. The first
local maximum of pressure sensor signal (2) corre-
sponds to the arrival of the shock wave. The peak
value of the second pressure maximum is more
than twice the first one and it’s position depends
on distance between the measuring point and the
discharge axis. The subsequent decrease of the
signal is due to the behaviour of pressure distri-
bution behind the shock wave in the surrounding
gas.
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Figure 3. Signals of the electric probe (1) and pressure
sensor (2) measured at discharge axis.

Electric probe signal (1) in time interval before
the arrival of the shock wave t < 0 corresponds to
the electrical conductivity of the decaying plasma.
At the moment of arrival of the shock wave t = 0,
the signal of the probe does not change as quickly
as the pressure signal, reaching a maximum value
at 20 µs. From that moment there is a sharp pres-
sure increase (2) and reducing the signal of elec-
tric probe. It can be seen that both curves reach a
local extremum almost simultaneously. Pressure
rise after 20 µs is due to the compression process
of thermal heterogeneity by the surround cold gas.
Reducing the signal of electric probe can be at-
tributed to a decrease of the plasma conductivity
in the direction from the thermal heterogeneity to
the external space. It is important that probe sig-
nal is reduced to zero level that correspond to zero
gas conductivity. From the above it follows that
the second local maximum of pressure sensor sig-
nal corresponds to the arrival of cold surrounding
gas at the measurement point.

Figure 4 shows the position of the minimum
value of the electric probe signal (1) and the sec-

ond maximum of the pressure sensor signal (2)
depending on the position of the measuring point.
It can be seen that the measurements results ob-
tained by the pressure sensor and electric probe,
are in satisfactory agreement with each other.
Second maximum value of pressure sensor signal
(or minimum of electric probe signal) corresponds
to the arrival of the left border of surrounding gas
that moves behind the shock wave to the measure-
ment point. Coordinate of the left border of ther-
mal heterogeneity can be estimated by extrapolat-
ing of both curves. Due to the axial symmetry of
the discharge radius of the heated gas is approx-
imately equal 55 mm. Comparing figure 2 and
figure 4 show that the boundaries of the heated re-
gion obtained by measuring the temperature and
pressure sensors and an electric probe correspond
to each other.
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Figure 4. Electric probe signal (1) and pressure sen-
sor (2) measured at discharge axis.

Figure 5 shows the x−t diagram of propagation
of shock wave (1), the left border of thermal inho-
mogeneity (2) and the right one (2) and it demon-
strates the process of the thermal inhomogene-
ity compression by the shock wave. These curves
plot according to measurements by electric probe.
Time t = 0 corresponds the moment when the
shock wave reaches the left border (r = −55 mm)
of thermal inhomogeneity.

The trajectory of shock wave (1), moving in the
plasma at an average speed of 1 mm/µs, is the re-
sult of averaging the measurement data obtained
by the electric probe and the pressure sensor. Tra-
jectory of the left border (2) and right border (3)
of thermal inhomogeneity built on the results of
the electric probe measurements. Time coordi-
nates of the right boundary (3) were determined
by the position of the leading edge of the electric
probe signal for r > 55 mm. Since the gas tem-
perature within the thermal inhomogeneity higher
the temperature of the surrounding gas then the
pressure behind the shock wave in the heated vol-
ume is smaller than in the outer space. This leads
to the inhomogeneity area compression by the sur-
rounding gas.

The compression process can be divided into
two phases: the initial, when the shock wave is
inside the thermal inhomogeneity (r < 55 mm),
and the final, corresponding to the motion of the
shock wave behind the right border of the thermal
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Figure 5. x − t diagram of propagation of the shock
wave (1), the left border (2) and the right border of
thermal inhomogeneity (3).

heterogeneity (r > 55 mm). In the initial phase,
compression mostly is one-sided, since the right
border remains fixed (dashed line on the Figure 5).
In the final phase faster uniform compression of
thermal inhomogeneity has been observed because
the right boundary (3) also moved. As seen from
the diagram, for r > 80 mm compression prac-
tically stops. This apparently corresponds to the
case of equality of pressures inside and outside the
inhomogeneity. In this case, as can be seen from
the Figure 5, the linear dimension of inhomogene-
ity is reduced by about an order of magnitude
respects to the initial size.

An analysis of the results leads to the conclusion
that the dominant factor in determining the com-
plexity of changing the pressure behind the shock
wave in decaying plasma of gas discharge is a gas-
dynamic compression process limited amount of
gas at a higher temperature compared with the
temperature of surrounding space.

This study was supported by the Russian Foun-
dation for Basic Research, project no. 14-08-00525
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1. Introduction

The focus of this paper is the problem of a mag-
netoacoustic self-sustained shock pulses forma-
tion in a thermally unstable medium. The ther-
mally unstable medium is a type of some nonequi-
librium media. In nonequilibrium media the
acoustical perturbations can be amplified due to
the positive feedback between the nonequilibrium
heating and acoustical compressions (Rayleighs
mechanism of acoustical instability). For a wide
class of a nonequilibrium homogeneous gas me-
dia, Rayleighs criterion of the acoustical instabil-
ity exclusive of the thermal conduction and shear
viscosity is satisfied under the condition of the
negative bulk (second) viscosity coefficient. The
nonequilibrium in a thermally unstable medium
is caused by steady volume energy source occur-
rence. The power of this energy source depends
on the temperature and density of the medium.
The mathematical modeling of a processes in ther-
mally unstable medium claims the usage of an ad-
ditional term in the energy equation.

The additional term is known as the general-
ized heat-loss function or heating/cooling func-
tion and can be formulated as � = L − Γ, where
L, Γ are energy losses (the cooling rate) and en-
ergy gains (the heating rate) in ergs per gram per
second respectively. This functions depends on
thermodynamic parameters of gas or the plasma
medium. The form of the function is varied de-
pending on physical processes in the considered
problem (Rosner et al. 1978, Vesecky et al. 1979,
Dahlburg et al. 1988). However, the observed
features of perturbation dynamics are defined by
the function properties.

One of the first achievement in investigating
of the thermally unstable media was obtaining
certain thermal instability conditions. This de-
tailed analysis of thermal instability of a uniform
medium was conducted by Field (Field 1965).
There are three types of thermal instability: such
as isochoric, isobaric and isentropic ones.

The condition for isentropic (acoustic) instabil-
ity is

�T +
ρ0

(γ − 1)T0

�ρ < 0, (1)

where �ρ, �T is the partial density and temper-
ature derivative, respectively and γ is the adia-
batic index (the ratio of specific heats). In paper
(Molevich et al. 2011) it was shown that condi-
tion of the negative bulk viscosity coincide with
well-known condition of isentropic instability.

According to Krasnobaev
(Krasnobaev et al. 1999) this isentropic in-
stability can result in formation of periodic
self-sustained shock pulses sequence. McMillan
and Flannery (McMillan et al. 1980) showed
numerically the possibility of periodic traveling
wave appearance in diffuse cold clouds. This
hypothesis is approved analytically and nu-
merically in paper (Molevich et al. 2011) for
the model of interstellar medium (low-density
photodissociation region) (Wolfire et al.2003).

However, in many cases the medium under con-
sideration is strongly or fully ionized and the mag-
netic field can significantly effect on perturbation
evolution. Thus, in our paper we will study pos-
sible consequences of the magnetic field influence
on perturbation evolution in a thermally unstable
medium.

2. Model and dispersion relation

The nonlinear MHD waves are studied in ther-
mally unstable plasma which is assumed to be
initially homogeneous in thermal equilibrium and
with a straight and homogeneous magnetic field
frozen in.

Figure 1. Magnetic-field vector in Cartesian coordi-
nate system

In our investigation we use Cartesian coordi-
nate system x, y, z. The equilibrium magnetic
field lies in the (x,-z ) – plane “Figure 1” i.e.
⇀

B0= B0 · sinα·
⇀
x0 +B0 · cosα·

⇀
z 0, here B0 is an

absolute value for the magnetic-field vector, α· -
an angle with respect to the z -axis and

⇀
x0,

⇀
z 0 are
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the unit vectors. The wave propagation is fixed to
be in the z -direction, dependences upon x and y
ignored(∂/∂x = ∂/∂y = 0).

In our study, effects of self-gravitation, ioniza-
tion, and steady flows are neglected. For simplic-
ity, we also do not take into account the viscos-
ity and heat conductivity coefficients in the model
equation system.

Projected on the axes, the model equation sys-
tem can be written as

∂Bx

∂t
= − ∂

∂z
(V z · Bx − V x · Bz) (2)

∂By

∂t
=

∂

∂z
(V y · Bz − V z ·By) . (3)

∂Bz

∂t
= 0 (4)

div
⇀

B= 0 (5)

ρ
dVx

dt
=

1

4π
· Bz ·

∂Bx

∂z
(6)

ρ
dVy

dt
=

1

4π
· Bz ·

∂By

∂z
(7)

ρ
dVz

dt
= −∂P

∂z
− 1

4π
·
(

Bx · ∂Bx

∂z
+By ·

∂By

∂z

)

(8)

∂ρ

∂t
+

∂

∂z
· (ρVz) = 0 (9)

CV ∞
dT

dt
− kBT

mρ
· dρ
dt

= −�(ρ, T ) (10)

P =
kB · T · ρ

m
. (11)

Here T, ρ, P are, respectively, temperature,
density and pressure, Vx, Vy , Vz, Bx, By, Bz are
components of velocity and magnetic-field vectors,
� is the generalized heat-loss function, CV∞ is the
specific heat at constant volume, kB is the Boltz-
mann constant and d/dt = ∂/∂t+ Vz∂/∂z. Value
m depends on medium properties.

The standard linearization procedure for sys-
tem (2)− (11) with respect to perturbations of the
stationary state of the form ρ = ρ0+ ρ̄ exp(−iωt+
ikz) permits one to obtain the dispersion relation
for Alfven waves

ω2

k2
= A2

a · cos2 α (12)

and for magnetoacoustic waves

ω2

k2
= 0.5

(

c2a + c̃2
)

± 0.5
√

c4a + c̃4 − 2A2
ac̃

2 cos 2α,

(13)

where

c2a =
B2

0

4πρ0
, c̃2 =

kBT0

m

CP0 − iωτCP∞

CV 0 − iωτCV ∞
,

CP∞ = CV ∞ +
kB
m

,CV 0 =
kB�0T

m
,

CP0 =
kB · (�0T −�0ρ)

m
,

τ =
kB · T0

m ·Q0

,�0T =
T0

Q0

(∂�/∂T )ρ=ρ0, T=T0
,

�0ρ =
ρ0
Q0

(∂�/∂ρ)ρ=ρ0, T=T0
.

Here, CP∞ is the high-frequency thermal ca-
pacity under constant pressure; CV 0 , CP0 are
the effective low-frequency thermal capacities un-
der constant volume and pressure in the ther-
mally unstable medium (Molevich et al. 2011,
Molevich et al. 1988), respectively; τ is the char-
acteristic time of heating; Ca is the velocity of
Alfven waves; and Q0 is the stationary value of
the heating power.

Without regard to thermal instability, c̃2 = c̃2∞
and expression (13) coincides with a known one
( Nakariakov et al. 2000). The dependence of the
complex quantity c̃2 on frequency causes the ap-
pearance of velocity dispersion of magnetoacoustic
waves in the heat-releasing medium.

Dispersion relation (13) can be significantly
simplified in the low- and high-frequency approx-
imations:

k =
ω

c0f,s

(

1 + i
ωξ0

4ρ0c20f,s
Ξ0

)

,

ωτ << CP0/CP∞, CV 0/CV∞

(14)

k =
ω

c∞f,s

(

1 + i
ξ0C

2

V 0

4ρ0c2∞f,sωτ
2C2

V ∞
Ξ∞

)

,

ωτ >> CP0/CP∞, CV 0/CV∞

(15)

where
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Ξ0 =

(

1±
c2
0
− c2

0
cos 2α

√

c4
0
+ c4

0
− 2c2

0
c2
0
cos 2α

)

,

Ξ∞ =

(

1± c2∞ − c2
0
cos 2α

√

c4∞ + c4
0
− 2c2∞c2

0
cos 2α

)

ξ0 =
τρ0CV∞(c2∞ − c2

0
)

CV 0

=

=
P0τ0 (�0ρ/(γ∞ − 1) + �0T )

�2

0T

,

c2
0
= CP0kBT0/mCV 0 = γ0kBT0/m,

c2∞ = CP∞kBT0/mCV∞ = γ∞kBT0/m,

c2
0f,s = 0.5(c2

0
+ c2

0
±

±
√

c4
0
+ c4

0
− 2c2

0
c2
0
cos 2α),

c2∞f,s = 0.5(c2∞ + c2
0
±

±
√

c4∞ + c4
0
− 2c2∞c2

0
cos 2α)

ξ0 is the low-frequency coefficient of the second
viscosity in the thermally unstable medium
(Molevich et al. 2011, Molevich et al. 1988),
c0,c∞are the low-frequency and high-frequency
speeds of sound, and c0f,s, c∞f,s are the
low-frequency and high-frequency velocities of
magnetoacoustic waves; the indices f,s corre-
spond to fast (the + sign) and slow (the − sign)
magnetoacoustic waves. The expression for the
low-frequency speed of sound coincides with
( Nakariakov et al. 2000 , Heyvaerts et al. 1974).

According to (12) − (13) , the Alfven wave is
stable and the magnetoacoustic waves lose their
stability as ξ0 < 0, i.e., under the condition of
isentropic instability

3. Nonlinear equation

To describe the stationary structure of magnetoa-
coustic waves formed under instability condition
(1), it is necessary to take into account the effect
of nonlinear summands in the initial MHD sys-
tem (2) − (11). This is possible in the case of

a weak dispersion |θ| =
∣

∣

∣
c2
0f,s − c2∞f,s

∣

∣

∣
/c2∞f,s ∼

ε << 1, where ε is a quantity of the first or-
der of smallness. Using the technique that in-
cludes the theory of perturbations and slowly
varying profile and is comprehensively described
in (Wolfire et al.2003), we obtain the following
nonlinear equation describing the propagation of
magnetoacoustic waves in a moving coordinate
system(ς = (z − c∞f,st)/c∞f,sτ ,Υ = εt/τ) up to
quantities of the second order of smallness with
respect to the amplitude:

(

∂ρ̃

∂Υ
+

Ψ∞

2

∂ρ̃2

∂ς

)

ς

−

− CV 0

CV ∞

(

∂ρ̃

∂Υ
+

θΞ∞

4

∂ρ̃

∂ς
+

Ψ0

2

∂ρ̃2

∂ς

)

= 0,

(16)

where

ρ̃ =
ρ− ρ0
ρ0

, c2
0z = c2

0
cos2 α

Ψ∞ =
c2∞(γ∞ + 1)(c2∞f,s − c2

0z)

2c2∞f,s(2c
2

∞f,s − c2∞ − c2
0
)
+

+
3(c2∞f,s − c2∞)

2(2c2∞f,s − c2∞ − c2
0
)
,

Ψ0 =
c2
0
(2γ0−1)(c2∞f,s−c2

0z)

c2∞f,s
γ0(2c2∞f,s

−c2∞−c2
0
)
+

3(c2∞f,s−c2∞)

2(2c2∞f,s
−c2∞−c2

0
)

− c2
0
(c2∞f,s−c2

0z)

2c2∞f,sγ0�0T (2c2∞f,s−c2∞−c2
0
)
·

·
[

�0TT (γ0 − 1)2 + �0ρρ + 2�0ρT (γ0 − 1)
]

,

�0TT =

(

T 2∂2�
�∂T 2

)

ρ0, T0

,�0ρT =

(

ρT∂2�
�∂ρ∂T

)

ρ0, T0

,

�0ρρ =

(

ρ2∂2�
�∂ρ2

)

ρ0, T=T0

.

Obtained expression for the high-frequency co-
efficient of magnetoacoustic nonlinearity Ψ∞ coin-
cides with an earlier one ( Makaryan et al. 2007).
In the absence of a magnetic field, Ψ∞ = (γ∞ +
1)/2. In the absence of a magnetic field, Ψ0 coin-
cides with the low-frequency acoustic coefficient
obtained in (Molevich et al. 2011). It should
be mentioned that (16) presented here signifi-
cantly differs from the nonlinear magnetoacous-
tic equation obtained in the high-frequency ap-
proximation ( Makaryan et al. 2007): it can ad-
equately describe also the low-frequency part of
the spectrum and the nonlinear energy transfer up
the spectrum.Equation for magnetoacoustic waves
(16) coincides in its form with the generalized non-
linear acoustic equation of the relaxing medium
( Nakariakov et al. 2000), the solutions of which
were studied in detail in those works.

Figure 2. Dependence of analytically predicted am-
plitudes of self-sustained pulses on plasma beta

The evolution of weak perturbations was also
investigated numerically. The set of equations (2)
− (11) (in Lagrangian hydrodynamic coordinates)
is numerically solved with usage of the fully con-
servative implicit scheme and the artificial viscos-
ity to smear shocks. To concrete the strength of
the magnetic field, we use parameter plasma beta.
The beta of a plasma is the ratio of the plasma
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pressure to the magnetic pressure. For the sim-
ulation we use simple representation of the heat-
loss function (18). In this case there is isentropic
instability in the medium, isobaric and isochoric
stability. In simulations the magnetic field vector
was perpendicular to the z -axis. In this case only
fast magnetoacoustic waves can propagate in the
medium.

β =
plasmapressure

magneticpressure
= 16πkBT0/B0

2 (17)

�(ρ, T ) = ρa1T b1 − ρa2T b2;

a1 : = 0.38; b1 : = −0.2; a2 : = 0.1; b2 : = 0.1

(18)

The dependence of self-sustained pulse on the
plasma beta is shown on the Figure 2. As one can
see on the Figure 3 the initial step-wise pertur-
bation disintegrate on self-sustained shock pulses
sequence. Moreover, the nonstationary nonlinear
acoustical equation (16) is solved numerically us-
ing the artificial viscosity and splitting method.
Initial perturbation again disintegrate on self-
sustained shock pulses sequence (Figure 4).

Figure 3. Disintegration of the initial step-wise per-
turbation into sequence of pulses obtained by the nu-
merical solution of equations (2) − (11) (a) Initial per-
turbation, (b) Top: Perturbation of density, Bottom:
Perturbation of magnetic field

4. Conclusion

The formation of a magnetoacoustic self-sustained
shock pulses in the plasma medium with a thermal
instability is investigated. The plasma medium is
assumed to be initially homogeneous, in a ther-
mal equilibrium and with a straight and homoge-
neous magnetic field frozen in. The heating and
cooling rate density and temperature dependences
define possible type of the thermal instability in
the medium. The dispersion relations for a mag-
netoacoustic waves and Alfven waves are obtained
analytically. The acoustic amplification condi-
tion of the fast and slow magnetoacoustic waves
is determined by solving the dispersion relation.
A nonlinear magnetoacoustic equation describing
the evolution of fast and slow magnetoacoustic
waves in a thermally unstable medium has been

Figure 4. Disintegration of the initial step-wise per-
turbation into sequence of pulses with amplitude pre-
dicted analytically obtained by the numerical solution
of nonlinear equation (16) (a) Initial perturbation, (b)
Perturbation of density

obtained and solved analytically. In the obtained
equation there is a correlation between the nonlin-
ear acoustical equation of nonequilibrium medium
with exponential relaxation law and the nonlinear
acoustical equation of medium with thermal insta-
bility without frozen-in magnetic field. The char-
acteristics of a magnetoacoustic shock waves and
possible shapes of wave front are also determined.
The condition of a magnetoacoustic self-sustained
shock pulse formation is obtained. The numeri-
cal modeling of the obtained nonlinear magnetoa-
coustic equation and of the full system of mag-
netohydrodynamic equations in one dimensional
form shows the disintegration of any initial weak
perturbation of compression into a sequence of
these self-sustained shock pulses.
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Turbulence diagnostics in flow with shocks by speckle

tomography

N. Fomin, N. Bazylev, O. Penyazkov
Department of Physics and Chemistry of Non-Equilibrium Media, Heat and Mass Transfer Institute,
220072 Minsk, Belarus

Modern optical techniques based on computer-
aided image pattern analysis extends the meth-
ods of flow visualization and diagnostics and al-
lows the quantitative derivation of a two dimen-
sional map of defection angle experienced by light
passing through a flow under study. Such line-
in-sight diagnostics with the use of digital images
analys becomes especially attractive when turning
to the statistical analysis of the microscale tur-
bulent fluctuations in flow with shocks. Present
paper deals with comparative analysis of three
digital optical line-in-sight methods, namely, (1),
Background Oriented Schlieren (BOS), (2), Laser
Speckle Photography (LSP), and (3), Talbot in-
terferometry (TI). The data allows reconstruct-
ing interior flow structures, but the reconstruc-
tion procedures require a big amount of precise
quantitative information about the flow obtained
from multi-projectional measurements with high
precision of experimental data and high spatial
resolution.

INTRODUCTION. Modern optical tech-
niques based on computer-aided image pat-
tern analysis extends the methods of flow
visualization and diagnostics and allows the
quantitative derivation of a two dimensional
map of defection angle experienced by light
passing through a flow under study. Such
line-in-sight diagnostics with the use of digital
images analyses becomes especially attractive
when turning to the statistical analysis of the
microscale turbulent fluctuations as well as
micro- and nanostructures of an inhomogeneous
semitransparent medium ( see Fomin (1998),
Doroshko et al. (2008), Khramtsov et al. (2013),
Fomin and Meleeva (2014)). While the PIV
records 2D velocity maps within the selected
flow sections (planes), BOS, SP, and TI provides
an integrated information about the whole 3D
flow field. The integration is the same as in
the all line-of-sight flow visualisation technique.
The flow visualisation data allows, in principle,
reconstructing interior flow structures, but the
reconstruction procedures are rather complicated.
Such procedures are called computer-assisted
tomography (CAT), optical tomographic recon-
struction, or computerized tomography (CT).
From a mathematical point of view such proce-
dures are ill-posed problems, and a big amount of
precise quantitative information about the flow
obtained from multi-projectional measurements
with high precision of experimental data extrac-
tion and high spatial resolution are needed for
successful reconstruction of a 3D flow structure.
For fluid mechanical measurements CT was intro-
duced as a technique that allows one to determine
temperature, density, or concentration profiles in
3D flows by means of multi-projectional interfer-
ometric measurements ( see Merzkirch (1987)).

A number of other flow diagnostic techniques,
including absorption, emission, and holographic
interferometry, have been combined with CT,
see Hauf and Grigull (1970), Fomin et al. (2006).
Since the seventies of the last century, speckle
photography is used intensively for measuring
temperature and density fields in fluid flows.
In comparison to the classical optical visu-
alisation methods, the digital SP provides a
much higher local resolution of the experimental
values in the plane of measurement and has
great advantages in tomography approach ( see
Blinkov et al. (1989), Achasov et al. (1991)).
The quantity that can be measured is the angle
of deflection of the light transmitted through
the refractive index field, similar to the case
of a schlieren system, where the distribution of
this angle is visualized in a qualitative form. It
has been shown by Fomin (1998), that quan-
titative measurements by means of speckle
photography can be performed in turbulent
flows as well. Erbeck and Merzkirch derived
a novel integral transform which connects cor-
relation functions of turbulence with speckle
photography data and using the advantage of
speckle photography for quantitative measure-
ments of light deflection angles performed a
statistical treatment of the turbulent density
field of the flow behind the turbulence grid (see
Erbeck and Merzkirch (1986)). The methods
of such turbulence analysis have been further
developed by Erbeck and Merzkirch (1988),
Vitkin et al. (1998), Fomin et al. (1999),
Fomin et al. (2000), Dokukina et al. (2013).
At the same time, the SP scheme has been
adopted for multi-projectional compurer-assisted
tomographic flowfield reconstruction (see
Blinkov et al. (1989), Achasov et al. (1991)).
This technique is referred now as speckle tomog-
raphy . Digital speckle photography based on
the computer-aided acquisition and evaluation
of speckle patterns extends the SP methods,
and this allows the instantaneous quantitative
derivation of a 2D map of deflection angles of the
light passing through the flow under study. Such
a technique uses direct electronic recording or
intermediate photographic recording of speckle
patterns, and subsequent digital image process-
ing. The technique has already been applied
to fluid mechanics and heat and mass transfer
studies in many publications and reviewed with
respect to such applications by Fomin (1998).

EXPERIMENT.

Principles for measuring the light deflec-
tion angles by means of SP, BOS, and TI
have been described earlier by Fomin (1998),
Doroshko et al. (2008) and are illustrated in Fig-
ure 1. An expanded parallel beam of laser light
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is transmitted through the test media. A lens 5
focuses a plane in the test section onto a grid.
It could be ground glass plate or Talbot grid.
The second imaging lens focuses a plane at a dis-
tance d from the ground glass onto the photo-
graphic plate. On this plate a speckle pattern is
recorded that is existent in the plane at a small
distance d from the ground glass plate. In dou-
ble exposure speckle photography, (DESP), two
speckle patterns are superimposed by recording
two exposures on the same digital image. The
obtained specklegram is digitally interrogated by
cross-correlation analysis. The results are two
components of the speckle displacement at each
specklegram interrogation point. These values can
be easily converted into the components of the
deflection angle of the light passed through the
flow studied. Application of these principles to
the shock tube experiments is illustrated on Fig-
ure 2. For extended objects, as shown in Figure
1, an additional lens is placed between the object
and the ground glass that allows one to direct a
light beam passing through an extended object
to the same area of the ground glass as a ”refer-
ence” beam does, e.g. the same beam during a
reference exposure when the object under study
is absent. This modification allows one to de-
crease the decorrelation effect due to the use of
the same area of the ground glass for generating
a speckle pattern both for the object and for the
reference exposures. In the digital version of SP,
a high speed CCD camera is used for the time
resolved speckle pattern recordings. The series of
recorded images are stored in a PC. Figure 3 illus-
trate shock tube facility of Luikov Heat and Mass
Transfer Institute.

Figure 1. Illustration of speckle photography optical
principles. 1 - probe laser, 2 - collimator, 3,5 - lenses,
4 - test media, 6 - grid, 7 - digital camera

DATA TREATMENT

The general way to obtain interior flow in-
formation is to use multidirectional measure-
ments and to reconstruct the 3D data using com-
puterized tomography (see Blinkov et al. (1989),
Achasov et al. (1991)). For a given test object,
the quality of the tomographic reconstruction de-
pends on the number of projections taken, the
covered total angular range of viewing directions,

 

 
 

 

flow direction : 

direction of  
moving shock : 

Figure 2. Application of speckle photography to shock
tube experiments and specklegram of turbulent flow
interacting with shock

and the amount of information available from each
projection, see Fomin and Meleeva (2014). Addi-
tional difficulties arises for fast flows with shocks
and turbulent flows, especially when the very
limited number of projectional measurements are
available (see Fomin et al. (2006)). The present
paper discusses mathematical procedures of 3D
flow field reconstruction based on Abel, Radon
and Erbeck-Merzkirch integral transforms both
for laminar and turbulent flows.

Figure 3. Shock tube of Luikov Heat and Mass Trans-
fer Institute. On the right corner, turbulence grid,
connected with high pressure volume. 1 - high pres-
sure volume, 2 - low pressure volume, 3 - oscilloscopes,
4 - speckle generator, 5 - test section, 6 - collimator,
7 - laser

Several mathematical algorithms are available
for reconstructing the 3D field from the infor-
mation recorded in the various projections with
the convolution back projection method being the
most widely used. In the present paper an itera-
tion technique has been adopted for the calcula-
tion of the Radon integral using geometry shown
in Figure 4. This approach has been refined to
accommodate information about the sought dis-
tribution as the first approximation. The noise
in the experimental data has been smoothed by
a cubic spline technique. This smoothing pro-
cedure improves the reconstruction quality, but
removes the low-scale variation of the refractive
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index distribution from the reconstructed field.
The mathematical procedure of tomographic re-
construction in turbulent flows was verified using
numerical simulation with a ”phantom” distribu-
tion of the refractive index. For each possible
propagation direction in the flow simulation, the
deflection angles of the light rays, ε(α, p), were
determined from the refractive index distribution
n(x, y, z). An estimated measurement error was
added randomly. This added noise simulates the
influence of low length scale vorticity as well as
random experimental errors.

The integral Radon transformation can be used
for data obtained from either laminar or turbu-
lent flow, but an exact determination of the inte-
rior flow parameter distributions would need an
infinite number of projections. Because of the
finite number of projection measurements avail-
able the application of the Radon transformation
becomes an ill-posed mathematical problem. In
practice this means that a small inaccuracy in the
experimental data can lead to significantly large
errors in the final flow parameter determination
and that a finite number of flow structures can
be reconstructed using a finite number of projec-
tions. So, only the large structures in turbulent
flows will be reconstructed here using the Radon
integral transform, whereas the microstructure of
turbulence will be further analyzed using statisti-
cal specklegram treatment, see details on Figure
5.

Figure 4. Geometry for Radon transfer and a speck-
legram of turbulent flow interacting with shock and a
specklegram of turbulent flow interacting with shock
wave

The deflection data were then used to estimate
the refractive index distribution using the Radon
transformation. When there is direct recording of
the light ray deflection angles, as in speckle pho-
tography, the integral Radon transformation sim-
plifies and the optical disturbance (refractive in-
dex distribution) can be predicted from the trans-
formation:

F (x, y, z) = n(x, y, z)− n∞ =

− n∞
2π2

π
∫

0

dα
∞
∫

−∞

ε(α,p,z)
p−p0

dp
(1)

Here α is a projection angle, ε(α, p) is deflection
angle of the collimated light after passing through
the media studied, p0(x, y) is the so called sought
parameter,

p0(x, y) = y · sinα− x · cosα (2)

 

Figure 5. The simulation results for 2, 4, and 12 -
projectional speckle tomography: reconstructed tem-
perature profile in one horizontal section of a single
non-symmetrical jet combustor. On the upper right
corner- phantom distribution; others - reconstructed
distributions using Radon integral transform

SIMULATION OF RAY TRACING. Tur-
bulence affects the propagation of a laser beam
through the medium under investigation by way
of variations in the refractive index. To analyze
the possibilities of speckle photography for turbu-
lence study, a direct numerical simulation of the
optical scheme is performed. Under the assump-
tion of geometrical optics the ray paths through
the 3D turbulent field are computed from the ray
equation,

d

ds

[

n(�r) · d�r
ds

)

]

= ∇n(�r), (3)

where �r = �r(x, y, z) is the position vector of a
point on the ray and ds is an element of the arc
length along the ray. To perform the ray tracing,
a field of the refractive index should be prescribed.
Denoting by �ε(x, y) , the light deflection field in
the recording plane orthogonal to the direction
of the parallel light beam propagation, the vector
value of the deflection angle can be composed of
two components, εp and εq , �ε = �p · εp + �q · εq
. For isotropic field, the correlation function of
the deflection angle field can be approximated by
series:

Rε(τ) =
MN

(M−τ)(N−τ)×

×

M−τ
∑

i=1

N−τ
∑

j=1

ε(i,j)·ε(i+τ,j+τ)

M
∑

i=1

N
∑

j=1

ε2(i,j)

(4)

This function also can be composed of two com-
ponents, Rεp and Rεq , each of which in its turn can
be calculated in the directions parallel (denoted by
the symbol ‖ ) or perpendicular (denoted by the
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symbol ⊥) to projection of the deflection angles:
These components, e.g., for , are:

Rεq⊥(τ) =
MN

(M−τ)(N−τ)×

×

M−τ
∑

i=1

N−τ
∑

j=1

ε(i,j)·ε(i+τ,j)

M
∑

i=1

N
∑

j=1

ε2(i,j)

(5)

Rεq‖(τ) =
MN

(M−τ)(N−τ)×

×

M−τ
∑

i=1

N−τ
∑

j=1

ε(i,j)·ε(i,j+τ)

M
∑

i=1

N
∑

j=1

ε2(i,j)

(6)

ERBECK-MERZKIRCH INTEGRAL
TRANSFORM.

The relation between deflection angle and fluid
density in the co-ordinate system chosen is

εq(p, q) = K ·
L
∫

0

∂ρ(p, q, s)

∂q
(7)

with L being the width of the test section in s−
(z−) direction, and K being the Gladstone - Dale
constant, therefore

Rεq(ξ, η) =

〈
L
∫

0

∂ρ(p′,q′,s′)
∂q ·

L
∫

0

∂ρ(p′′,q′′,s′′)
∂q 〉 (8)

where p′′ = p′ + ξ and q′′ = q′ + η , and vectors
�r′ and �r′′ are

�r′ =

⎡

⎣

s′

p′

q′

⎤

⎦ (9)

�r′′ =

⎡

⎣

s′′

p′′

q′′

⎤

⎦ =

⎡

⎣

s′ + (s′′ − s′)
p′ + ξ
q′ + η

⎤

⎦ (10)

Using these relations, a connection be-
tween density and deflection angle cor-
relation functions has been received by
Erbeck and Merzkirch (1986)

Rεq (ξ, η) =

−K2 ·
L
∫

0

L
∫

0

∂2

∂η2Rρ(ξ, η, ζ)dz
′dz′′

(11)

For isotropic turbulence the correlation func-
tions depend on one parameter, τ or r respectively

τ =
√

ξ2 + η2

r =
√

τ2 + ζ2
(12)

and the relation (11) will be rewritten in the
form

Rεq (ξ, η) =

−2K2L ·
L
∫

0

∂2

∂η2Rρ

(

√

τ2 + η2
)

dζ
(13)

For the case of isotropic turbulence, this equa-
tion can be inverted with respect to correlation
functions denoted by the symbols ‖ and ⊥ :

Rρ(r) =
1

πLK2

∞
∫

r

1√
τ2−r2

×

×{
τ
∫

0

Rεq‖(τ
∗)dτ∗}dτ

(14)

Rρ(r) =
1

πLK2×

×
∞
∫

r

τ√
τ2−r2

Rεq⊥(τ)dτ
(15)

Figure 6. Section of 3D turbulence cube obtained by
direct numerical simulation of turbulence (upper part)
and results of the ray-tracing simulation

It should be noted that the evaluation of the
inversion of this functions to the original one,
Rρ , is an ill posed mathematical problem and
care must be taken performing such calcula-
tions. As we can see, the inversion integrals are
Abel type integrals, therefore the great experi-
ence of solving this equation may be used, see e.g.
Hauf and Grigull (1970), Merzkirch (1987)). Fig-
ure 6 contains an example of the ray tracing by us-
ing a computer-simulated specklegram. The den-
sity correlation function here was reconstructed
with the help of inverse integral transformation
using about 200 readings at each phantom speck-
legram line. So, the quality of this reconstruction
for a small-scale vorticity is rather good with grids
of about 2002. The discrepancy between initial
correlation function constructed using the results
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of the direct numerical simulation and the func-
tion constructed using the deflection angle map in-
creases with increasing the vorticity scale. These
calculations were made for near to isotropic tur-
bulence with the value of anisotropy of about 15%.
In spite of this, it is possible to see that the preci-
sion of turbulence microscale determination using
integral transform for the isotropic turbulence is
rather high and the rms error of determination
is less than 10%. It should be noted that this
precision strongly depends on the experimental
data density and reduces rapidly with experimen-
tal grids less than of about 1002.

RESULTS

The experiments were performed with the un-
steady airflow in a shock tube having a quadratic
cross-section of 100× 100mm2. The shock prop-
agates into the low-pressure section where it re-
flects at the closed end. A turbulence grid is inte-
grated in the mechanism used for destroying the
diaphragm, so that the air expanding from the
high-pressure section must pass through the grid.
Thereby, a turbulent air flow with density fluctua-
tions is generated in the shock tube, and the front
of the turbulent regime coincides with the contact
surface that moves with the local air velocity and
separates the air which was originally in the low
pressure section from that in the high pressure
section. As initial condition, the air pressure in
the low pressure section is always held at atmo-
spheric pressure, while the pressure in the high
pressure section is such that a shock wave with a
shock Mach number M = 1.1 is produced. With
the pulse length of the illuminating ruby laser be-
ing approximately 50ns, in the specklegram the
instantaneous distribution of the deflection angles
ε(x, y) as caused by the turbulent density field was
frozen. The double-exposed speckle photograph
was developed and then interrogated with a thin
He-Ne laser beam in order to determine the local
speckle displacement Δ(x, y), respectively the lo-
cal light deflection angleε(x, y), via the method of
Young’s fringes.

Some examples of deflection angles isolines in a
turbulent flow before and after interaction with a
shock wave are shown in Figure 7. The visible
patterns can be interpreted as turbulent struc-
tures, although one must be aware of the inte-
grating effect of the optical line-of-sight method.
Evidently, the structures are more extended in
the y-direction than in the x-direction (direc-
tion of flow), which can be taken as an indi-
cation of the anisotropy of the turbulent field.
This anisotropy has also been verified with single-
exposure speckle-photographic experiment. The
correlation functions are constructed for quanti-
tative statistical data analysis. 2D correlation
functions for deflection angles as well as evalu-
ated 3-D density correlation functions are shown
in Figure 7 also. Using these data, both macro-
and micro-scales of turbulence can be determined.
The results of the evaluations for microscales of
turbulence are shown in Figure 8. It is evident
that different states of turbulence develop down-
stream of the shock, depending on the extent of
deviation from equilibrium caused by the shock
compression. The tendency towards an isotropic
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Figure 7. Reconstructed turbulence structures and
variation of turbulence scales after shock wave passing

 

-10.0 -8.0 -6.0 -4.0 -2.0 0.0 2.0 4.0 6.0 8.0 10.0
time, ms

0.0

2.0

4.0

6.0

<T
 '>

, K

experiment

average value

 

Figure 8. Temporal turbulence fluctuations of temper-
ature variations due to interaction with a shock front.
The time of the shock wave passage corresponds to
the instant of time t = 0

state at some distance from the shock is under-
standable, because the flow velocity behind the re-
flected shock wave is nominally (under pure gasdy-
namic aspects) zero. Thus, the Erbeck-Merzkirch
integral transform is an effective tool for local
turbulence parameter determination using opti-
cal line-of-sight data. Evaluation procedure us-
ing this integral transform is referred to ill-posed
mathematical problems and care must be taken
while performing such calculations. With ”high
density” speckle photography data the precision
of the turbulence microscale determination using
this integral transform for the isotropic turbulence
is rather higher. For non-isotropic turbulence the
evaluation would require a more correct conver-
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sion using multi-angular probing and convolution
of Radon and Erbeck-Merzkirch integral trans-
forms.

CONCLUSIONS.

Both macro and micro spatial structures of the
turbulent scalar (density) field in compressible
flow can be visualized and quantitatively charac-
terized with the applied digital optical techniques.
The macro structures are reconstructed using di-
rect numerical simulation of flow patterns and
comparison with experimental data and by us-
ing CAT with Radon integral transform. The mi-
croscale turbulence structures are determined by
using the 3-D density correlation functions evalu-
ated with Erbeck-Merzkirch integral transforms.
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NOMENCLATURE

i, j - coordinates of pixels in CCD
matrice

K - Gladston - Dale constant
M, N - numbers of pixels in CCD

matrice
n - refraction index
p - sought parameter
�p, �q - coordinates in the image plane
�r - position vector
Rρ - density correlation function
Rε - correlation function of the

deflection angles
s - coordinate along probing light

propagation
x, y, z - coordinates in the flow

under study
α - projection angle
ξ, η, ζ - variables in the image plane
ρ - density
ε - deflection angle of the light passing

through the medium under study
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Diffracted Shock Wave and Supersonic Co-flow Interaction

Phenomena

F. Gnani, H. Zare-Behtash, K. Kontis
School of Engineering, University of Glasgow, Scotland G12 8QQ, UK

1. Abstract

A normal shock wave which passes through a sud-
den area expansion diffracts giving rise to a com-
plex vortical structure. The study of unsteady
flows and their phenomena finds numerous engi-
neering applications related to the aerodynamics
of tip devices, control of noise generation and com-
bustor performance. The evolution of the sev-
eral flow features which characterise the shock
wave diffraction, such as shear layer formation and
vortex development, are deeply influenced by the
presence of a uniform supersonic jet. The inter-
action between a shock wave with incident Mach
numbers of 1.31 and 1.59, and a co-flow with Mach
number of 1.28 is examined comparing two differ-
ent splitters of curved and spike-shaped geome-
try. Qualitative schlieren images, acquired with a
frame rate of 16000 fps, show that the typical con-
figuration of the shock wave diffraction without
the co-flow appears in the early stages of the pro-
cess. When the shock encounters the co-flow, the
interaction affects the vortex structure, which is
dragged downstream by the jet strength. The ar-
rangement of the flow features characterises each
geometry. A double-row street of vortices was de-
tected in the case of the curved splitter.

2. Introduction

Large amounts of research has been carried out
for around half a century to understand the
mechanisms of the phenomenon of shock wave
diffraction, covering a wide range of geometries
and flow speeds. The qualitative features of the
formation of a spiral vortex generated from the
diffraction of a shock wave over a convex corner
has been observed since the first experiments,
however the complexity of the flow structures
and the small time scales have made the capture
and analysis of the processes extremely dif-
ficult (Skews 1967a, Bazhenova et al. 1993,
Abate & Shyy 2002, Quinn et al. 2011).
Also the analytical description of the vari-
ous flow structures is still under investiga-
tion (Lighthill 1949, Jones & Whitham 1957,
Whitham 1959, Bazhenova et al. 1984,
Li et al. 1994, Srivastava 2012).

The flow features which characterise the
shock wave diffraction have been analysed
with Mach numbers in the range 1.0 to 6.0
because it has been reported by various authors
(Bazhenova et al. 1977, Reeves & Skews 2012,
and many others) that the flow pattern changes
with the Mach number. Of particular interest
is the case for Mach number between 1.0 and
2.0 because the interaction body/shock wave
in this flight regime plays an important role in
aerodynamics and aero-acoustics, and must be
considered in the design of the entire vehicle

(Anderson 1990).

Skews et al. 2012 observed that, for Mach num-
bers between 1.3 to 1.5, with angles greater than
20o, separation starts to appear, and at 30o tran-
sonic lambda shock structures form on the shear
layer. For corner angles greater than a criti-
cal value of 75o the configuration of the flow
structures become independent of the geometry
(Skews 1967b).

Curved geometry profiles are characterised by
a zone of recompression between the main vortex
and the wall. The experimental investigation con-
ducted by Skews 2005 led to the conclusion that
the change in radius has no effect on the overall
flow pattern.

At small Mach numbers, the region perturbed
by the presence of the corner exhibits a small
density variation. As the Mach number in-
creases, the high-speed flow behind the shock is
not able to negotiate the corner and detaches
from the wall. This generates a discontinu-
ity surface called slipstream, which winds up
into a spiral vortex, and enlarges while assum-
ing a more elliptical shape due to viscous dis-
sipation (Sun & Takayama 1997). Large gradi-
ents in density were experimentally observed by
Abate & Shyy 2002 in the region occupied by
the slipstream and the vortex, which is more
turbulent and wider for smaller corner angles.
The typical Kelvin-Helmholtz instability struc-
tures, which consists in some small vortices
on the shear layer, was numerically found by
Sun & Takayama 2003b and later experimentally
observed by Quinn & Kontis 2012. The interac-
tion of three-dimensional vortex loops with nozzle
geometry was studied by Zare-Behtash et al. 2010
identifying the nozzle lip as the point near which
the vortex instabilities develop.

For incident Mach numbers greater than 1.35
the incoming flow expands, becoming locally su-
personic in the vicinity of the corner. The charac-
teristic lambda shock structure generates on the
shear layer, becoming stronger and more visible as
the shock strength increases, and developing into
secondary and tertiary shocks for Mach numbers
in the range 1.6 to 1.87 (Reeves & Skews 2012).
When the Mach number is greater than 2.0, the
gas flow behind the incident shock becomes su-
personic and the expansion acoustic wave is swept
downstream (Sun & Takayama 2003a).

The majority of research on shock wave diffrac-
tion has considered the evolution of a free vor-
tex with no shock waves interactions. The study
of the interaction between a shock wave and a
vortex has become important due to the need to
understand the mechanism of the noise produc-
tion in high-speed vehicles (Chang et al. 2004a,
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Chang & Chang 2004b, Barbosa & Skews 2011).
The present study examines the mechanism of
the shock wave diffraction when it interacts with
a uniform supersonic co-flow jet of 380 m/s. A
curved and a spike-shaped test models were used
with incident shock wave Mach numbers of 1.31
and 1.59. Gongora Orozco 2010 reported that the
interaction of a uniform co-flow parallel to the
shock wave diffracting at corner has a dampening
effect on the unsteadiness. Strong shock waves
generate a shock/vortex interaction able to pen-
etrate the vortex with the consequent decay of
the vortical structure and the attenuation of the
lambda shocklets, whereas for low Mach numbers,
the shock wave is not able to pass through the vor-
tex.

3. Experimental Setup

Shock Tube and Test Models

The shock tube is of square cross sectional area
with internal sides of 24.8 mm and wall thick-
ness of 2.6 mm, driver and driven sections are
700 mm and 1750 mm long respectively. The
pressure in the driver section is monitored using
a Kulite XTL-190 transducer whereas the gas in
the driven section was at ambient conditions. The
two sections are initially separated by an acetate
film ruptured with a spring-loaded plunger point-
ing to the middle of it, in the way that a pla-
nar shock wave normal to the walls is suddenly
produced and travels along the tube reaching the
test section. The thickness of the diaphragm used
was 19 µm and 75 µm, to sustain the pressure ra-
tio that generates incident shock Mach number of
1.31 and 1.59, respectively. The Reynolds num-
bers based on the hydraulic diameter of the duct
are 1.08× 106 and 1.68× 106 respectively.

Schlieren Photography

The arrangement of the schlieren system is the
Z-type configuration where a continuous light
source, obtained from a 450 W Xenon arc lamp,
passes through a condenser lens with a 79 mm fo-
cal length ans a slit before being collimated with a
parabolic mirror of 203.3 mm diameter and 1016
mm focal length. The light beam then illumi-
nates the test section and is focused by another
parabolic mirror, identical to the previous one, at
a knife-edge and passes through a focusing lens
of 49 mm diameter. A Photron SA3 high-speed
camera, with a 12-bit dynamic range, is used to
record the images with a frame rate of 16000 fps
and exposure time of 2 µs.

The acquired photographs were later processed
with ImageJ, subtracting a reference image corre-
sponding to the wind-off condition (no flow) from
the sequence of wind-on images in order to re-
move non-uniform illumination and imperfections
on the test section windows.

4. Results and Discussion

4.1. Spike-Shaped Convex Corner

Figure 1 illustrates that, initially, before the in-
cident shock, I, encounters the area expansion at

Figure 1. Flow features of shock wave diffraction
around the convex corner at M = 1.59 and time in-
stant 62.5 µs. The flow is from left to right.

the corner, the co-flow jet is not subject to the in-
fluence of the moving shock wave. Due to the geo-
metrical characteristics, the jet expands through a
Prandtl-Meyer fan, PMF , at the first area change
on the upper half of the test section. The ac-
celerated flow reaches another area expansion in
the internal part of the spikes where a turbulent
straight wake, labelled co-flow shear layer, CFSL,
generates as a consequence of the detachment of
air from the wall.

The diffraction process begins when the shock
wave, in the channel under the splitter, encoun-
ters the area expansion at the model tip. For the
schlieren pictures, t0 = 0 is taken as the reference
time before the incident shock wave diffracts.

Figure 2. a) Plane and schematic of the two-
dimensional shock wave diffraction I; b) Plane and
schematic of the two-dimensional shock wave diffrac-
tion II

As Figure 2 illustrates, the geometry of the test
model produces two two-dimensional shock wave
diffractions in different planes, which develop their
own diffracted shock waves and expansion acous-
tic waves. The first two-dimensional shock diffrac-
tion, identified by the diffraction shock I, DS I,
and the expansion acoustic wave I, ES I, in Figure
1(a), develops in the axial planes along the span-
wise direction as soon as the incident shock en-
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counters the area expansion in the internal part of
the spikes. As the air navigates along the spikes,
it expands in the transverse direction at each edge
of the spikes generating vortical structures which
interact among them incrementing the turbulent
wake. A small amount of air is able to arrive
at the model extremity where the second two-
dimensional shock wave diffraction occurs, gener-
ating the diffraction shock II, DS II, and the ex-
pansion acoustic wave II, ES II. As shown in Fig-
ure 1(b), each of the two two-dimensional diffrac-
tion processes produces a co-flow shear layer,
which originates from the internal part and the
tips of the spikes, namely shear layer I, SL I, and
shear layer II, SL II respectively. The shear lay-
ers merge together and mix forming a consider-
ably thick wake, CFSL.

In Figure 1(a), the presence of the typical ele-
ments which characterise the shock wave diffrac-
tion, such as the diffracted shock waves, DS, and
the expansion acoustic waves, EAS, suggests that
in the early stages of the interaction, a vortical for-
mation, V , appears at the model tip, confirmed by
the presence of the disturbance visible from the
bump, B, on the co-flow shear layer. The com-
plicated shape of the bump on the co-flow shear
layer is the result of the jet expanding through the
spike apertures which interacts with the flow from
the lower side of the test section moving upwards.
The high pressure behind the shock wave induces
the flow to go upwards (lower pressure) mixing
with the co-flow and generating a small turbulent
vortex with a counterclockwise rotation.

Figure 3. Comparison of the flow features around a
convex corner at Mach number of 1.59 and 1.31 and
time instant 125 µs

As the time passes, in Figure 3(a), the two
diffracted waves expand and tend to become a
single wave, DS. It can be noted that this wave
is swept downstream by the co-flow faster than
the incident shock, I, separating more and more.
The necessity to match the undisturbed condition
ahead of the incident wave guaranteeing that the
region perturbed by the presence of the vortex is
completely bounded, generates a small stem, S
which joins the diffracted shock and the incident
shock.

Figure 3 also illustrates the difference between
Mach numbers of 1.59 and 1.31 at the same time
instant. A higher Mach number produces stronger
interactions among shock waves, a faster flow evo-
lution and the development of additional flow fea-
tures. The flow is locally accelerated at the cor-
ner tip to a velocity sufficiently high for the de-
velopment of transonic lambda shocks, λS. It
has been established that small lambda shocks
perpendicular to the shear layer appear due to
the need of the vortex-induced flow to be deceler-
ated while moving up the wall toward the splitter
(Skews et al. 2012). This means that, although
the flow behind the incident shock wave is sub-
sonic, the expansion of the flow resulting from the
shear layer curvature produces a local region of su-
personic speed. Since the shear layer I and shear
layer II are on different planes along the spanwise
direction, as the wavelets increase in size and are
swept downstream, they appear overlapped.

An almost regular sequence of swirls establishes
on the co-flow shear layer, due to the interaction
of the jet with the incident shock wave. The vor-
tices propagate downstream moving along a linear
path from the model tip with a slope that grows as
the incoming Mach number increases. Although
the co-flow shear layer is considerably thick and
bounded by two shear layers generated in two dif-
ferent points (SL I and SL II), an approximated
evaluation of the slope has been determined. For
Mach number 1.31, the shear layer has a slope of
around 15o with respect to the horizontal, whereas
for Mach number of 1.59, it is approximately 20o.
This shows that the slope of the co-flow shear layer
depends on the strength of the incoming shock.

4.2. Curved Geometry

Similar to what has been observed for the previ-
ous test model, in absence of the incoming shock
wave, the jet navigates the upper surface of the
test model and expands at the tip, forming the
co-flow shear layer, CFSL. In the case of the
rounded geometry however, the expansion takes
place through a continuous and more gradual pro-
cess along the curvature.

Due to the pressure difference between the up-
per part of the model (low pressure) and the lower
part (high pressure), when the incident shock
wave, I, which comes from the lower channel of
the test section, arrives at the test section tip, it
diffracts, in Figure 4(a). The air navigates the
curved surface until it detaches from the wall at
an angle ∆ and wind ups into a spiral vortex, V ,
as illustrated in Figure 4(b). The exact value of
this angle could have not be determined because
of the small scale of the experiments.

The formation of the vortex introduces a per-
turbation in the co-flow leading to the formation
of the bump, B, on the co-flow shear layer. As de-
scribed for the convex corner, the diffraction pro-
cess is characterised by the presence of a curved
acoustic wave, AS, in the lower part of the ge-
ometry model, and the diffracted wave, DS, on
the upper part. The latter flow feature propa-
gates downstream faster than the incident shock
under the shear layer, I, due to the presence of the
co-flow. Conversely to the case of the convex cor-
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Figure 4. Flow features of shock wave diffraction
around a curved geometry with M = 1.31 at time
instant 125 µs

Figure 5. Flow features of shock wave diffraction
around a curved geometry with M = 1.31 at time
instant 187.5 µs

ner, the stem previously identified does not occur
and the two waves do not present an intersection
point.

For Mach number of 1.31, as expected due to
the low speed of the incoming air, the acoustic
wave propagates upstream, as Figure 5 shows.
The situation on the upper side of the test model
appears more complicated due to the presence of
the diffracted wave and the co-flow. After the
development of the first vortex, a second vortex,
V II, forms from the model tip symmetrically re-
spect to the horizontal. Its generation provokes
the detachment from the wall of the first one, and
a sequence of further vortices then forms with the
same mechanism, as visible in Figure 6.

Figure 6 shows that the generation of the vor-
tices sequence appears similar in both the Mach
numbers tested. However, in case of Mach number

Figure 6. Comparison of the flow features around a
curved splitter at Mach number of 1.31 and 1.59 time
instant 312.5 µs

of 1.31, in Figure 6(a), the vortices remain smaller
in size and the shear layer develops horizontally.
As the Mach number increases, in Figure 6(b),
the dimensions of the first vortex, V , are consid-
erably bigger and the vortex street, is inclined of
around 10o with respect to the centreline. It can
be noted also that, in the case for Mach number
of 1.59, the acoustic wave formed at the model tip
is scattered downstream into a series of smaller
and weaker waves, WW , by the vortices which
subsequently generate from the model tip.

The symmetry of the model, along with the
non-equilibrium conditions produced by the dif-
ferent characteristics of the flows in the two chan-
nels of the test section, is believed to be the rea-
son of the development of a periodical vortical
structure, known as the Karman Vortex Street,
shown in Figure 7. The dimension of the vortices
formed in the wake depends on the Reynolds num-
ber of the flow and the distance from the body
(Kida 1982, Noto et al. 2001). In contrast with
the typical generation of this flow feature, in this
case the flows coming from the two channels are
of different velocity: the co-flow jet has a theoret-
ical Mach number of 1.28, and the shock interacts
with it with a theoretical value of 1.31 and 1.59 in
the two cases tested. Furthermore, after the first
impact, the flow speed behind the incident shock
drops to the subsonic regime with a dramatic dif-
ference in the flow conditions in the two channels.

The various waves which reflect on the walls
of the test section interact with the wake. This
has the effect to break the regular pattern on the
shear layer and the Karman Vortex Street requires
some time before stopping. The influence the
shock wave produces on the vortical arrangement
steadily attenuates but the co-flow shear layer
starts to develop again a single-row street of vor-
tices. The re-establishment of a secondary vortex
street after the breakdown of the primary one is a
known phenomenon investigated by Taneda 1959
and is illustrated in Figure 7. In the case of Mach
number of 1.31, the co-flow shear layer starts to
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develop again a single-row street of vortices rotat-
ing in the clockwise direction, whereas in the case
of Mach number of 1.59, the co-flow shear layer
develops a double-row street of vortices rotating
in the opposite direction.

Figure 7. Comparison of the flow features around a
curved splitter at Mach number of 1.31 and 1.59

5. Conclusions

A qualitative analysis has been carried out to
study the mechanisms of the shock wave diffrac-
tion with two different test models and two shock
Mach numbers. The small dimensions of the ge-
ometry and the limited resolution of the schlieren
system allowed to identify the gross flow features
and their evolution.

The initial undisturbed flow patterns change
when the incident shock wave arrives at the tip of
the test model where it diffracts. The vortex with
the same flow features reported in literature with
no co-flow seem to appear in the initial stages.
However, the presence of the co-flow propagat-
ing in the same direction of the incident wave in-
troduces a disturbance which strongly affects the
diffracted shock evolution since the jet opposes
the growth of the vortex and acts a damper of the
wavelet arrangement on the co-flow shear layer.

For the convex corner, the flow with the high-
est Mach number induces the co-flow shear layer
to be more inclined with respect to the horizon-
tal. This generates local zones of supersonic flow
where lambda shock structures develop.

The rounded splitter gives rise the development
of a series of periodic small vortices on the shear
layer. Different wake configurations develop be-
hind the first vortex in the two Mach numbers
tested. After the effects of shocks reflected on the
test section surfaces are attenuated, a secondary
vortex street establishes.

References

Abate, G, Shyy, W (2002) Dynamic Structure
of Confined Shocks Undergoing Sudden Ex-

pansion. Progress in Aerospace Sciences 38(1):
23–42

Anderson, JD (1990) Modern compressible flow,
with historical perspective. McGraw-Hill

Barbosa, FJ, Skews, BW (2001) Shock wave inter-
action with a spiral vortex. Physics of Fluids
13: 3049–3060

Bazhenova, TV, Gvozdeva, LG, Zhilin, YV
(1977)Change in the shape of the diffracting
shock wave at a convex corner. Acta Astro-
nautica 6: 401–412

Bazhenova, TV, Gvozdeva, LG, Nettleton, MA
(1984) Unsteady interactions of shock waves.
Progress in Aerospace Sciences 21(4): 249–331

Bazhenova, TV, Bulat, OV, Golub, VV,
Shul’meister, AM (1993) Three-dimensional
diffraction of a shock wave. Fluid Dynamics
Research 28(1): 153–154.

Chang, SM, Chang, KS, Lee, S (2004a). Reflection
and penetration of a shock wave interacting
with a starting vortex. Physics of Fluids 42(4):
796–805

Chang, SM, Chang, KS, (2004b) Scattering of
shock into acoustic waves in shock-vortex in-
teraction. Materials Science Forum 465–466:
131–138

Ellzey, JL, Henneke, MR, Picone, JM, Oran, ES
(1995) The interaction of a shock with a vor-
tex: shock distortion and the production of
acoustic waves. Physics of Fluids 7(172): 172–
184

Gongora Orozco, N, Zare-Behtash, H, Kon-
tis, K (2009a) Experimental studies on
shock wave propagating through junction with
grooves. 47th AIAA Aerospace Sciences Meet-
ing Including The New Horizons Forum and
Aerospace Exposition

Gongora Orozco, N, Zare-Behtash, H, Kontis,
K (2009b) Experimental study of shock wave
propagation through 90 degree junction with
grooves. 27th International Symposium on
Shock Waves, St. Petersburg, Russia

Gongora Orozco, N, Zare-Behtash, H, Kontis,
K (2010) Particle image velocimetry stud-
ies on shock wave diffraction with freestream
flow. 48th AIAA Aerospace Sciences Meet-
ing Including The New Horizons Forum and
Aerospace Exposition, Orlando FL, USA

Jones, DS, Whitham, GB (1957) An approximate
treatment of high-frequency scattering. Pro-
ceedings of the Cambridge Philosophical So-
ciety 53(3): 691–701

Kida, S, (1982) Stabilizing effects of finite core on
Karman vortex street. Journal of Fluid Me-
chanics 122: 487–504

Li, H, Ben-Dor, G, Han, ZY (1994) Analytical pre-
diction of the reflected-diffracted shock wave
shape in the interaction of a regular reflection
with an expansive corner. Fluid Dynamics Re-
search 14(5): 229–239

Lighthill, MJ (1949) The diffraction of blast I.
Proceedings of the Royal Society of London.
Series A: Mathematical and Physical Sciences
198: 454–470

Noto, K, Miyake, T, Nakajima, T, (2001) Gen-
eration of the Karman vortex street at low
Reynolds number due to cooling a cylinder:
cause and fluid type effect by numerical com-
putation. Numerical Heat Transfer 40(6): 659–

5

21st Intl. Shock Interact. Symp. 224 3 - 8 Aug. 2014, Riga, Latvia



688
Quinn, MK, Gongora Orozco, N, Zare-Behtash,

H, Mariani, R, Kontis, K (2011) Experimen-
tal Studies of Shock Diffraction. 28th Inter-
national Symposium on Shock Waves, Manch-
ester, United Kingdom

Quinn, MK, Kontis, K, (2012) A Combined Study
on Shock Diffraction. 5th Symposium on Inte-
grating CFD and Experiments in Aerodynam-
ics, Japan

Reeves, JO, Skews, BW (2012) Unsteady three-
dimensional compressible vortex flows gen-
erated during shock wave diffraction. Shock
Waves 22(2): 161–172

Skews, BW (1967a) The shape of a diffracting
shock wave. Journal of Fluid Mechanics 29(2):
297–304

Skews, BW, (1967b) The perturbed region behind
a diffracting shock wave. Journal of Fluid Me-
chanics 29(4): 705–719

Skews, BW (2005), Shock wave diffraction on
multi-facetted and curved walls.” Shock waves
14(3): 137–146

Skews, BW, Law, C, Muritala, A, Bode, S (2012)
Shear layer behavior resulting from shock wave
diffraction” Experiments in Fluids 52(2): 417–
424

Srivastava, RS (2012) On the vorticity distribu-
tion over a normal diffracted shock for small
and large bends. Shock Waves 23(5): 525–528

Sun, M, Takayama, K (1997) The formation of
a secondary sock wave behind a shock wave
diffracting at a convex corner. Shock waves 7:
287–295

Sun, M, Takayama, K (2003a) Vorticity produc-
tion in shock diffraction. Journal of Fluid Me-
chanics 478: 237–256.

Sun, M, Takayama, K (2003b) A note on numer-
ical simulation of vortical structures in shock
diffraction. Shock waves 13(1): 25–32

Taneda, S, (1959) Downstream development of
the wakes behind cylinders. Journal of the
Physical Society of Japan 14: 843–848

Whitham, GB (1959) New approach to problems
of shock dynamics, Part II: three-dimensional
problems. Journal of Fluid Mechanics 5(3):
369–386

Zare-Behtash, H, Kontis, K, Gongora Orozco, N,
Takayama, K, (2010) Shock wave-induced vor-
tex loops emanating from nozzles with singu-
lar corners. Experiments in fluids 49(5): 1005–
1019

6

21st Intl. Shock Interact. Symp. 225 3 - 8 Aug. 2014, Riga, Latvia



Experimental demonstration of bow-shock instability and its numerical
analysis
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1. Introduction
Bow shock wave is formed in front of a supersonic
blunt object. Although, bow shocks are usually stable
in a uniform flow, instability of the bow shock was ex-
perimentally observed in a ballistic range with a low-γ
gas as shown in Fig. 1.1, 2 Under the experiments with
various conditions, it was concluded that the instabil-
ity occurs depending on Mach number, ambient gas
pressure, and curvature of a blunt body. It was also
suggested that a cause of the instability is chemical re-
actions in the shock layer. However, since it is difficult
to analyze the flow field behind the shock wave in the
experiments, the mechanism of the instability has not
been revealed yet.

It is expected that computational fluid dynamics
(CFD) enables a detailed analysis of the instability and
thus clarifies the mechanism. On the other hand, in the
CFD with a strong shock wave, most of shock captur-
ing schemes become unstable. This is a so-called car-
buncle phenomenon.3 Owing to this phenomenon, the
instability obtained from numerical simulation cannot
be distinguished whether a physical phenomenon or
not. If the shock deformation is observed in an exper-
iment with the same condition as the simulation, the
instability can be identified as a physical one. More-
over, the unstable bow shock has been found only in a
few experiments, so the experiment would be another
demonstration of the phenomenon.

In this paper, we present an experimental demon-
stration in the ballistic range with the condition based
on the preliminary CFD analysis. After that, numeri-
cal simulations are compared with the experiments at
the same flow condition for the code validation. In so
doing, the mechanism of the instability is discussed.

(a) large-amplitude
perturbation (b) complete destruction

Figure 1. Experimentally observed unstable bow shock
waves.1, 2

2. Stability condition

Sato et al.5 investigated the bow shock instability with
three-dimensional numerical simulations using Dis-
continuous Galerkin method.4 They concluded that an
edged body like a circular cone seems to induce the
instability. In the numerical simulation around a cir-

cular cylinder, a bow shock is stable, while the shock
in front of a circular cone is deformed as shown in
Fig. 2. The difference between these two objects is
edge angle of the front face. When the object has a
sharp angle, a slip flow is formed around the edge.
The slip flow is known to be unsteady, so the flow
field around the edge becomes unstable. It is consid-
ered that the perturbation from the edge may affect the
shock front, being transferred through the shock layer
by sound waves.

Additionally, the critical condition is found in the
γ −M parametric space. Figure 3 shows the result ob-
tained by CFD simulations around the circular cone.
The rounded blue symbol indicates unstable condi-
tion, and the squared red is stable. The bow shock
tends to be unstable with a low γ and high M condi-
tion. In this condition, the shock layer becomes dense
and narrow; therefore, the shock stand-off distance
may be an important factor that enhances the insta-
bility.

Figure 2. Unstable shock wave around a cone.5
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Figure 3. Stability diagram in γ − M plane.5

21st Intl. Shock Interact. Symp. 226 3 - 8 Aug. 2014, Riga, Latvia



3. Experiment with ballistic range
From the CFD simulations by Sato et al., the shock
deformation was obtained when the object is a circu-
lar cone and the main stream is in a low-γ and high-
M condition. However, the existence of the carbun-
cle phenomenon does not allow us to conclude that
the obtained results are really caused by physical ori-
gins. The instability interested in this study has com-
mon characteristics with the carbuncle phenomenon
such as the shock deformation and flow condition. The
CFD simulation should be validated by the experimen-
tal results.

The past experiments at a low-γ condition are not
sufficient for the code validation due to the limited in-
formation. By performing the experimental demon-
stration of the instability with recent optical tech-
niques, we could validate the CFD code and obtain
more reliable knowledge of the instability.

3.1. Experimental setup

Ballistic range
The experiment has been conducted with a ballistic
range at Institute of Fluid Science, Tohoku University,
in the single-stage power gun mode.6 Schematic of
the ballistic range is shown in Fig. 4. It consists of
a propellant chamber, an acceleration tube with 15-
mm diameter and 3.0-m length, and a test tank with
1.66-m diameter and 12-m length. We can obtain hy-
personic speed with suppressing the perturbation to be
sufficiently small in the flow by using this facility. The
maximum injection speed is 2.4 km/s with this mode.

Filling the gas in the tank, the experiments can be
done at various gas conditions. In this study, the test
chamber was set in the tank for easily handling the
low-γ gas. The usage of a required gas can be greatly
reduced by filling the gas only in the chamber. The test
chamber has two optical windows for visualizing, and
entry sections of it are enclosed by thin diaphragms.
Using thin diaphragms of only 16-µm thickness, the
projectile can enter into the chamber with no influence
on the flying attitude and speed. The injection speed
from the blast tube was measured by two diode lasers
synchronized with an oscilloscope, while the speed in
the visualized part was obtained from temporary im-
ages by comparing with a scale grid.

Optical systems
To obtain shock front deformation, shadowgraph
method was employed with a continuous light source
(metal halide lamp, LS-M210, SUMITA, 210 W). The
shadowgraph method visualizes the second derivative
of the density by using the refraction of the light. Im-
ages are recorded by high speed camera (Shimadzu
HyperVision HPV-X, 100,000 (400×250) pixel reso-
lution, 5-Mfps maximum flame rate) with 256 flames
per shot.

3.2. Experimental condition

Test gas
As a test gas filled in test chamber, we used alternative
Freon, HFC-134a (CH2FCF3). The specific heat ratio
of this gas is 1.119, and sound speed is 165 m/s at stan-
dard temperature and pressure. From the γ−M depen-
dency (Fig. 3), the ballistic range has sufficient abil-

Figure 4. Schematic view of the ballistic range.

ity in which the instability takes place. Note that the
HFC-134a is unburnable and non-corrosive. Ozone
depletion potential is also zero. Thus, there is no need
for special consideration under the experiment and for
disposing of the gas.

Projectile
A circular cone was employed as a head shape of pro-
jectiles in this study since the edge angle is one of the
most important factors for the instability and a sharp
edge is preferable. The diameter of the circular cone
is 10 mm, and the edge angle is 45 degrees which is
the same as the CFD simulation.

The sabot separating method was used to shoot the
projectile. The schematics of the projectile and sabot
are illustrated in Fig. 5. The sabot is separated after
ejection from the blast tube, and only the projectile
flies on the bullet line. The projectile rear shape is not
a cone; this part will not affect the shock front because
the flow field behind the object front is supersonic. For
standing the high temperature behind the shock wave,
duralumin (A7075) was selected as a material.

45°

15

6

1015

45°

衝撃波不安定性
実験用飛行体

Projectile

Sabot

Figure 5. Schematic view of projectile and sabot.
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3.3. Experimental results

The experiments were first performed in the air for
comparing with the shots in HFC-134a. Figure 6 de-
picts a shadowgraph image of the shot in the air. The
projectile had no angle of attack and flying on the bul-
let line. The bow shock was observed clearly, and
other characteristic waves can be seen; the slip flow
from the object edge and the recompression shock
wave in the downstream are identified.

Figure 7 depicts sequential shadowgraph images
obtained in HFC-134a. The attitude was almost hor-
izontal. The projectile speed is estimated about 1.56
km/s, corresponding to Mach 9.6. The deformation
of the shock front ahead of the body was observed,
which suggests the bow shock is unsteady and unsta-
ble in this condition. In the downstream of the shock,
the flow field looks waving compared to the shot in
the air. It means that the shock front may oscillates in
time. Note that the bow shock has a three-dimensional
structure and the shock layer is narrower than in the
air, so the front part of the body is not seen in these
images.

Figure 6. Shadowgraph image of the shot in the air.

(a) 108 µs (b) 116 µs

(c) 124 µs (d) 132 µs

Figure 7. Shadowgraph images of the deformed bow shock
wave around the projectile in HFC-134a.

3.4. Analysis of experimental images

The shock front of the images can be distinguished
by binarizing with the threshold to the original gray
scale. Figure 8 shows the binarized image at 132 µs.
The front part of the body does not appear in the im-
ages, so the shock stand-off distance was estimated by
superimposing the object like gray region in the figure.

The estimated shock stand-off distance on the ob-
ject surface is shown in Fig. 9 for 108 µs and 132 µs.
Oscillating shock front can be observed clearly. Time
dependency of the shock front is also found, and max-
imum displacement is estimated about 1.5 mm. We
tried to get characteristic values such as oscillating fre-
quency and wave number, but no mode has been iden-
tified yet because of the insufficient sampling images.

Figure 8. Binarized image with a superimposed projectile.
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Figure 9. Instantaneous shock stand-off distance.

4. Numerical simulation
Numerical simulations were performed on the same
flow condition as the experiments. Following Sato et
al.,5 three-dimensional Euler equations were solved
with Discontinuous Galerkin method. Figure 10
shows the density distribution obtained by the CFD.
The shock front is asymmetrically deformed depend-
ing on time. The obtained deformation and oscillation
are similar to the experimental results. This suggests
that the instability would be a physical phenomenon,
not a numerical one. However, the amplitude of the in-
stability is little larger than experiment. This discrep-
ancy might come from our simple model not including
real gas effect such as chemical reactions.

3
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Moreover, in the CFD, the shock oscillation is not
retained after a few oscillation cycles. The shock sta-
bilization may result from the effect of the small vis-
cosity around the edge, because there is the possibility
that the sound wave from the edge obeying Crocco’s
theorem affect the shock front. The viscosity term
is now neglected in the CFD, so the effective viscos-
ity is determined by the numerical flux. Around the
edge, the viscosity actually becomes large, but if the
grid size becomes smaller, the numerical viscosity be-
comes small too.

We examined the numerical viscosity dependence
around the edge by using two grids illustrated in Fig.
11. We used the same grid in the upwind of the front
surface, but different behind the edge, producing dif-
ferent numerical viscosity at the edge. In both cases,
we can obtain the instability, and the shock becomes
stable after disturbed. Pressure residual of these grids
is shown in Fig. 12. The oscillating pattern and the
timing to be stable are different between two grids.
Thus, the viscosity around the edge somewhat affect
the shock front, while the detailed analysis should be
made for concluding this effect.

Figure 10. Numerical result at the experimental condition.

(a) Grid1 (b) Grid2

Figure 11. Two grid systems around the edge.

5. Conclusions
Based on the numerical simulation, we designed an
experiment to observe the instability and clarify the
mechanism of it toward validating the CFD. The ex-
perimental results depicted that the bow shock wave is
unsteady and unstable in the given condition. At the
same flow condition, our numerical results with Euler
equations were validated to some extent, although the
instability sustaining system is identified yet.
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Figure 12. Time evolution of pressure at the stagnation
point.

From a qualitative point of view, the instability ob-
tained in the numerical simulation may be a physical
one. The simulation results suggested that the vis-
cosity around the edge is responsible for the shock
front deformation, while a convincing scenario should
be discussed for emission of the sound waves by the
physical viscosity.
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Supersonic flow control via combining energy sources

O.A. Azarova
Dorodnicyn Computing Centre of the Russian Academy of Sciences, Moscow, Russia

1. Introduction

The problem of unsteady interaction of a space
distributed energy source dislocated in an on-
coming supersonic flow with a shock layer was
initiated in (Georgievsky, Levin 1988) on the ex-
ample of the flow over a sphere. Energy
source was shown to produce a significant ef-
fect causing the total flow reconstruction. This
phenomenon was under consideration for the
purpose of flow control via changing charac-
teristics of aerodynamic body (see survey in
(Knight 2008). In (Kolesnichenko et al. 2002),
(Kolesnichenko et al. 2003) the effect of a mi-
crowave (MW) plasmoid (filament) was shown to
be productive for the drag force reduction.

It was obtained that the vortex flow generated
at the first stage of the interaction caused the
decrease in the front drag force. The vorticity
production was shown to be connected with the
Richtmyer-Meshkov instability as the result of the
bow shock wave effect upon the boundaries of
the heated area (Azarova, Kolesnichenko 2007).
Recently a combined energy source effect was
pointed out numerically in (Azarova 2013); ex-
perimental results on coupled MW-laser energy
supply are presented in (Afanas’ev et al. 2011).
In (Knight et al. 2009), (Azarova et al. 2011) the
effect of the front drag reduction during a homo-
geneous MW filament / shock layer interaction is
researched for a wide class of the oncoming flow
parameters.

In this paper the different types of the combined
energy release effect onto the front drag force of a
supersonic body is discussed with respect to the
shape of the body. The statement of the prob-
lem is similar to that of (Artem’ev et al. 1989).
Energy release is supposed to have a shape of
the heated layer/layers and is modeled via the
entrance boundary condition.

2. Statement of the problem

Modelling the interaction of a combined energy
source with a supersonic shock layer is based
on the Euler equations for an ideal gas for the
planar and cylinder flow symmetry. A flow
reconstruction past the bodies of different shapes
with an axis parallel to the oncoming flow is
under consideration (Fig. 1). Mach number of
the oncoming flow was varied from 1.89 to 3.45.
The non-dimensional undisturbed flow parame-
ters corresponding to the normal conditions are
ρ0 = 1, p0 = 0.2, u0 = 1, v0 = 0. At the entrance
boundary the parameters of the oncoming flow
are specified and the slip boundary conditions are
utilized on the body’s boundaries. No-reflection
boundary conditions in the directions normal to
the boundaries are used on the exit boundaries.

Energy deposition is modeled via the creation
of a heated rarefied channel - ”filament”, see

(Knight et al. 2009). The channel is supposed to
arise instantly in the steady flow in front of the
bow shock wave at the time moment ti. Non-
combined filament of the diameter d is modeled
via the inflow boundary condition (x = 0) as
the channel of low density (Artem’ev et al. 1989)
ρi where ρi = αρρ0 for 0 ≤ r ≤ 0.5d (if
the calculation area is bounded by the axis of
symmetry). The static pressure and velocity of
the channel are equal to those of the undisturbed
flow. Thus the channel is supposed to be the heat
layer.

In the model of combined energy deposition an
additional heat layer is formed inside the primary
layer as a channel of low density of the diameter
d1 which is characterized by the parameter of the
gas rarefaction αρ1

. Thus ρi = αρ1
ρ0 for 0 ≤

r ≤ 0.5d1 and ρi = αρρ0 for 0.5d1 ≤ r ≤ 0.5d
(Fig. 1). The case with more rarefied gas (and
with the higher gas temperature) in the internal
filament in comparison with the external one is
under consideration: αρ1

< αρ.

Figure 1. Flow configuration and applied notation

The applied complex conservative difference
schemes are described in (Azarova 2009). The
schemes are of the second order accurate in space
and in time and use the enlarged set of the di-
vergent variables including the divergent variables
for the space derivatives. In the schemes we
use the four-point stencil of the Lax’s scheme.
Introduction of the boundary conditions does not
break the conservation laws in the calculation area
via the scheme construction on the parts of the
difference cells adjacent to the body’s boundaries.

All calculations have been implemented without
introduction of any monotonic property preserv-
ing operators. Two staggered Cartesian difference
grids with equal space steps hx = hr (and the
distances between the nodes 2hx and 2hr) were
used (see Tab. 1). In Sections 3.1, 3.2 and 3.3 the
fine grid is applied, in Section 3.4 we use the coarse
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grid. The governing dimensionless parameters
for the calculations of the combined filament /
supersonic shock layer interaction are presented
in Tab. 2.

Table 1. Using difference grids

Characteristics Coarse grid Fine grid

hx, hr 0.0008 0.0005
Amount of nodes per D 125 400

3. Results

3.1. Interaction of a combined filament of
the bounded length with a supersonic
blunt cylinder (M=1.89)

In Fig. 2 the dynamics of the density field
are presented for the interaction of the combined
filament with the supersonic cylinder shock layer.
The combined filament is of the bounded length,
∆l = 4D, the time moment of the filament arising
in the steady flow is ti = 13.01. Two den-
sity stratified vortexes caused by the Richtmyer-
Meshkov instabilities are seen to be formed in
front of the body. Density stratified structure
of these vortexes is caused by the rolling contact
discontinuities (boundaries of the energy source)
under the accelerating effect of the bow shock
wave (Azarova, Kolesnichenko 2007). Gas inside
these vortexes rotates clockwise.

Table 2. Dimensionless parameters of the considered
flows

Type Description Definition Value

Flow Mach number M 1.89, 3, 3.45
Specific heats γ 1.4
ratio
Body’s diameter D 0.2, 0.4
Body’s shape blunt

(cylinder,
hemisphere
-cylinder),
pointed

Combined Density ratio αρ1 0.35, 0.4,
filament internal area 0.5
αρ1 < αρ Density ratio αρ 0.5, 0.6,

external area 0.65
External d/D 0.25, 0.24
diameter
Internal d1/D 0.075, 0.125,
diameter 0.08

According pressure fields demonstrate the pres-
ence of two points of local minimums (at the
centres of these vortexes) and arising complicated
lambda-waves configuration above the vortexes.
Also, the piece-wise linear fracture of the bow
shock wave front is forming. As far as the
vortex contact structure is moving to the body the
pressure in front of the body increases (together
with the drag force) and later the interaction of
the vortex structure with the body causes the
reduction in the front drag force F (Fig. 3). Here

Figure 2. Generation and dynamics of two
vortexes rotating clockwise as the result of the
Richtmyer-Meshkov instabilities, density fields,
d/D = 0.25, d1/D = 0.075, αρ = 0.5 and
αρ1 = 0.35; upper t = 13.6, bottom - t = 13.9

F =

rb
∫

0

prdr (1)

(rb is the upper r-coordinate of the face of the
body). F0 is the value of the face drag force in
the absence of the energy source. Note, that for
two combined filaments with the different values
of the diameter d1 the face drag force dynamics
are quite similar. Thus the results are weakly
dependent on the value of d1. In Tab. 3 the
drag force characteristics for the different types
of filaments are presented. For αρ = 0.5 and
αρ1

= 0.35 it was obtained that the combined
filament caused the increase in drop of the drag
force approximately in 1.2 times. The higher
density is in the internal filament the smaller
drop in the drag force has been obtained.

Table 3. Blunt cylinder. M=1.89.

Type of filament (F0 − Fmin)/F0,%

Non-combined,
d/D = 0.25, αρ = 0.5 74.4
Combined,
d/D = 0.25, d1/D = 0.125, 88.4
αρ = 0.5, αρ1 = 0.35
Combined,
d/D = 0.25, d1/D = 0.075, 86.9
αρ = 0.5, αρ1 = 0.35

2
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Figure 3. Dynamics of the face drag force,
d/D = 0.25, αρ = 0.5, αρ1 = 0.35

3.2. Interaction of an infinite combined fila-
ment with a supersonic blunt cylinder
(M=1.89 and 3)

Case 1: M=1.89. Consider the effect of the
infinite combined filament with ti = 13.01. The
interaction of the body’s face with the vortex
contact structure is accompanied by the drag
force reduction, the drop in the drag force being
practically the same as in the case of the bounded
energy release. The pulsating flow mode is es-
tablished to be formed in this case. These flows
were researched in (Azarova et al. 2011). The
combined filament effect on the pulsating flow
mode is presented in Figs. 4, 5. Introduction
of the internal part into the filament causes the
qualitative reconstruction of the flow.

Figure 4. Suppression of the Kelvin-Helmholtz insta-
bility: density fields in isochores, left – non-combined
filament, αρ = 0.5; right – combined filament,
αρ = 0.5, αρ1 = 0.4

Figure 5. Dynamics of the face drag force: left -
non-combined filament, αρ = 0.5; right - combined
filament, αρ = 0.5, αρ1 = 0.4

Comparison of these two flow modes is shown
in Fig. 4 (the time moments are indicated at
the frames). It can be seen that the suppression
of the shear layer Kelvin–Helmholtz instability
from the external part of the combined filament is
taken place, this instability being produced only
by the internal part of the filament. In addition,
the most important effect is the suppression of
the large scaled pulsations which are inherent to
the flows produced by the homogeneous (non-
combined) energy sources. Actually, compare the
face drag force dynamics in the case of the non-
combined filament (Fig. 5, left) and produced by
the same external filament with the introduced
internal part (Fig. 5, right). It can be pointed
out that forming the combined filaments favors
the suppression of the large scaled flow pulsations
via predominance of the small scaled fluctuations.

Case 2 with M=3 is presented in Figs. 6,
7 (ti = 6.01). Flow fields for the different rela-
tions between the parameters of the internal and
external filaments in comparison with the non-
combined one are presented in Fig. 6. It is seen
that introducing the internal filament changes
the shape of the generated vortex structures in
front of the body and causes the formation of
the additional vortexes and lambda-waves. More
clearly it is visualized for less rarefied filaments.

Comparison of the face drag force dynamics in
the case of non-combined and combined filaments
is presented in Fig. 7. In Tab. 4 the characteris-
tics of the face drag force are presented during
the first pulsation. It is seen that the effects
from non-combined and combined filaments are
quite similar to these at M=1.89 and even for
the moderate values of the gas rarefaction in the
combined energy source the effect is close to 20%.
It is also seen, that in the statistically steady
state the small scaled fluctuations prevail over
the large scaled pulsations and the averaged drag
force values are smaller for the combined filament
(Fig. 7).

Figure 6. Different unsteady vortex contact struc-
tures, density fields in isochores, M=3: a) - non-
combined filament, αρ = 0.5; combined filaments: b)
- αρ = 0.5, αρ1 = 0.35; c) - αρ = 0.5, αρ1 = 0.4; d) -
αρ = 0.6, αρ1 = 0.4
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Figure 7. Dynamics of the face drag force, M=3: left
- non-combined filament, αρ = 0.65 ; right - combined
filament, αρ = 0.65, αρ1 = 0.5

Table 4. Blunt cylinder. M=3.

Type of filament (F0 − Fmin)/F0,%

Non-combined,
d/D = 0.25, αρ = 0.65 74.2
Combined,
d/D = 0.25, d1/D = 0.075, 88.3
αρ = 0.65, αρ1 = 0.5

3.3. Interaction of a combined filament
with a supersonic body ”hemisphere-
cylinder” (M= 3.45)

In this section the results of the interaction of
the different types of filaments with the super-
sonic body ”hemisphere-cylinder” are presented.
Superposition of two vortexes initiated by the
Richtmyer-Meshkov instabilities effects on the half
surface of the body (Fig. 8). The influence of the
external energy deposition is weaker for this shape
of the body and the combining energy sources
strengthens it by 1.5 times (Fig. 9 left, see Tab.
5). Here for the combined filament of the bounded
length ∆l = 1.8D. For the infinite filaments the
same effect is pointed out (Fig. 9 right). Fig. 10
demonstrates the possibility of changing the drag
force drop via the changing the length (duration)
of the external energy deposition guided by the
drag force dynamics for the infinite filament.

Table 5. Hemisphere-cylinder. M=3.45

Type of filament (F0 − Fmin)/F0,%

Non-combined,
d/D = 0.25, αρ = 0.5 23.6
Combined,
d/D = 0.25, d1/D = 0.125, 35.8
αρ = 0.5, αρ1 = 0.35

3.4. Infinite combined filament / su-
personic pointed body interaction
(M=1.89)

Consider the flow dynamics for the interaction
of the infinite combined filament with the shock
layer produced by the pointed body with the
half top angle equal to 45o. Here and below
d/D = 0.24, d1/D = 0.08, ti = 4.01. The

Figure 8. Beginning of the interaction of the combined
filament with the hemisphere-cylinder, αρ = 0.5,
αρ1 = 0.35

Figure 9. Comparison of the drag force dynamics
for the combined and non-combined filaments, left -
bounded filaments; right - infinite ones.

planar flow is considered and the calculation area
includes two symmetrical parts. It is seen that in
the case of the pointed body the symmetrical vor-
tex contact structure causing by the Richtmyer-
Meshkov instabilities is generated. Here the
coarse grid is used with 125 points per D and the
small vortexes are not resolved. While the vortex
structure is moving to the body the pressure on
the face of the body is falling down (together with
the density) causing the face drag force reduction.

Compare the vortex structures in front of the
body for the non-combined (Fig. 11) and com-
bined filaments (Fig. 12). It is seen that the un-
steady and steady flow modes are quite different.
In the case of the combined filament the unsteady
flow mode is characterized by two rolling streams
of the heated gas (Fig. 12, upper) and in the
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Figure 10. Drag force dynamics for different values of
the length (duration) of the non-combined filament,
αρ = 0.5

steady flow two constantly presenting vortexes are
formed in front of the body (Fig. 12, bottom).
The face drag force F dynamics are presented in
Fig. 13. Here

F =

rl+D
∫

rl

pdr (2)

where rl is the lower body’s r-coordinate. It is
seen that for the pointed body the value of the ef-
fect of the external energy release is in the middle
position between the blunt cylinder and the body
”hemisphere-cylinder”. Besides that it is seen
that the combined filament causes much greater
face drag force reduction than non-combined one.
In Tab. 6 the face drag force characteristics are
presented during the first pulsation and for the
steady flow mode (here Fs is the steady drag
force value). The considerable drag reduction for
αρ1

< αρ at the steady state is connected with
two constantly effecting vortexes in front of the
body.

Table 6. Pointed body. M=1.89

Type of (F0 − Fmin)/F0,% (F0 − Fs)/F0,%
filament

Non-combined,
d/D = 0.25, 38.3 28.5
αρ = 0.6
Combined,
d/D = 0.25, 61.6 48.7
d1/D = 0.075,
αρ = 0.6,
αρ1 = 0.4

Finally it can be noted that in the
numerical simulations of the similar
problems on the base of the full Navier-
Stokes equations (Anderson, Knight 2010),
(Anderson, Knight 2011) it was established that
the viscous effects do not play a defining role in
the formation of the considered vortex structures.

Figure 11. Interaction of the infinite non-combined
filament with the shock layer, density, αρ=0.6: upper
– unsteady and bottom – steady flow

4. Conclusions

Drag force control via the effect of a combined
energy source (filament) on a supersonic shock
layer is proposed for the different shapes of the
body: the blunt cylinder, the hemisphere-cylinder
and the pointed body. On the base of the Euler
equations the case with more rarefied gas (and
higher temperature) in the internal filament is
discussed. The intensification of the front drag
force reduction up to 1.2 times is obtained via the
combining of energy sources for the blunt cylinder
at the moderate Mach number (M=1.89-3).

The effect was shown to be connected with the
action of the generating vortex flow structure in
front of the body, the results being weakly depen-
dent on the diameter of the internal filament. The
infinite combined filaments produce more effective
reduction in drag than non-combined ones, too.
The suppression of the large scaled flow pulsations
inherent to the infinite homogeneous filaments /
shock layers interaction is established. Also, the
suppression of the shear layer instability is shown
to take place as the result of the combined filament
effect.
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Figure 12. Interaction of the infinite combined
filament with the shock layer, density, αρ = 0.6,
αρ1 = 0.4: upper – unsteady, bottom – steady flow

Figure 13. Front drag force dynamics for the combined
and non-combined filaments, αρ = 0.6

For the body ”hemisphere-cylinder” the effect
of the external energy deposition is quite weaker
and can be strengthened via the combining of en-
ergy sources by 1.5 times (M=3.45). For pointed
bodies the effect of the external energy release is
on the middle position between the blunt cylinder

and the body ”hemisphere-cylinder”. The steady
flow mode characterized by the constantly acting
pair of vortexes under the combined energy source
effect is established. These vortexes were shown
to provide the intensification (up to 1.6 times for
M=1.89) of the front drag force reduction (against
the effect of the non-combined energy source).
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On shock reflection from the straight wedges
with circular concave tips

F. Alzamora Previtali, E. Timofeev
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The present paper is devoted to the ongoing in-
vestigation on shock reflection from the straight
wedges with circular tips. The tips are con-
cave, i.e., the initial wall angle of the shock-
wedge interaction is 0◦, and the wall angle in-
creases continuously from this value to the final
value corresponding to the angle of the wedge
chosen for simulation. Of particular interest is
the asymptotic behavior of the reflection pat-
tern, or in other words, what reflection type
is observed when the incident shock propagates
along the wedge surface for the distance con-
siderably exceeding the radius of curvature of
the circular tip of the wedge under simulation.
Recently, Lau-Chapdelaine & Radulescu (2013)
demonstrated in numerical experiments that the
resulting reflection pattern may be of regular or
Mach type for the same wedge angle, incident
shock Mach number and the ratio of specific heats,
depending on whether a straight or concave tip is
considered.

Lau-Chapdelaine & Radulescu (2013) consid-
ered the case of a high shock Mach number (Ms =
6.6) and the specific heat ratio of γ = 1.2 since
they were interested in parameters relevant to
shock reflections in cellular detonation waves. The
goal of the present investigation is: (a) to con-
sider also lower Mach numbers (e.g., Ms = 1.5,
Ms = 3.0) and other specific heat ratios (γ = 1.4);
(b) to reveal the physical mechanism deciding the
asymptotic behavior of the reflection pattern; (c)
to relate the observed phenomena to the existing
RR↔MR shock reflection transition criteria (e.g.,
detachment, sonic, von Neumann) and theories of
shock reflection transition on concave surfaces (in
particular, transitioned regular reflection, TRR)
and straight wedges, see Ben-Dor (2007).

Preliminary results indicate some interesting
possibilities. For example, Fig. 1 demonstrates
the results for Ms = 3, γ = 1.4 and the wedge
angle of θw = 55◦. The shock reflection from the
wedge with a straight tip (Fig. 1a) results in a
regular reflection pattern. However, if the wedge
tip is curved, while the wedge angle and other pa-
rameters are kept to be the same, a Mach reflec-
tion is observed (Fig. 1b). Note that in the pre-
sented case the ratio of the wedge length to the
radius of curvature is ∼ 35 so that the rounded
tip is hardly distinguishable with the image scale
chosen in Fig. 1b. Therefore, one may conclude
that even minute concave tips (as long as the ra-
dius of curvature is considerably smaller than the
thickness of incident shock front and the boundary
layer behind it, if present) may result in different
reflection patterns developing along the wedge.

a Straight wedge

b Straight wedge with a concave circular tip

Figure 1. The reflection of a Ms = 3 incident shock
from a 55◦ wedge; Mach number fields are shown.
The simulations are carried out with the Euler model
and γ = 1.4 by an adaptive unstructured flow solver
Masterix (2010-2013). The size of the smallest cells
of the adapted mesh is ∼ 0.003125R, where R is the
radius of curvature of the concave tip.
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On unsteady shock reflections from convex circular surfaces

E. Timofeev, A. Hakkaki-Fard∗

Department of Mechanical Engineering, McGill University, Montreal, Quebec H3A0C3, Canada

The present paper deals with unsteady shock
wave reflections from convex surfaces, and more
specifically, from convex circular arcs. When a
moving shock wave strikes a convex cylinder, re-
flects from it in a regular way, and propagates
further, at one particular shock position corre-
sponding to the so-called sonic point the flow on
the surface just behind the reflected shock be-
comes sonic with respect to the reflection point.
When the flow behind the reflected shock wave be-
comes sonic, the downstream perturbations can
reach the reflection point – that is why this
point was also referred to as the catch-up point
by Skews & Kleine (2010). The term “catch-up”
point is especially relevant if flow viscosity is taken
into account: due to the non-slip condition on
the solid wall the sonic point cannot exist on the
surface of reflecting bodies. Soon afterwards an-
other particular shock position is reached, which
is called the detachment point. At this point
the flow deflection by the reflected shock reaches
its maximum value. The sonic and detachment
points are close to each other (typically, the dif-
ference is well below one degree in terms of wall
angle) and prominent in the theory of regular-to-
Mach reflection transition as its possible criteria,
see Ben-Dor (2007).

The state-of-the-art in this research area as of
2007 is summarized in Ben-Dor’s (2007) mono-
graph, which, as far as shock interaction with
cylinders is concerned, mainly refers to the exper-
imental study by Takayama & Sasaki (1983). An
example of more recent studies are the works by
Glaser et al. (2011) and Geva et al. (2013) (see
also relevant papers referenced there). It may be
stated that the currently prevailing point of view
is that the transition from regular to irregular
shock reflection is fundamentally different in un-
steady flows compared to the case of pseudosteady
flows (in the context of the present paper, shock
reflection off convex surfaces vs. shock reflection
off a straight surface). More specifically, it is
stated, for example, by Geva et al. (2013) that
“... the RR-MR transition occurs at markedly
smaller [wall] angles than those predicted by the
known criteria both in steady and pseudo-steady
flows.” In other words, the transition seems to
be delayed as compared to the sonic/detachment
point provided by the two-shock theory. An in-
teresting exception to that point of view is the
work by Skews & Kleine (2010) who experimen-
tally detected the sonic (catch-up) point earlier
(i.e., at higher wall angles) than predicted by the
two-shock theory.

In our earlier papers (Kleine et al. 2007,
Kleine et al. 2014) we advocated the point of view
that the transition delays reported in the liter-
ature as a function of cylinder radius are not

∗Present address: CanmetENERGY, Varennes Re-
search Centre, Quebec, J3X1S6, Canada

indicating a Reynolds number influence but are
mostly caused by insufficient optical resolution,
if the onset of irregular reflection was deter-
mined on the basis of flow visualization records.
The present paper includes results from a se-
ries of very carefully conducted numerical stud-
ies that represent a step to probe further the al-
leged physical difference between unsteady and
pseudo-steady transition. It may be consid-
ered as the continuation of the previous studies
by the authors (Hakkaki-Fard & Timofeev 2012a,
Hakkaki-Fard & Timofeev 2012b) on the sonic
point in unsteady shock reflection from circular
convex arcs. The previous papers were mainly
dealing with the development and comparison of
various ways to detect the sonic/catch-up point in
numerical experiments while here the emphasis is
on the previously unpublished results on the sonic
point location as predicted by three hierarchical
flow models explained below.

The first model out of the three ones mentioned
above is based on the Euler (inviscid, non-heat-
conducting) equations and an ideal reflecting sur-
face (the impermeable wall boundary condition).
The other two models are intended to investi-
gate the influence of viscosity on the sonic/catch-
up point. They are both based on the Navier-
Stokes equations. At first, the ideal reflected sur-
face is considered: the slip boundary condition
is imposed on the wall, i.e., the boundary layer
is not modeled but the finite physical thickness
of shock waves is faithfully reproduced. The last
model employs the non-slip boundary condition
on the wall, thus also accounting, in addition to
finite shock thickness, for the presence of a bound-
ary layer on the cylinder wall behind the incident
shock wave.

The most important results of the study can
be summarized as follows. For the Euler model
it is clearly shown that the obtained sonic/catch-
up point converges to the theoretical sonic point
given by the two-shock steady-state theory as the
grid is refined, and its location is independent
from the initial angle of the circular arc from
which the shock is reflected. The results for the
Navier-Stokes models are shown in Fig. 1. The
magnitude of viscous effects is quantified with the
Reynolds number based on the cylinder radius R.
It is clear that with finite shock thickness and
the presence of boundary layer the catch-up point
is reached later, at lower wedge angles, as com-
pared to the fully inviscid case. In case of the
slip boundary condition on the wall (no bound-
ary layer), the delay is mainly caused by the fi-
nite thickness of incident shock fronts and is well
below 0.5 degree for typical Reynolds numbers
in shock tube experiments (105 ÷ 107). If the
boundary layer is present (the non-slip boundary
condition on the wall) the delays are markedly
higher due to the influence of boundary layers
which effectively modify the wall angle as ex-
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plained by Hornung & Taylor (1982). However,
it is to be emphasized that these delays for high
Reynolds numbers are still significantly (a few
times at the very least) lower than those from the
experiments by Takayama & Sasaki (1983) and
Geva et al. (2013). It is therefore likely that the
transition delays reported in the literature as a
function of cylinder radius R are not indicating a
Reynolds number influence but are mostly caused
by insufficient optical resolution.

We also numerically modeled the exper-
imental weak-disturbance technique used by
Skews & Kleine (2010) to detect the sonic/catch-
up point. The results of such modeling show that
the reason why they detected the catch-up point
much earlier lies in the finite (and substantial) op-
tical thickness of both shock and weak disturbance
fronts which results in insufficient accuracy of the
technique.

Thus, the present study supports (and supplies
with solid evidence) the point of view that the
so far commonly accepted physical difference be-
tween unsteady and pseudo-steady transition does
actually not exist and that the physical mecha-
nisms behind both processes are, to a substantial
degree, identical or very close. The viscous ef-
fects do influence unsteady transition; however,
the magnitude of this influence for high Reynolds
numbers typical for shock tube experiments is well
below the one reported in the experiments. This
is because, currently, direct optical visualization
of minute Mach stems (below 0.05 mm) to exper-
imentally confirm the above numerical findings on
RR-MR transition is out of reach due to optical
resolution constraints.

Figure 1. The catch-up point vs. the Reynolds num-
ber for the incident Ms = 1.211 shock reflecting from
a circular cylinder. The catch-up angles are given in
terms of the polar angle counted from the leading stag-
nation point. The theoretical value and numerical re-
sults for the Navier-Stokes model (finite shock thick-
ness) with the slip and non-slip boundary conditions
are shown.
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1. Introduction

The presence of a shock wave in turbulent flows
might pose a numerical accuracy problem in em-
ploying the Subgrid-Scale (SGS) filtered equations
across shocks, depending on the large-eddy sim-
ulation (LES) model, the grid size, as well as
the shock strength. Since the majority of dy-
namic LES models involve filter operations, here-
after referred to as “LES filters” to distinguish
them from standard “numerical filters”, it is ob-
vious that when the LES filtered equations are
applied through the shock, the Rankine-Hugoniot
relations are affected by the filtering operation
since the filtered variables are not discontinuous.
In the present study we consider LES with im-
plicit filtering employing the dynamic Germano
procedure (Germano et al., 1991) for calculating
the model coefficients. The dynamics Germano
procedure was developed for shock free turbu-
lence. Sagaut and Germano, 2005 have noticed
that the usual filtering procedures, based on a
central spatial filter that provides information
from both sides, when applied around the shock,
produce parasitic contributions that affect the
filtered quantities. They suggested using non-
centered filters to avoid this nonphysical effect. In
(Grube and Martin, 2009) shock-confining filters
have been proposed instead. Another approach
based on the deconvolution method is considered
in (Adams and Stolz, 2002).

Aside from the subgrid scale filtering procedure,
the accuracy of LES with shocks depends heavily
on the accuracy of the numerical scheme. In this
study we consider a combination of the low dis-
sipative high order nonlinear filter scheme of Yee
and Sjögreen (Yee and Sjögreen, 2007) to locate
the shock accurately, and the subcell resolution
method of Harten (Harten, 1989) to confine the
shock location to be within a grid cell. Previ-
ous studies indicate that the combination of the
nonlinear filter scheme with Harten’s subcell res-
olution method is able to accurately locate the
shock within a grid cell. For the comparison, we
will also consider a modification of the SGS filter-
ing procedure including local one-sided filtering
without subcell resolution. One more modifica-

∗Work done while the 1st author was a postdoctoral fel-
low at the Center for Turbulence Research, Stanford Uni-
versity

tion considered here is local disabling of subgrid-
scale (SGS) dissipation, which has been employed
in previous studies (Hadjadj and Dubos, 2009,
Bermejo-Moreno et al., 2010). A new method to
handle the transition points (buffer zone) between
the smeared shock and the one-sided SGS filter
equations is under development.

2. Mathematical Formulation and
Numerical Methods

2.1. Governing Equations and LES Model

We consider the filtered compressible Navier-
Stokes equations written in the conservative form

∂tρ̄+ ∂j(ρ̄ũj) = 0 (1)

∂t(ρ̄ũi) + ∂j(ρ̄ũiũj + p̄δij − τ̌ij + τSij) = 0 (2)

∂t(ρ̄Ẽ) + ∂j(ρ̄Ẽũj + p̄ũj − τ̌ij ũi + q̌j + qSj ) = 0, (3)

where ρ is the density, ui is the ith velocity com-
ponent, p is the pressure, T is the temperature,
E is the total energy, and t is the time. For a
function f , the LES filtering operation is denoted
as f̄ :

f̄(r, t) =
1

∆

∫ ∞
−∞

∫ ∞
−∞

G
(

r−ξ
∆ , t− τ

)
f(ξ, τ)dξdτ,

where G(x, t) is the filter kernel in physical space
and ∆ is the filter width. The Favre filtering op-
eration is denoted as f̃ = ρf/ρ̄, and f̌ stands for
the Favre-filtered variables:

τ̌ij = 2µ(T̃ )(S̃ij −
1

3
δij∂kũk), (4)

S̃ij = (∂j ũi + ∂iũj)/2, (5)

q̌j = −λ(T̃ )∂j T̃ (6)

Unlike the “bar” and “tilde”, the “breve” sym-
bol does not denote a filtering operation, but in-
dicates that the quantity is based on primitive fil-
tered variables. In the equations (4) – (6) the
dynamic viscosity is given by µ(T ) = µ0(T/T0)3/4

and thermal conductivity is expressed through a
constant Prandtl number Pr and heat capacity
at constant pressure cp: λ(T ) = cpµ(T )/Pr. The
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equation of state is p̄ = Rρ̄T̃ , where R is the gas
specific constant. The subgrid-scale (SGS) terms,
SGS stress tensor τSij , and SGS heat flux qSj are
modeled as follows:

τSij −
1

3
τSkkδij = −2µt(S̃ij −

1

3
S̃kkδij) (7)

τSkk = 2CI ρ̄∆2|S̃|2 (8)

qSj =
µtγcv
Prt

∂j T̃ , (9)

where µt = ρ̄Cs∆
2|S̃|, and |S̃| =

√
2S̃ijS̃ij . The

Smagorinsky constant Cs and the constant for the
isotropic part of the SGS stress CI are obtained
through Germano-Lilly (Lilly, 1992) procedure:

Cs =

〈
LCs
ij M

Cs
ij

〉
H〈

MCs
ij M

Cs
ij

〉
H

, CI =
〈Lll〉H〈
MCI

ll

〉
H

, (10)

where

LCs
ij = Lij −

1

3
Lllδij , (11)

Lij =
(
̂̄ρũiũj

)
− ̂̄ρũî̄ρũj/ ˆ̄ρ (12)

MCs
ij = −2ˆ̄ρ∆̂2| ˆ̃S|2

̂(
S̃ij −

1

3
S̃llδij

)
+

+2∆2

[
̂(
ρ̄|S̃|S̃ij

)
− 1

3

̂(
ρ̄|S̃|S̃llδij

)]
(13)

MCI

ll = 2ˆ̄ρ∆̂2| ˆ̃S|2 − 2∆2 ̂(
ρ̄|S̃|2

)
(14)

and < f >H stands for averaging in homogeneous
(periodic) directions.

For the considered test case with low tur-
bulent Mach number Mt < 0.4 it is shown
(Erlebacher et al., 1992) that the isotropic part of
the SGS stress can be neglected: CI = 0.

2.2. High-Order Filter Schemes

In order to solve the system (1) – (3) intro-
ducing as little numerical dissipation as pos-
sible, we use the high-order nonlinear filter
scheme of Yee et al. (Yee and Sjögreen, 2007,
Yee and Sjögreen, 2010) which consists of three
steps.

2.2.1. Preprocessing Step

Before the application of a high-order non-
dissipative spatial base scheme, a preprocessing
step is employed to improve the stability. The in-
viscid flux derivatives of the governing equations
are split into the following three ways, depend-
ing on the flow types and the desire for rigorous
mathematical analysis or physical argument.

• Entropy splitting of
(Olsson and Oliger, 1994) and
(Yee et al., 2000, Yee and Sjögreen, 2002).

The resulting form is non-conservative and
the derivation is based on entropy norm
stability with boundary closure for the initial
value boundary problem.

• The system form of the (Ducros et al., 2000)
splitting. This is a conservative splitting
and the derivation is based on physical ar-
guments.

• Tadmor entropy conservation formulation
for systems (Sjögreen and Yee, 2009). The
derivation is based on mathematical analy-
sis. It is a generalization of Tadmor’s entropy
formulation to systems and has not been fully
tested on complex flows.

For the current test case containing a shock
wave in the flow field, it is more appropriate to
use a conservative splitting. The Ducros et al.
splitting is employed for all the computations.

2.2.2. Base Scheme Step

A full time step is advanced using a high-
order non-dissipative (or very low dissipation)
spatially central scheme on the split form
of the governing partial differential equations
(PDEs). A summation-by-parts (SBP) boundary
operator (Olsson, 1995, Sjögreen and Yee, 2007)
and matching order conservative high-order free
stream metric evaluation for curvilinear grids
(Vinokur and Yee, 2002) are used. High-order
temporal discretization such as the third-order or
fourth-order Runge-Kutta (RK3 or RK4) method
is used. It is remarked that other temporal dis-
cretizations can be used for the base scheme step.

2.2.3. Post-Processing (Nonlinear Filter
Step)

To further improve nonlinear stability from the
non-dissipative spatial base scheme, after the ap-
plication of a non-dissipative high-order spatial
base scheme on the split form of the govern-
ing equation(s) the post-processing step is used
to nonlinearly filter the solution by a dissipative
portion of a high-order shock-capturing scheme
with a local flow sensor. The flow sensor pro-
vides locations and amounts of built-in shock-
capturing dissipation that can be further reduced
or eliminated. At each grid point, a local flow
sensor is employed to analyze the regularity of
the computed flow data. Only the discontinu-
ity locations would receive the full amount of
shock-capturing dissipation. In smooth regions,
no shock-capturing dissipation would be added.
In regions with strong turbulence, a small frac-
tion of the shock-capturing dissipation would be
added to improve stability. For a variety of lo-
cal flow sensors with automatic selection different
flow types, see (Yee and Sjögreen, 2010). For the
problem considered in this work, we use Ducros et
al. flow sensor (Ducros et al., 1999):

w =
(O · u)2

(O · u)2 + ω2 + ε
(15)

2
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Here u is velocity vetor, ω is vorticity magni-
tude and ε = 10−6 is small number to avoid di-
vision by zero. The nonlinear dissipative portion
of a high-resolution shock-capturing scheme can
be any shock-capturing scheme. For the problem
considered in this study, it is activated when the
Ducros et al. sensor w > 0.6 for the case M = 1.5
and w > 0.3 for the case M = 3.

Let U∗ be the solution after the completion of
the base scheme step. The final update of the
solution after the filter step is (with the numerical
fluxes in the y- and z-directions suppressed as well
as their corresponding y- and z-direction indices
on the x inviscid flux suppressed)

Un+1
j,k,l = U∗j,k,l −

∆t

∆x
[H∗j+1/2 −H

∗
j−1/2], (16)

Hj+1/2 = Rj+1/2Hj+1/2, (17)

where Rj+1/2 is the matrix of right eigenvectors
of the Jacobian of the inviscid flux vector in terms
of Roe’s average states based on U∗. H∗j+1/2 and

H∗j−1/2 are “filter” numerical fluxes in terms of

Roe’s average states based on U∗. Denote the
elements of the filter numerical flux vector Hj+1/2

by h
l

j+1/2, l = 1, 2, ..., 5. The element of the filter

numerical flux h
l

j+1/2 has the form

h
l

j+1/2 =
κ

2
wlj+1/2φ

l
j+1/2. (18)

Here wlj+1/2 is a flow sensor to activate the non-

linear numerical dissipation portion of a high or-
der shock-capturing scheme 1

2φ
l
j+1/2, and κ is a

positive parameter that is less than or equal to
one. The choice of the parameter κ can be dif-
ferent for different flow types and is automati-
cally chosen by using the local κ described in
(Yee and Sjögreen, 2010). However, in this study
we set κ = 1 to be used with the standard Durcos
et al. flow sensor (Ducros et al., 1999).

It is noted that the nonlinear filter step de-
scribed above should not be confused with the
LES filtering operation.

2.3. Modifications of the LES Filtering
Procedure for Flows with Shocks

During LES computation using the filtered gov-
erning equations, there are two additional sources
of inaccuracy that may appear near the shock.
The first one is connected with the numeri-
cal scheme used for solving the governing equa-
tions. Away from the shock the high-order
central scheme is applied, introducing a negli-
gible amount of numerical dissipation. How-
ever, in the vicinity of the shock the shock-
capturing scheme is activated, introducing nu-
merical dissipation into the computed solutions.
The amount of numerical dissipation introduced
by the shock capturing scheme depends on
the particular problem parameters and may be
higher than the turbulent dissipation modeled
by the SGS terms. (Hadjadj and Dubos, 2009,

Bermejo-Moreno et al., 2010) proposed to locally
disable the SGS terms in order to obtain more ac-
curate results. LES with this filtering procedure
is denoted as LES-Z.

The second additional source of inaccuracy of
LES results in the vicinity of the shock comes
from the fact that the explicit filtering operation
in (10) – (14) is applied across the shock, caus-
ing inaccuracy results. In this case, as is pointed
out in (Sagaut and Germano, 2005), a one-sided
filtering operation should be used instead of a cen-
tral one. LES with this filtering procedure is de-
noted as LES-1S.

The third considered modification is based
on Harten’s subcell resolution (SR) approach
(Harten, 1989) combined with ENO reconstruc-
tion (denoteted as LES-SR). However, the results
obtained by LES-SR will not be shown, since that
method is still under development.

3. Turbulence Across a Shock Wave

3.1. Problem Setup

The problem considered here has been
studied by previous investigators, mainly
related to DNS computations, e.g.
(Lee et al., 1997, Larsson and Lele, 2009,
Bermejo-Moreno et al., 2010). Here we choose
the configuration considered in the DNS study
of (Larsson and Lele, 2009). The computational
domain limits are −2 ≤ x ≤ −2 + 4π, 0 ≤ y ≤ 2π
and 0 ≤ z ≤ 2π. The grid is uniform in all
directions, with the spacing in x three times finer
than in y and z (see (Larsson and Lele, 2009) for
explanation). The Yee et al. filter scheme with
Ducros et al. flow sensor (Ducros et al., 1999) is
used for integration of the governing equations.
The spatial base scheme is the 8th-order central
differencing and the nonlinear filter scheme is
the dissipative portion of the 7th-order WENO
scheme. Since the initial data consists of a planar
shock in the x-direction, numerical dissipation
should be mainly needed in the x-direction.
In order to obtain more accurate results, we
use WENO dissipation only in the x direction
at the postprocessing stage of the Yee et al.
filter scheme. The inflow and outflow boundary
conditions are applied in the streamwise direction
and periodic boundary conditions are applied in
the transverse directions.

Inflow boundary condition. A fully de-
veloped turbulent inflow condition is applied
using a turbulent database. This database
is generated as follows. First, an initial
isotropic turbulent field with the energy spec-
trum E(k) ∼ k4 exp(−2k2/k2

0) and microscale
Reynolds number Reλ = ρλu′rms/µ = 140 is
generated using the methodology described in
(Ristorcelli and Blaisdell, 1997). Here the energy
peak wavenumber k0 = 4 is used. Next, the de-
cay of this field in a periodic box is simulated
for approximately three eddy turnover times τ =
λ/u′rms to ensure fully developed turbulence. Af-
ter the decay, the Reynolds number Reλ = 40 and

the turbulent Mach number is Mt = u′iu
′
i

1/2
/c0 =

0.16. Here c0 is the mean speed of sound. The

3
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generated isotropic turbulence is introduced at the
inflow boundary with constant mean velocity u0.
We consider two cases with mean flow Mach num-
ber M = 1.5 and M = 3.0. In order to compare
the DNS results, we use the inflow database from
(Larsson and Lele, 2009).

Outflow boundary condition. In order to
avoid acoustic reflections of subsonic flow from the
outflow boundary, a non-reflective sponge layer is
employed on the region near the outflow. The
length of this layer is xmax−xsp = π. The sponge
layer is implemented by introducing a following
source term into the equations (1) – (3)

Ω = −k0u0

2π

(
x− xsp

xmax − xsp

)
(f− < f >yz), (19)

where f = ρ, ρui, ρE and 〈·〉yz denotes averaging
in the y- and z-directions.

The outflow pressure p∞ is chosen such that the
mean shock location is stationary. For laminar
flow, Rankine-Hugoniot conditions give

p∞
p0

= 1 +
2γ

γ + 1

[
(u0 − Us)2

c20
− 1

]
, (20)

where p0 is the inflow mean pressure, u0 - the
mean inflow velocity, c0 is the mean inflow speed
of sound and Us is the shock velocity. As the in-
flow condition is turbulent, the Rankine-Hugoniot
conditions are valid only instantaneously but not
in average. After an initial guess based on (20),
the outflow pressure is refined by an iteration pro-
cedure, integrating the governing equations on a
coarse grid and updating the pressure according
to the formula

p′∞ = p∞ + 4Usρuu0/(γ + 1) (21)

See (Larsson and Lele, 2009) for more details.

Gathering statistics. The simulation statis-
tics for a given function f are obtained by av-
eraging in time and in homogeneous directions.
The averaging is performed over a time span
∆t ≈ 100/(k0u0). Convergence is confirmed by
comparing the results with statistics obtained over
time span ∆t/2. The statistics are gathered after
the transition period has passed. Transient time
t0 is estimated as t0 � Lx/u0, where Lx is the do-
main size in the streamwise direction. The correct
choice of transient time is confirmed by compar-
ing with the statistics obtained starting from time
t0/2.

3.2. DNS Results

After a grid refinement study, the DNS results as
a reference solution for LES comparison are ob-
tained on a grid with 1553 × 2562 points. The
instantaneous streamwise and transverse velocity
fields are shown in Fig. 1. During the computa-
tion over a long time evolution, the shock slightly
moved upstream. For this turbulent Mach num-
ber, the shock is wrinkled due to turbulent inflow.
As shown in previous studies (Lee et al., 1997,
Larsson and Lele, 2009), the shock may break at
higher turbulent Mach numbers Mt. The tur-
bulence is compressed by the shock, and imme-
diately behind the shock it is anisotropic. The

comparison of turbulent statistics for streamwise
and transverse components of the vorticity and
Reynolds stress shows that the turbulence be-
comes isotropic again downstream of x ≈ 3.
Downstream of x = 8 turbulence is essentially
damped with the sponge source term.

The comparison of the DNS statistics ob-
tained in this work using the ADPDIS3D
(Yee and Sjögreen, 2007) code with the data
obtained from digitizing the solution of
(Larsson and Lele, 2009) are shown in Fig.
2. The results are in good agreement. The
grid resolution in the vicinity of the shock is
the same. In (Larsson and Lele, 2009) grid
clustering near the shock has been employed,
resulting in a smaller grid size, 694 × 2562.
The work (Larsson and Lele, 2009) employs the
HYBRID code, which also uses a Ducros et al.
flow sensor for shock detection. However, in
(Larsson and Lele, 2009) WENO dissipation has
been introduced at every Runge-Kutta stage,
whereas the Yee et al. scheme allows decreasing
the computational cost by introducing WENO
dissipation only after the full Runge-Kutta step.

3.3. LES Results

In this section we compare the results obtained by
the Germano model using different filtering pro-
cedures (LES with standard filtering procedure,
LES-Z, and LES-1S) with the DNS solution fil-
tered to the size of the LES grid.

Comparison of the methods on a grid with
389× 642 points for the case M = 1.5 is shown in
Figure 3. For this case the results obtained using
LES-Z and LES-1S are closer to the filtered DNS
than standard LES. For certain variables, LES-
1S performs slightly better than LES-Z. However,
the difference between LES-1S and LES-Z may
be more significant for other flow conditions, e.g.,
higher Mach and turbulent Mach numbers. In the
case when the shock-capturing scheme dissipation
might be larger than the SGS dissipation, It is
conjectured that LES-Z would be more accurate
than the other considered approach. But for the
cases where the SGS dissipation is larger than the
numerical scheme dissipation, LES-1S is expected
to obtain more accurate results than LES-Z.

4. Conclusions

The DNS results obtained by high order nonlin-
ear filter schemes compare well with the refer-
ence solution (Larsson and Lele, 2009). In gen-
eral, the employment of the Yee & Sjögreen fil-
ter schemes requires less computational cost than
standard Hybrid schemes. Our LES study con-
firms the results found by previous authors that
the dynamic Germano LES model with a stan-
dard filtering procedure may loose accuracy due
to a strong shock. Two modifications of the LES
filtering procedure (LES-Z and LES-1S) which are
designed for improving the accuracy of the stan-
dard method have been considered. For this par-
ticular shock-turbulence interaction test case both
algorithms show similar results which are more
accurate than the results obtained using the stan-
dard LES filtering procedure. However, turbulent
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Mach number Mt = 0.16 for the test case con-
sidered here is quite low, and the SGS dissipation
may be not high enough in comparison with nu-
merical dissipation of the shock-capturing scheme.
Different behaviors of considered procedures is ex-
pected for high turbulent Mach numbers, which is
forthcoming. In addition, a systematic assessment
employing LES-SR and LES-1S will be reported
in a forthcoming report. Also, explicit LES per-
formance for better estimation of LES accuracy
will be considered.
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Figure 1. Instantaneous velocity field ux (top) and uy

(bottom) obtained with DNS on grid of 1553 × 2562

points. Slice z = const.
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Flows around re-entry capsules are very 
complex because the capsule speed could 
reach to 7~10 km/s even higher. Gas flows 
are heated to 10000 K or more by strong 
shocks and aerodynamic heating processes 
result in full gas dissociation and ionization. 
Such the plasma-dominating flows lead to a 
challenge task for predicting aero-thermal-
dynamic characteristics of the re-entry 
capsules. The phenomenon has been realized 
for several decades and its physical mecha-
nism is still not quite clear because of 
difficulties arising from test flow generation 
and its numerical simulations. 
To investigate into hypervelocity flows near 
orbital speeds, a detonation-driven high-
enthalpy expansion tube, referred to as the 
JF16 expansion tube, was set up based on the 
FDC driver proposed by Jiang et al in LHD 
of IMCAS. The performance test data of the 

JF16 expansion tube showed that the flow 
velocity thus generated can reach to 
8300 m/s with a stable test-duration being 
about 50~100 μs. The total temperature is 
about 10000K and the flow enthalpy is up to 
40 MJ/kg. 
By using the JF16 expansion tube, flow 
visualization was carried out with optical 
techniques, and strong shocks around several 
models were visualized for the first time. 
Based on the visualization result and test 
flow conditions, numerical simulations were 
carried out by solving NS equations with a 
thermal-chemical reaction mode of air, in 
which 9 species are involved in 31 elementary 
reactions. Comparison of experimental 
photos with CFD results is presented in 
Fig. 1 and the good agreement is achieved by 
examining shock structures and flow tem-
perature behind strong shocks. 

 
 

 
 
Figure 1. Sequential photos of strong shocks around three test models in the hypersonic flow of velocity 

of 8.1 km/s, the time interval is 25 ms for each shot and exposure time is 1ms for the high-speed camera. 

 
 
This investigation shows that the tem-
perature difference behind strong shocks of 
three test models induced different degree of 

gas dissociation and the detailed mechanism 
will be discussed and reported in the full 
paper. 
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Abstract 

This is a progress report of a study of 
shock standoff distance in transonic flow 
regime in three different phases and its 
potential extension. We projected spheres, by 
using gas guns, into air water and sand layer 
at speed well over their sound speeds of the 
individual media and successfully visualized 
bow shocks built up over the projectiles. 
Shock standoff distances in individual cases 
were measured. In particular, in the case of 
the sand layer consisting of quartz grains, we 
visualized bow shocks by monitoring 
luminous fronts, which were simultaneously 
induced due to the so-called fracto-luminous 
feature of fragmented quartz grains. We 
launched a projectile into water at 1,500 m/s 
slightly exceeding sound speed of water and 
observed a bow shock at the entry of the 
projectile into water and its quick 
disappearance. In steady flows, when the flow 
speed tends to approach to sonic speed, the 
shock standoff distance is progressively 
elongated and eventually becomes infinite at 
sonic flow. However, the stable sonic flow is 
hardly achievable in steady flows.  

In unsteady transonic flows over free 
flight blunt bodies, their attenuation from 
supersonic to subsonic speeds is continuously 
observable and the variation of resulting 
shock standoff distances. Depending upon the 
process of attenuation, bow shock waves of 
finite shock standoff distances appeared over 
subsonic bodies. The observation never 
contradicts flow physics but is solely created 
due to local unsteady wave interactions in 
shock layers. Through our preliminary 
impact tests in sand layers and taking 
physical properties of sand layer into consi-
deration, we wonder that the transition of 
reflected shock waves between regular and 
distinct Mach reflections would possibly 
occur. Patterns of shock waves in sand layer, 

in particular, will be identified, if we use a 
diagnostic method we have developed and 
observe luminous fronts, which simul-
taneously take place in sand layers consisting 
of quartz rich grains when the grains are 
heavily compressed or fragmented at shock 
fronts. 

 
Presentation 

A bow shock appears in front of a blunt 
body placed in a steady supersonic flow. Being 
very close to sonic speed, the shock stand-off 
distance would appear at infinitely long 
distance. A bow shock also appears in front of a 
supersonic free flight sphere but stays even 
when the flight speed is high subsonic. A 
similar trend is experimentally observed not 
only in air but also a high-speed entry of a 
sphere into water and a sand layer. In unsteady 
flows, MS should be defined based on shock 
speed. 



  

 

 
 

Shock stand-off distances over spheres in 
steady flows were measured in a 100 mm × 
180 mm shock tube flows at MS ranging from 
0.95 to 1.20 in air. However, we found that the 
side wall boundary layer prevented from 

consistent existence of such flows. We then 
tested with a ballistic range and saw bow 
shocks appeared even in front of subsonic 
spheres. Such an upsetting result!

 

 

Gas gun connected to a ballistic range test section. Shpere ø40 mm and the sabot. 



  

 

Ballistic range tests: Projecting either 
10 mm or 40 mm diameter spheres into air 
at speed ranging from MS = 0.94 to 1.2, we 

measured δ by visualizing holographic 
interferometry and shadowgraph. 

 

 

MS = 0.998, Re = 9.20 × 105 



  

 

 

MS = 1.003, Re = 9.24 × 105 

Summary of ballistic range experiments performed before 2007 (Kikuchi et al): 

 



  

 

High-speed imaging of free flight of a 10 
mm diameter sphere. Entry speed was MS = 
0.949 but terminal speed after flying 500 mm 

was MS = 0.939. Notice that detached shock is 
not perfectly straight but very slightly curved: 

 

Trajectory of a 10mm diameter sphere and 
its bow shock in free flight, the sphere 
attenuated from MS = 0.949 to MS = 0.939 and 
 is elongated: 

 

Trajectory of a 10mm dia. sphere and bow 
shock, free flight sphere attenuated from MS = 
1.109 to MS = 1.093 in air: 

 

Summary of shock stand-off distance and Ms in trasonic flow range: 

 



  

 

 
 

Analogous situation takes place daily in 
high-speed train tunnels. High-speed train 
tunnel sonic boom scheme is drawn below. A0 

is tunnel cross section and A is train cross 
section. 

Weak shock wave MS = 1.003 driven by 
train speed u/a0 = 0.3. This is an analogy of a 
subsonic sphere driving bow shock ahead of it. 
The resulting MS of the boom is a function of 
f(A/A0, , u/a0), where A/A0 is the blockage 
ratio ≈ 0.3 and u/a0 is the train speed ≈ 0.3 at 
most.  

Assume MS = 1 +, << 1, and in shock 
tubes A/A0 = 1.0, we have readily:  

MS = 1 + 4u / ( + 1)a0 

In ballistic range tests, A/A0 >> 1, we 
traditionally care of projectile speeds but 
ignore shock wave precursory to projectiles. 
This concept is never applied to a steady 
supersonic flow experiment! 

At 10 mm diameter sphere vertically 
entering into water at high-speed, a bow shock 
appears ahead of the sphere and its shock 
stand-off distance  increases with the sphere’s 
deceleration. The bow shock attenuates to a 
sound wave and  is eventually located at 
infinite distance.  

Below the vertical gas gun is shown. 
 

  

 

At 10mm sphere’s entry into water at 1143 
m/s, the impact pressure P = au at its 
stagnation, is well over 1.5MPa (this value is 
nearly equivalent to micro-explosion), and 

hence a bow shock is momentarily generated 
ahead of the sphere but  immediately runs 
away with propagation when it turns into 
sound speed. 

 



  

 

 

  

 



  

 

 
 

In a ballistic range we projected 
horizontally a slender body into a water rank 
at 1500m/s. The projectile being quickly 

decelerated, then bow shock turns into sound 
and the resulting shock stand-off distance 
increases very quickly. 

 

 

Horizontal projection of a supersonic slender body into a water tank: 

 
 

Bow shock disappearance from the view 
field. Cavitation bubbles appeared as soon as 
reflected wave completely loaded the side 

walls, which immediately ruptured side 
windows. 



  

 

 

Deceleration 3.0×105g, which implies the 
drag coefficient of this slender body was 
reduced to 0.34, whereas for 1:3 horizontal 
cylinder Cd is 0.86, and 1:3 cylinder in upright 
cylinder 0.70. Super-cavitation drastically 

reduced nominal value of Cd. Bow shock runs 
away from the slender body. Sequential 
images indicated that the presence of waves 
inside cavitation bubble. 

Projecting a sphere at 1.01 km/s into Eglin sand layer, we will estimate the time variation of . 

  

After the impact test, we preserved the 
specimen and later froze it. This is a cross cut 

of the specimen. Deformation of color layers 
indicates dynamics of penetration: 



  

 

 
 

The present CFD model is robust and 
unable to explain grain fragmentation Nor 
luminosity but can outline shock propagations 

in sand layers. Dr. Abe performed this 
simulation based on Autodyne. 

 
 

If we trust CFD results and fit the result 
into the present test piece of 33 mm thick and 
100 mm wide Eglin sand layer, what observed 

would be properly interpreted. Notice that 
high pressure zone not necessarily 
corresponds the luminous front. 

 



  

 

 
 

The point marked with red circle in the 
figure above indicates peak luminosity which 
differs from that of the bow shock position. 

We projected a 9.54 mm stainless steel 
sphere into Eglin sand layer at 1.01 km/s and 
observed propagation of luminous front that 
was eventually induced by fracto-luminosity. 

 
The luminous area is confined only in the neighborhood of sphere. Pictures below are taken at 
the Shot No.112: 

 



  

 

 

 

High-speed impact of a sphere into the 
present Eglin sand layer creates a bow shock, 
whose stand-off distance is elongated with the 

decreasing of sphere speed. The sand sound 
speed is estimated to be 250 to 300 m/s. 

 

 

Intensity of luminosity along the center 
line on individual images. We estimated 
trajectories of bow shock, peak luminosity, and 

sphere. The sphere motion accompanied 
luminous fronts, which became markers of 
bow shock.  



  

 

 

 

The transition of reflected shock waves 
from regular to Mach reflection would exist in 
sand layer, that can be visualized if we 
skillfully monitor fracto-luminosity fronts. 
This can be a good way to validate CFD 
applied to sand layer.  

A free flight sphere moving slower than 
sonic speed accompanied a bow shock. This is 
a typical feature of flow unsteadiness that 
occurs universally not only in gases but also 
condensed matter.  

Our observation was not due to wrong 
experimental setup nor by erroneous 
interpretations. Bow shocks temporally occur 
in front of spheres moving at high-subsonic 
speeds, which is analogous to the principle of 
the creation of train tunnel sonic booms!  

High-speed impacts of spheres into a 
quartz rich sand layer created fracto-
luminosity, which is a good marker indicating 
the presence of bow shocks in the sand layer. 
This finding would be expandable to observe 
shock wave motions in sand layers, say, to 
study the transition of Mach to regular 
reflections. 
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